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ABSTRACT OF THE DISSERTATION
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Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2021

Professor Tsu-Chin Tsao, Chair

Rotating machinery is commonly used in mechanical systems, including machining tools,

aircraft gas turbine engines, and other industrial applications. However, the synchronous

vibration due to the rotor mass unbalance is the common disturbance source encountered

in rotor operations. Unbalance occurs when the rotor’s inertia axis does not match its axis

of geometry. Given the cost and difficulty of the perfect balancing and the current trend

for high-speed operations, which is directly correlated with the greater centrifugal unbalance

forces, vibration control is essential in improving achieving longer bearing, spindle, and tool

life in high-speed machining. As opposed to conventional ball bearings, Active Magnetic

Bearings (AMBs) provide both the contact-less support and the possibility for applying real-

time force to regulate the rotor-dynamic behaviors. This additional control facility allows

the rotor to spin around its principal axis of inertia if a sufficient air gap exists between

the rotor and housing. Consequently, by annihilating the rotor’s centrifugal force, the rotor

vibration dramatically decreases and no reaction forces are transmitted to the housing.

Beyond the functionality of AMB in reducing the rotor vibration, the aspects of safety

and reliability have become important in all rotor operations. The AMB is a highly nonlinear

and open-loop unstable system, and therefore it is common that the control system includes

different controllers, tailored for different regimes of the operating conditions. However,
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the stability of the entire control system depends on the flawless operation of its sensors

and actuators. Otherwise, the malfunctioning of any system components may disturb the

stability of the supported rotor resulting in damage to the whole system. Hence, to ensure

the safe operation and reliable performance of AMB, an online Fault Detection and Isolation

(FDI) scheme is necessary to identify the faulty components and safeguard the system to

remain in a safe region when faults are detected.

Given the inherited cost and complexity of adding redundant physical components, this

dissertation presents a novel model-based FDI scheme for the AMB based on analytical re-

dundancy by integrating two linear estimators called the Game-Theoretic Detection Filter

(GTDF) and the Unknown Input Observer (UIO). Optimal inversion filters for both esti-

mation and compensation are also introduced for the unified framework of the integrated

fault detection, estimation, and Disturbance Observer-Based Control (DOBC) that safely

switches between controllers when faults are detected. By extending and exploiting the Youla

parameterization of stabilizing controllers, where the robust feedback control, the fault de-

tection, and DOBC are realized by a bank of full-order state observers running in parallel, the

controller in each regime always stabilizes the AMB. Lastly, a novel multi-variable Adaptive

Feedforward Control (AFC) scheme featured by optimal delay-inversion-based compensation

is proposed and implemented for its premium on stability and its simplicity in selecting the

delay length as the single design parameter for the multi-variable controller to suppress the

synchronous vibrations during varying and constant speed operations.
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CHAPTER 1

Introduction

Active Magnetic Bearings (AMBs) consist of a series of electromagnets arranged in a ring to

create a contact-free rotor bearing, and they have found numerous industrial applications,

including vacuum operation, energy storage systems, and flywheels [SM09]. The Active

Magnetic Bearing Spindle (AMBS) refers to a machine tool in which AMBs support the

spindle holding the cutting tool. With the emergence of high-speed machining, AMBS has

received attention among researchers because of its potential benefits in mitigating wears,

eliminating thermal expansions given its friction-less rotation, and creating high bandwidth

and dynamic stiffness [CK07a]. High-speed machining allows for faster processing time, and

a better surface finish [Kin13]. In addition to high-speed advantages, unique properties of

AMBS have been researched for other machining applications, including indirectly measuring

the cutting force using the control commands[ACL04], and preventing chatter instability by

applying model-based robust control [CK07b].

Despite its numerous capabilities, AMBS is a challenging mechatronics system given its

open-loop unstable, nonlinear and coupled-axis multi-input-multi-output (MIMO) dynam-

ics nature that require careful modeling, identification, and control to realize its potential

benefits. Most control approaches to AMBS address ensuring stability or compensating un-

balanced spindle motion, which may require the control system with different controllers,

tailored for different regimes of operating conditions. In this case, monitoring is necessary

to determine the active controllers in different regimes. Furthermore, fault detection is nec-

essary to safeguard the system to remain in a stable regime when faults are detected.

1



1.1 Safety and Reliability

Safety and reliability are somehow overlapping terms as presented in [Sch05]. Safety refers

to the quality of a system to impose no danger to humans or environments during the

failures. In contrast, reliability ensures the system remains operational [Sch05]. To ensure

both safety and reliability of AMBS, the improvement of fault tolerance is necessary. The

main objective for fault-tolerant control is to allow the continued safe operation of the

spindle during levitation or rotation in the presence of a fault so that it can subsequently

be run down safely and the machine shut down for repair. Both selections of bearing/sensor

configurations and component redundancies can maximize the fault tolerance and have been

investigated by researchers. For example, magnetic bearings with redundant poles were

reconfigured following the functional loss of one or more coils [Che00, MM95]. However,

changing locations of actuators and sensors, or adding the additional actuator is usually

impractical given the almost fixed original design. Furthermore, introducing extra sensors

imposes additional costs even there exists no space limitation.

As described in [CKS04], system faults to the AMBS can be classified either internal

or external. External disturbances acting on the system can model the external faults,

while internal faults cannot be considered as external disturbances as they affect the system

dynamics. Robust control design by considering faults or system disturbances, or adaptive

control algorithms may improve the operation, but they are usually not needed for internal

faults. Previous control systems designs for external faults have included robust H∞ and

µ-synthesis [NSL15]. In contrast, faults that are internal to AMBS require reconfiguration

of the control system. The re-configurable control has the greatest potential for dealing with

a wide range of fault conditions and particularly those that involve the functional loss of a

control actuator or sensor. The successful implementation and integration of control systems

for internal faults remain an important research topic.
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1.2 Performance

The undesired synchronous vibration due to rotor mass imbalance is the main disturbance

source in all rotating machinery including AMBS. The most effective way in reducing the

spindle’s synchronous vibration is to align its geometric and inertia axis. However, it is

impossible to perfectly align the inertia and geometric axes even with utilizing balancing

devices. AMBs provide the possibility of changing the dynamic behaviors of the AMBS and

controlling the spindle’s imbalance response by applying the electromagnetic force in real-

time. Furthermore, the AMB’s control facility allows the spindle to spin about its center of

inertia given a sufficient gap between the spindle and housing, which is called automation

balancing, or to spin about its geometric axis, which is called imbalance compensation.

Automation balancing eventually annihilates the spindle’s radial motion and reduces the

rotor vibration significantly. Consequently, the automation balancing is applicable for the

case required high speed and smooth running. Correspondingly, the imbalance compensation

attenuates the rotor synchronous vibration and improves the rotating precision sharply, so

it is suitable for precision machining.

Unbalance control in AMBS has been popular among researchers. For the imbalance

compensation at the fixed rotational speed, a Kalman filter with an optimal state feedback

regulator has been utilized to improve rotor positioning accuracy and compensate unbalance

forces and vibrations [SHW11]. For time-varying speed and decoupled AMBs, an oscillator

for disturbance rejection based on the Internal Model Principle (IMC) has been designed

using SISO design techniques in [KT16]. Furthermore, another method has utilized the gain-

scheduling approach to generate the control signal [KCL15]. For coupled AMBs, a repetitive

controller was implemented in [RCS16] to target multiple Fourier harmonics of the fixed

rotational speed. For the automation balancing at the fixed rotational speed, notch filters

of the rotor speed were placed in the feedback control loop to suppress the control forces

[KHF95, LP08]. The main drawback of this approach is that it may perturb the feedback

control loop too much which can result in instability, especially for varying rotor speeds. To

relax the stability condition, gain scheduled controllers and notch filters were implemented
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on decoupled MIMO AMBs [MNH96, CLW16].

1.3 Dissertation Overview and Summary of Contributions

A comprehensive summary and overview of the seven chapters in this dissertation are out-

lined as below:

• The experimental set-up used as the test-bed in this dissertation is discussed in Chapter

2.

• In Chapter 3, a new method of fault estimation in discrete-time LTI systems using

game-theoretic detection filters (GTDFs) is proposed. First, the direct unknown input

observer (UIO) design is reviewed, and its application in fault estimation is discussed.

Motivated by the UIO design limitations, the GTDF is introduced which decouples

the multi-variable faults into a scalar target fault and remaining nuisance disturbances

for a virtual plant model. The estimation of the target fault is then obtained by the

UIO design for the virtual plant. This method can be used to estimate all faults

in the system individually. Simulation and experimental results from the AMBS are

presented to demonstrate the robustness of the proposed approach with respect to

noises and uncertainties, and comparison to the direct UIO approach.

• In Chapter 4, a new method of disturbance observer-based control (DOBC) for MIMO

highly-coupled unstable systems is proposed. In contrast to the current input–output

approach for stable SISO systems, the Youla parameterization of stabilizing controllers

by full order state observer (FOSO) feedback control is shown more appropriate for

general MIMO systems, while retaining the intuitive aspects of DOBC design. A gen-

eral MIMO DOBC expanded from this single FOSO stabilizing control is proposed,

where a parallel number of FOSOs for fault detection, state estimation, and distur-

bance observer are integrated to achieve the relevant operational requirements and

performance. Within this integrated control system, this chapter propose a MIMO

4



disturbance observer design method by a GTDF design. The DOBC design features

GTDF disturbance decoupling followed by H-infinity model matching to establish the

desired bandwidth for each channel of the decoupled disturbance observer. The pro-

posed DOBC is applied to the AMBS, and experimental results are presented to demon-

strate the design method and control performance.

• In Chapter 5, a novel multi-variable adaptive feedforward control (AFC) scheme is

created. The proposed AFC is featured by delay-inversion-based compensations, de-

coupling for multi-variable systems, and the stability and convergence analyses that

reveal new insights added to the existing literature. Using complex exponential than

real sinusoidal representations, the well-established results on the AFC’s linear time-

invariant equivalence and stability conditions are re-derived without invoking the aver-

aging or transformations techniques in the existing analyses. Furthermore, the gradi-

ent of quadratic objective functions can readily be derived, giving the Hermitian of the

plant’s frequency response, and used to construct the steepest decent AFC (GAFC) by

frequency-dependent phase compensations. The GAFC method cannot achieve uni-

form convergence rate for multi-tone time-varying frequencies and multiple channels

by a fixed adaptation gain for the implementation simplicity. Toward implementation

simplicity, inversion-based AFC (IAFC) scheme based on delay-inversion of the MIMO

plant and its phase compensations by simple time shifts in AFC signals is proposed.

• In Chapter 6, the IAFC synthesis is applied to the AMBS for automation balancing

motivated by suppressing the synchronous vibrations in AMBs during ramping and

constant speed operations. Both stability and convergence analyses are presented to

show the superior performance of the proposed synthesis in comparison to the existing

GAFC. The experimental results are presented to demonstrate the IAFC’s effectiveness

in suppressing synchronous vibrations, particularly during speed ramping.
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Notation.

• z−1 denotes the delay operator, i.e., for a signal x, z−1x(t) = x(t − 1) and conversely

zx(t) = x(t+ 1). Hence, z is the complex variable associated to the z-transform.

• RH∞ denotes the set containing all the LTI systems that are rational and stable as

defined in [ZDG96].

• The upper index (l) is used to denotes the index number in a vector. This does not

denote an exponent.

• The upper index (T ) is used to denote the transpose of a matrix or vector.

• The upper index (∗) is used to denote the complex conjugate of a complex matrix or

vector.

• The upper index (H) is used to denote the complex conjugate transpose of a complex

matrix or vector. Notice that for a real matrix or vector (T ) and (H) are equivalent.

• δ is one step difference operator for discrete-time signals, i.e., for a signal x, δx(t) =

x(t + 1) − x(t) is the forward difference, and δx(t) = x(t) − x(t − 1) is the backward

difference. For continuous-time signals, it is the differential operator.

• ‖.‖2 denotes the standard H2 norm of a LTI system.

• ‖.‖∞ denotes the standard H∞ norm of a LTI system.

• † denotes the pseudo inverse of the matrix.

• In is the n× n identity matrix.

• det is used to denote the determinant of a matrix.

• R denotes the set of real numbers. C denotes the set of complex numbers.
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CHAPTER 2

System Description and Experimental Set-Up

Figure 2.1: Picture of the AMBS considered in this thesis.

The Active Magnetic Bearing Spindle (AMBS) (Figure 2.1) used as the test bed for this

thesis includes two radial AMBs and one thrust (axial) AMB. The front AMBs are capable

of loading up to 1400 N, while the rear is rated for 600 N. There is also an induction motor

that enables spinning the spindle up to 50,000 RPM at 10 kW. Five degrees of freedom are

available for control, including two translational degrees v and w at each radial bearing, as

well as the axial translation z. Four eddy current sensors are located at two ends of the rotor

to measure its geometric center position with respect to the housing in x and y directions.

The power amplifier is a PWM type that regulates the current into the coils. Then, the

nonlinear electromagnetic forces caused by the coils’ currents levitate the rotor. Control

architecture was implemented at 10 kHz sampling rate for all system identification and

control tasks using LabVIEW Real-Time target installed on a computer with an interfacing

National Instrument R-series card (NI PCI7852R) used for the analog and digital signal
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Figure 2.2: Schematic of AMBS System. The AC induction motor and thrust AMBs are omitted

for brevity.

conversion and processing via a Field Programmable Gate Array (FPGA). The sinusoidal

regressor signals are synchronized to the spindle rotations by an attached rotary encoder,

which has 2000 counts per revolution. The FPGA samples and updates the encoder at

40MHz rate. The encoder resolution and the FPGA update rate make accurate and precise

regressor signal synchronized with the spindle rotation. A schematic of the overall is shown

in Figure 2.2.

2.1 System Identification and Baseline Stabilizing Control Design

The effort of system identification and control design was based on the four electromagnetic

forces by the two radial AMBs in v and w directions, and the rotor’s position at its each end

in x and y directions measured by the four eddy current sensors. The z axis was assumed
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to be decoupled from the radial motion v and w, and therefore was regulated by a SISO

PID controller. There were several challenges in the identification of the AMBS used in this

dissertation. First, since the axes of the sensors are not co-located with electromagnetic

forces from the actuators, the system had strong off-diagonal coupling effects. Furthermore,

the non-linearity in electromagnetic forces with respect to the coils’ currents and the gap

between rotor and housing requires adding bias currents to the opposing coils to render the

system more linear.

With an initial stabilizing PID controller, a time-domain identification method using

Pseudo-Random Binary Sequence (PRBS) input data and Autoregressive Exogenous Input

(ARX) modeling was utilized to identify a model for 4 × 4 MIMO open-loop plant P (z).

The 20th-order identified model, with the state space representation Pn(z) = (A,B,C,D),

indicates the system is truly MIMO with strong coupling effect as shown in Figure 2.3. Con-

secutively, a model-based Linear-Quadratic-Gaussian with Integral action (LQGi) controller

was designed to stabilize the open loop plant and attenuate low frequency disturbances.

After levitation, the rotor has a radial distance of around 200 µm from the housing. Main-

taining this radial distance requires a more conservative controller for the initial lift up of

the rotor to prevent hitting the housing and the resulting instability. The details of modeling

and control design of this system are reported in [RCS16].
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Figure 2.3: Bode magnitude plot of open-loop plant model VS raw Frequency Response Data

(FRD) obtained from sine sweep experiments. Two flexible modes are identified at 1.1 and 2 kHz

which also appear in the coupling terms.
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CHAPTER 3

Robust Fault Detection, Isolation and Estimation- An

Integrated Game Theoretic and Unknown Input

Observer Approach

The problem of estimating unknown inputs is motivated in control applications where it

is either too expensive or perhaps not possible to measure some of the system’s input. If

the unknown inputs represent the disturbances or effect of uncertainties, the knowledge

of them will be useful for robust control [Gao14, Che04, ONO87, Han09]. Additionally,

when the unknown inputs represent the effect of failure in actuators, sensors, or other plant

components, an estimate of the unknown input can be a great value for fault detection and

isolation (FDI). A robust FDI scheme is necessary for monitoring complex systems when

they are subject to uncertainties or unknown disturbances.

Studies on unknown input estimation can be classified into two main groups. The first

group is an open-loop estimation based on the inversion of the system dynamics [KC03,

Hub13], and it has been popular in some control approaches for SISO stable systems, dis-

turbance observer control [YCS09, YS14]. However, the estimation error transient dynamics

cannot be assigned, and it can not be directly applied to unstable and non-minimum phase

systems. In contrast, the second group is a closed-loop estimation based on the state-space

approach, similar to Luenberger observer. A few techniques in state-space domain proposed

a combined state/disturbance estimator [CT98, SO02, FB06]. Moreover, some techniques

used a state function instead of full states in their estimators [XS03].

Among model-based FDI methods, observers play key roles by utilizing input and out-
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put data to monitor the consistency between the model and actual process’s output, which

leads to a decision. To attenuate possible uncertainties and disturbances from diagnosis de-

cisions, various optimization techniques have been developed to make the observer residual

sensitive to faults and insensitive to disturbances [PC00]. Other attenuation methods have

involved geometrically decoupling the process disturbances for FDI [DI01]. Among various

decoupling FDI schemes, the unknown input observer (UIO) has been studied extensively

to decouple disturbances from state estimations [CPZ96]. The UIO-based fault/disturbance

estimation and reconstruction were addressed in [IJG07, ZJS10]. However, the UIO designs

were constrained by some existence criteria, including rank conditions imposed on unknown

inputs/faults. Consequently, there is a motivation to use the existing decomposition tech-

niques in handling systems when disturbances cannot be completely decoupled. For state

and fault estimations, a UIO was designed in [GLC15] for an augmented system forming from

augmenting the system states and the concerned faults by attenuating the disturbances that

cannot be decoupled using the linear-matrix-inequality (LMI) technique. However, only

simulations results were provided.

This chapter reviews the direct UIO design used in state estimations for linear time-

invariant systems and addresses the problems associated with the design process, including

imposed rank conditions on the unknown inputs and robustness. Furthermore, it proposes

a new approach to deal with the fault estimation problem for discrete-time unstable MIMO

linear systems to overcome the difficulties in the direct UIO for the fault estimation. This

method does not use the plant’s states estimation nor the states’ functions estimations. The

proposed technique decouples faults into the scalar target fault and the remaining nuisance

faults by designing observers using the game-theoretic method which is constructed by us-

ing optimization theory. By decoupling, the rank condition imposed on unknown inputs is

relaxed. Furthermore, by including the measurement noise in the design process, the plant

uncertainty will be considered. Finally, unknown input estimation for the open-loop unsta-

ble MIMO AMBS is investigated using both direct UIO and the proposed detection filter

techniques.
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3.1 DIRECT UNKNOWN INPUT OBSERVER (UIO) TECH-

NIQUE

Consider a dynamic system in the form of

x(t+ 1) = Ax(t) +Bu(t) + Ef(t)

y(t) = Cx(t)
(3.1)

where x(t) ∈ Rn represents state vector, u(t) ∈ Rq and y(t) ∈ Rp stand for control input

vector and measurement output vector, and f(t) ∈ Rm is the unknown input or fault to be

estimated. A, B, C, E are constant matrices with appropriate dimensions.

An observer is defined as a UIO for the above plant, if its state estimation error approaches

zero asymptotically regardless of the presence of unknown inputs. Following [CP12], the

structure of the full-order UIO for the above plant is described as:

z(t+ 1) = Fz(t) + TBu(t) +Ky(t)

x̂(t) = z(t) +Gy(t)
(3.2)

where x̂ ∈ Rn is the estimated state vector and z ∈ Rn is the state of this full order

observer. Furthermore, F,K, T,G are matrices to be designed such that the state estimation

error approaches zero asymptotically. The error dynamic is governed by the following

e(t+ 1) = (A−GCA−K1C)e(t)

+ [F − (A−GCA−K1C)]z(t)

+ [K2 − (A−GCA−K1C)G]y(t)

+ [T − (I −GC)]Bu(t) + (GC − I)Ef(t)

(3.3)

where e(t) = x(t)− x̂(t) is the state estimation error and K = K1 +K2. The state estimation

error will be

e(k + 1) = Fe(k) (3.4)

13



if the following conditions hold.

0 = (GC − I)E (3.5)

T = I −GC (3.6)

F = A−GCA−K1C (3.7)

K2 = FG (3.8)

Therefore, if all eigenvalues of F are stable, e(t) will approach zero asymptotically. The

necessary and sufficient conditions for existence of the UIO in (3.2) are

(i) rank(CE) = rank(E)

(ii) (C,A1) is a detectable pair. (3.9)

where A1 = A − E[(CE)T (CE)]−1(CE)TCA. If conditions in (3.9) hold, observer matrices

can be designed as following

G = E[(CE)T (CE)]−1(CE)T (3.10)

T = I −GC (3.11)

A1 = TA (3.12)

F = A1 −K1C (3.13)

where K1 is any matrix that stabilize F , and it may be selected by using pole placement

or LQR techniques. Following [SS15], once the observer is designed, a step delay of the

disturbance estimate can be found by using

f̂(t− 1) = (CE)†[y(t)− CAx̂(t− 1)− CBu(t− 1)] (3.14)

where f̂ is the estimate of the fault vector.
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3.2 GAME THEORETIC DETECTION FILTER (GTDF) TECH-

NIQUE

The UIO design in (3.2) ignores the effect of uncertainties and disturbances in fault esti-

mation. Furthermore, the design constraints require satisfying both rank and detectablity

condition. To relax the rank condition in (3.9), we seek to estimate the vector fault as

separate scalar faults by designing a distinct UIO for each fault.

To achieve decoupling faults, we employ fault detection filters to detect and isolate faults

by placing the reachable subspace of each scalar fault into non-overlapping invariant sub-

spaces called detection spaces [Bea71, Jon73, WS87]. In this chapter, a bank of detection

filters is constructed to detect and isolate each target scalar fault fi as a single fault while

blocking the nuisance fault f̄i =
[
f1 · · · fi−1 fi+1 · · · fm

]T
. Each detection filter is a

Luenberger observer in the form (i = 1, 2, ...,m):

x̂i(t+ 1) = (A− LiC)x̂i(t) +Bu(t) + Liy(t)

y(t) = Cx(t) + w(t)
(3.15)

and the state estimation error dynamics:

ei(t+ 1) = (A− LiC)ei(t) + Eifi(t) + Ēif̄i(t)− Liw(t) (3.16)

ri(t) = HiCei(t) +Hiw(t) (3.17)

where x̂i ∈ Rn is the state estimate, ei = x − x̂i is the estimation error, fi ∈ R is the

scalar target fault to be estimated, f̄i ∈ Rm−1 is the nuisance fault, w ∈ Rp represents the

combined effects of uncertainties and disturbances, and r ∈ Rp is the residual. Furthermore,

Hi and Li are the residual projector and observer gain respectively with proper dimension.

The detection problem is to choose the residual projector Hi and the observer gain Li such

that the residual ri is nonzero if and only if the scalar target disturbance fi is nonzero.
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3.2.1 Residual Projector Design

A vector space geometrical method outlined below [MS14, RTS19] can be used to find Hi.

For the nuisance fault, the estimation error ei lies in

ImWi = Im
[
Ēi (A− LiC)Ēi · · · (A− LiC)n−1Ēi

]
(3.18)

and the output estimation error, y − Cx̂i, lies in CWi, where Im denotes the range space

of a matrix. Let ImW ∗
i be the smallest reachable, observable subspace associated with Ēi

defined in (4.11), which is called the detection subspace. To block the nuisance fault, the

output estimation error is projected by Hi to the complement of CW ∗
i :

Hi = I − CW ∗
i [(CW ∗

i )T (CW ∗
i )]−1(CW ∗

i )T (3.19)

Numerical computation of the above geometric method must take care of vector space

numerical conditioning issues, particularly for high dimensional cases. The numerical proce-

dure to find the detection subspace ImW ∗ is outlined to obtain W ∗
i robustly. For simplicity,

the subscript i is dropped. By definition of ImW ∗:

ImW ∗ ∩KerC = ∅ (3.20)

where Ker denotes the null space of a matrix. Furthermore, if n ≥ p ≥ m, (3.20) is equivalent

to
[
W Nc

]
is full-column rank, meaning the smallest singular value is non-zero. Here, Nc

denotes the basis matrix for the null space of C.

First, it is observed from (3.18), ImW = ImĒ if the eigenvectors of A − LC span ImĒ.

If W satisfies (3.20), W ∗ = W . Otherwise, to extract the unobservable subspace from the

non-empty intersections, ImW ∗ is decomposed into two parts, one intersects with the null

space of C, and the other does not:

ImW ∗ = ImĒ = Im
[
Ê Ẽ

]
(3.21)

where CÊ = 0. By this, (3.18) becomes

ImW = Im [Ê Ẽ AÊ (A− LC)Ẽ · · · ] (3.22)
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Furthermore,

ImW ∗ =
[
Ẽ AÊ

]
(3.23)

if the eigenvectors of A−LC span Im
[
Ê Ẽ AÊ

]
. By this construction, the unobservable

subspace of ImW ∗ is reduced, and this process is iterated until (3.20) holds.

Numerical computation of W ∗ in (3.19) must take care of vector numerical conditioning

particular for high dimensional cases. In numerical evaluation, the singular values must be

greater than a small positive threshold value to qualify as ’non-zero’ [GR71, GK65].

Algorithm 1 Numerical Iteration

1: W ∗ ← normalized basis matrix for ImĒ

2: nw ← number of columns in W ∗

3: Nc ← normalized basis matrix for KerC

4: K =
[
W ∗ Nc

]
5: nk ← number of columns in K

6: σnk ← smallest singular value of K

7: Nk ← normalized basis matrix for KerK

8: thr ← threshold for non-zero singular values

9: while σnk < thr do

10: Ê = W ∗Nk(extract first nw rows)

11: E = (W ∗TW ∗)−1W ∗T Ê

12: Ē ← normalized basis matrix for the complementary subspace of ImE

13: Ẽ = W ∗Ē

14: W ∗ ← normalized basis matrix for
[
Ẽ AÊ

]
15: K =

[
W ∗ Nc

]
16: end while

3.2.2 Observer Gain Design

The geometric method for deriving the residual projector Hi in the previous subsection can

also be applied to find the observer gain Li [Mas86, MVW89, WS87]. However, this method,
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based on vector space decomposition and projections, does not account for sensitivity to

model uncertainty and noise. To increase the flexibility of the detection filter, the observer

is approximated as a state estimation problem with disturbance attenuation bound [CS98,

MS00], where the transmission from the nuisance fault, uncertainties and initial condition

error to the projected estimation error HiCei is bounded:∑N−1
t=0 ||HiCei(t+ 1)||2Q

||ei(0)||2P0
+
∑N−1

t=0 (||f̄i(t)||2N + ||w(t)||2V −1)
≤ γ (3.24)

where N, V, P0, Q are weighting matrices, and γ is the disturbance attenuation bound and

specifies the degree in which the nuisance fault is blocked. Smaller γ makes the residual to

be less sensitive to the nuisance fault. Therefore, the detection filter can block the nuisance

fault approximately or completely. This problem may be formulated a discrete time minimax

problem, and solving the game leads to a Riccati based filter [MS00]:

M(t+ 1) = ÂTM(t)Â+ 2CT (γV −1 −HiQHi)C

− ÂTM(t)ÂĒi[2γN + ĒT
i Â

TM(t)ÂĒi]
−1ĒT

i Â
TM(t)Â

(3.25)

where ÂA = I, and M(t) propagates according to (3.25). The sufficient condition for (3.25)

to converge is that CT (γV −1 − HiQHi)C be positive semi-definite. Since it is desired to

find a constant Li for constructing a linear-time-invariant (LTI) UIO for fault estimation,

the infinite horizon steady state solution M can be readily solved as an algebraic Riccati

equation. Once M is obtained, the observer gain has the following form

Li = 2γM−1CTV −1 (3.26)

For the limiting case, γ = 0, a reduced-order Riccati and detection filter can be found

[MS00]. The reduced-order detection filter completely blocks the nuisance fault. However,

this reduced-order filter is more sensitive to the model uncertainties. Since the game-theoretic

detection filter (GTDF) discussed here only detects one fault, a bank of GTDFs are required

to target all faults in a system.
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3.3 Target Fault Estimation

As discussed in the previous section, by letting γ → 0 for each GTDF, the nuisance fault

and measurement noises can be blocked completely. Therefor, the error dynamics for each

of detection filters can be rewritten as

x̄(t+ 1) = Āx̄(t) + Eifi(t)

ȳ(t) = C̄x̄(t)
(3.27)

where x̄ = ei, Ā = (A− LiC) and C̄ = HiC. This can be considered as a virtual plant with

the target fault as a scalar unknown input and no known input. Then, the target fault can

be approximated by constructing UIO for the virtual plant as following:

z(t+ 1) = Fz(t) +Kȳ(t)

ˆ̄x(t) = z(t) +Gȳ(t)
(3.28)

where ˆ̄x ∈ Rn is the estimated state vector for the virtual plant and z ∈ Rn is the state of

this full order observer. F,K,G are matrices to be designed for achieving unknown input

decoupling. The error dynamic is governed by the following

ē(t+ 1) = (Ā−GC̄Ā−K1C̄)ē(t)

+ [F − (Ā−GC̄Ā−K1C̄)]z(t)

+ [K2 − (Ā−GC̄Ā−K1C̄)G]ȳ(t) + (GC̄ − I)Eifi(t)

(3.29)

where ē = x̄− ˆ̄x is the state estimation error vector, and K = K1 +K2. Since the unknown

input is scalar for the virtual plant, the rank condition in (3.9) holds. Therefore, the necessary

and sufficient condition for existence of the UIO for the virtual plant is

(C̄, Ā1) is a detectable pair. (3.30)

where Ā1 = Ā − Ei[(C̄Ei)T (C̄Ei)]
−1(C̄Ei)

T (C̄Ā). F,G,K may be designed as described in

Section 3.1. Once the observer is designed, a step delay of the scalar target disturbance

estimate can be found by using

f̂i(t− 1) = (C̄Ei)
†[ri(t)− C̄Āˆ̄x(t− 1)] (3.31)
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where f̂i ∈ R is the estimate of scalar target disturbance. There is a SISO transfer function,

Gi, such that,

f̂i(t− 1) = Gifi(t) (3.32)

where,

Gi(z) = (C̄Ei)
†C̄(zI − Ā)−1Ei

− (C̄Ei)
†z−1[C̄Ā(zI − F )−1K + C̄ĀG]

× [C̄(zI − Ā)−1Ei]

(3.33)

When γ = 0, Gi should have a DC gain close to 0 dB. However, since the reduced order

detection filer is sensitive to the model uncertainties, γ is usually selected to be a positive

number. Therefore, the dynamics from the virtual plant is influenced by the nuisance fault

although the detection filter decouples the disturbances. In order to relax the effect of γ into

the estimator, a scalar factor, λi, is added to the estimator equation to normalize the DC

gain of Gi

f̂i(t− 1) = λi(C̄Ei)
†[ri(t)− C̄Āˆ̄x(t− 1)] (3.34)

where λi is the normalization factor.

3.4 Implementation on AMBS

In order to investigate the effectiveness of proposed integrated approach in comparison with

existing direct UIO method, two distinct fault scenarios are tested, where in both cases

actuators are assumed to be faulty. The fault demonstration on the actuator is modeled by

injecting artificial known inputs into the corresponding input channel, which is unknown for

estimators. Therefore, E are selected from columns of B for each FDI scenario.

3.4.1 Case 1: Faults in Two Actuators

In the first case, actuator faults were assumed to exist in two channels. To model the faults,

two multi-tone sinusoidal signals were injected into first two input channels, which were
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unknown to estimators. Given, the satisfaction of (3.9), there exists a direct UIO design to

estimate both faults simultaneously. Furthermore, it can be verified that a UIO exists for each

virtual plant obtained from GTDFs. The superior performance of the direct UIO approach

in estimating both faults simultaneously is shown in a simulation, where no uncertainties

or noises are considered as show in Figure 3.1. However, the direct UIO approach suffers

hugely from robustness when adding a zero mean noise with 0.05 standard deviation, and

simulating the algorithm with a 100th order model instead of the 20th order model used in

its design compared to the robust GTDF estimator as shown in Figure 3.2
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Figure 3.1: Simulation comparison showing perfect fault estimation in the direct UIO method

in comparison with the existing lag in the GTDF estimator in the absence of uncertainties and

measurement noises. (a) Fault 1 (b) Fault 2

Given lack of robustness in the direct UIO approach, only the proposed integrated GTDF

and UIO method is implemented. The effectiveness of proposed method is proved while each

estimator detected, isolated and estimated the target fault in the experiment as shown in

Figure 3.3. It can be shown the existence of faults in other actuators does not effect the

fault estimation from the estimator designed for the specific fault.
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Figure 3.2: Simulation comparison showing robust fault estimation in the GTDF method in

comparison with the poor performance in the UIO estimator, where uncertainties and measurement

are added into the model. (a) Fault 1 (b) Fault 2
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Figure 3.3: Experimental results showing the effectiveness of proposed integrated scheme in

estimating the target fault only.
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3.4.2 Case 2: Faults in All Actuators

In the next case, actuator faults were assumed to exist in all channels. To model the faults,

four multi-tone sinusoidal signals were injected into all input channels. It can be shown

that for AMBS the detectablity condition in (3.9) is not satisfied given existence of faults

in all actuators. Consequently, there exists no direct UIO design to estimate all faults

simultaneously, and the direct UIO design cannot be applied for fault estimations. However,

it can be verified that a UIO exists for each virtual plant obtained from GTDFs given

existence of faults in all actuators. The effectiveness of proposed integrated GTDF and UIO

approach can be verified in experiment as shown in Figure 3.4.
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Figure 3.4: Experimental results showing the effectiveness of proposed integrated scheme in

estimating the target fault only.

3.5 Summary

In this chapter, a novel fault estimation method for discrete-time LTI systems has been

proposed. This method has been utilized to handle MIMO unstable systems subjected to

multiple faults. The robustness is ensured by decoupling multi-variable faults into scalar

23



target fault and remaining nuisance faults for a virtual plant model using game-theoretic

detection filters. The superior performance of the proposed method compared to the direct

UIO design has been shown in both simulation and experimental results for the unstable

MIMO AMBS system.
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CHAPTER 4

Integrated MIMO Fault Detection and Disturbance

Observer Based Control

Disturbance rejection is a common objective in control system design. If the disturbances

can be determined at the plant input, feedforward control can be applied to cancel the dis-

turbances. For unmeasurable disturbances, feedback control reduces the sensitivity of the

regulated signal, typically measured output to the disturbances. An intuitive feedback con-

trol design method is to explicitly estimate the disturbances from the output measurements

and compensate for the disturbances by control inputs to the plant as an emulation of the

feedforward action. This feedforward compensation motivated approach, termed as Internal

Model Control (IMC) [GM82, SO14] or more recently Disturbance Observer-Based Control

(DOBC) [CYG15, LYC16], involves three design issues, which are disturbance estimation,

system inversion, and closed-loop stability.

A Majority of the DOBC literature addresses SISO linear stable systems [YK94, BT99,

FT10, Hub13, LKJ16], consisting of an input disturbance observer constructed by filtering

the output measurement by the nominal plant inverse. Then, a low-pass ’Q-filter’ is intro-

duced as a trade-off between performance and uncertainties by limiting the bandwidth of

the disturbance compensation [KC03, YCS09]. The Q-filter design may involve considerable

tuning to satisfy multiple design criteria [UKH93, Han09]. Furthermore, the inversion of

the stable plant must be stable and causal, thus preventing direct pole-zero cancellation for

non-minimum phase systems [JSS10, WS15]. Because of its simplicity in designing feed-

back control, DOBC has been popular and celebrated by many applications, such as motor

drives [KIO91], robotic manipulators [YS14], automobiles [BOA02], networks [NO08] and
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spacecrafts [LLW18].

There is a little DOBC literature that addresses MIMO systems. In [NH09], DOBC is

designed for diagonal channels separately where the cross channel dynamics are ignored.

However, this simplification is not valid for MIMO systems with noticeable coupling effects.

Another method minimizes the H∞ norm of closed-loop dynamics which can be applied

for MIMO systems [ZZT17]. However, this method does not address unstable plants or the

trade-off between performance and uncertainty, and the typically high-order numerical result

may not be practical for real-time implementation.

For a MIMO unstable nonlinear system, such as an active magnetic bearing spindle

(AMBS), it is common that the control system includes different controllers, tailored for

different regimes of the operating conditions. In this case, monitoring is necessary to deter-

mine the active controllers in different regimes. Furthermore, fault detection is necessary to

safeguard the system to remain in a safe stable regime when faults are detected. A scenario

of the AMBS control system is that a stabilizing controller robust to all operating regimes is

added on with a high-performance disturbance rejection controllers, which are effective for

specific operating regimes but lack robustness and risk failures in other operating regimes.

Continuous monitoring by fault detection filters is required to switch with smooth transi-

tions of the add-on controllers. Motivated by this scenario we propose an integrated fault

detection, state estimation, and DOBC. We exploit and extend the Youla parameterization

of stabilizing controllers, where the robust feedback control, the DOBC, and the fault detec-

tion are realized by a bank of full-order state observers running in parallel. With this unified

framework, the controller in each regime always stabilizes the nominal plant.

In the previous chapter, a bank of full-order UIO was presented for FDI and fault es-

timation with preliminary experimental results. Inversion filters for both estimation and

compensation are introduced for the unified framework of the integrated estimation, detec-

tion, and control in this chapter. Furthermore, comprehensive analysis and discussions on

the stability and performance of the MIMO DOBC, the fault detection filter design, smooth

transitions of controller switching, and new elucidating experimental results are presented
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here.

4.1 Conventional DOBC

The structure of DOBC is illustrated in Figure 4.1, where P (z) represents the real physical

plant, Pn(z) is the nominal model used for the controller design, Q(z) is the stable filter,

C(z) is the baseline controller, re is the reference signal, u0 is the feedback controller output,

d is the external disturbance, u is the control input, w is the measurement noise, y is the

measurement output, and d̂ is the estimate of the disturbance. The intuitive idea of the

conventional DOBC is to use the inverse of the plant model to construct the plant’s input,

u. Then, by utilizing Q(z) the actual disturbance over specified frequency ranges can be

estimated.

In the absence of disturbances and uncertainties, the inner loop with the disturbance es-

timation and compensation is not activated. In this case, the baseline controller C(z) should

be designed based on tracking performance and stability conditions. Once the baseline con-

troller is designed, the inner loop with the DOBC can be designed to reject disturbances and

handle uncertainties. Therefore, tracking and disturbance rejection are separately designed

by the baseline controller and the DOBC.

There are three considerations in conventional DOBC design, which are stability, causal-

ity, and robustness. Stability requires Pn(z) to be non-minimum phase or an alternative

method to find P−1
n (z) such that P−1

n (z)Pn(z) ≈ 1. For the strictly proper plant, Q(z)

should be designed such that Q(z)P−1
n (z) is proper. Finally, the robust design of Q(z)

requires considering uncertainties in plant model.

4.2 FOSO Based MIMO DOBC

A method using FOSO to construct a model matching inversion filter for DOBC with the

selected frequency-domain bandwidth is proposed in this article. To start with, the MIMO
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Figure 4.1: Conceptual diagram of conventional DOBC

DOBC problem is cast in the state space representation of the Youla parameterization

[YJB76] of all stabilizing controllers. Then, a bank of FOSOs with corresponding inver-

sion filters are proposed for disturbance estimation and compensation. This is followed by a

comprehensive analysis and discussion of its stability and performance.

4.2.1 Youla Parametrization of FOSO Feedback Control

The MIMO DOBC problem in this paper is based on the following state space model of the

plant Pn(z)

x(t+ 1) = Ax(t) +B(u(t) + d(t)) (4.1)

y(t) = Cx(t) + w(t) (4.2)

where t(= 0, 1, 2, ...) is the sample time or sample number, x ∈ Rn is the state vector, and

u ∈ Rq and y ∈ Rp are the control input and measured output vectors. Respectively, d ∈ Rq

is the unknown input or disturbance vector, and w ∈ Rp represents the combined effects of

sensor noise and model uncertainties.

The controller architecture shown in Figure 4.2 includes a FOSO feedback control used

as a baseline stabilizing controller while describing all add-on controllers that will maintain

the stability of the closed-loop plant. The state observer is a full order Luenberger observer
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Figure 4.2: Youla parameterization of FOSO feedback control

O0(z) in the form

x̂0(t+ 1) = (A− L0C)x̂0(t) +Bu0(t) + L0y(t) (4.3)

r0(t) = y(t)− Cx̂0(t) (4.4)

u0(t) = −Kx̂0(t)− v0(t) (4.5)

where x̂0 ∈ Rn is the state estimate, r0 ∈ Rp is the residual output, and u0 ∈ Rq is the control

input to O0(z). The state observer and feedback gains L0, K with appropriate dimensions

are designed such that A− L0C and A−BK are stable. From Youla parameterization, the

stability of the closed-loop system is guaranteed if Q0(z) is a stable filter. Therefore, Q0(z)

can be designed for loop shaping or other performance motivations.

With the parameterization of stabilizing controllers, the MIMO DOBC is merely selecting

the stable filter Q0(z) by designing Q0(z) to invert a virtual model obtained from the error

dynamics by subtracting (4.3) from (4.1):

e0(t+ 1) = (A− L0C)e0(t) +Bd(t)− L0w(t) (4.6)

r0(t) = Ce0(t) + w(t) (4.7)
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where e0 ∈ Rn represents error in state estimation. The closed-loop system with inputs

[w, d, v], outputs [u, y] and states [x, x0, e0] is:

G0(z) =



A−BK −BC0 BK −BD0C −BD0 B B

0 A0 B0C B0 0 0

0 0 A− L0C −L0 B B

C 0 0 I 0 0

−K −C0 K −D0C −D0 0 I


(4.8)

with state space representation of Q0(z) = (A0, B0, C0, D0).

For DOBC, the disturbance vector can be estimated by inverting the dynamics E0(z)

obtained from (4.6) and (4.7) with input d and output r0. Exact inversion is often impossible

for non-minimum phase or strictly proper systems; hence, H2 or H∞ model matching can be

applied to find Q0(z):

Q0(z) = arg min
Q0(z)∈RH∞

‖(M(z)−Q0(z)E0(z))W (z)‖(∞,2) (4.9)

where M(z) is a low-pass filter which specifies the bandwidth of the estimation, and W (z) is

a weighting filter for relative strengths in different frequencies and channels. Furthermore,

RH∞ is the set of proper stable real-rational transfer functions. Clearly, Q0(z) as a stable

inversion of the virtual plant E0(z) is a stabilizing controller, and is analogous to Q(z)P−1
n (z)

in Figure 4.1.

4.2.2 Proposed Decoupling DOBC

Numerical methods for solving the MIMO inversion in (4.9) often render high-order approx-

imate solutions, which may not be conducive to real-time implementation. Furthermore, the

disturbance’s relative strengths in different channels may change during operations, requiring

a fixed optimal filter with compromised performance with equal weighting or a more complex

adaptive optimal filter adapting in real-time to the changing disturbance characteristics. In
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this paper, we seek to estimate and compensate for the vector disturbance as separate scalar

disturbance channels.

To achieve disturbance decoupling, we employ fault detection filters, which can be used

for the disturbance detection and isolation by placing the reachable subspace of each scalar

disturbance into non-overlapping invariant subspaces called detection spaces [Bea71, Jon73,

WS87]. In this paper, a bank of detection filters is constructed to detect and isolate each

target scalar disturbance di as a single fault while blocking the nuisance disturbance d̄i =[
d1 · · · di−1 di+1 · · · dq

]T
. Each detection filter Oi(z) is a Luenberger observer in the

form (i = 1, 2, ..., q):

x̂i(t+ 1) = (A− LiC)x̂i(t) +Bu(t) + Liy(t) (4.10)

and the state estimation error dynamics:

ei(t+ 1) = (A− LiC)ei(t) +Bidi(t) + B̄id̄i(t)− Liw(t) (4.11)

ri(t) = HiCei(t) +Hiw(t) (4.12)

where x̂i ∈ Rn is the state estimate, ei = x− x̂i is the estimation error, di ∈ R is the scalar

target disturbance, d̄i ∈ Rq−1 is the nuisance disturbance, ri ∈ Rp is the residual, and Hi

and Li are the residual projector and observer gain respectively with appropriate dimensions.

The detection problem is to choose the residual projector Hi and the observer gain Li such

that the residual ri is nonzero if and only if the scalar target disturbance di is nonzero. The

construction of Hi and Li to achieve this will be given in Section 4.3.

For the SIMO virtual model, Ei(z) from the scalar disturbance input di to the residual

output vector ri, a MISO inversion filter Fi(z) is obtained to estimate the scalar disturbance

di:

Fi(z) = arg min
Fi(z)∈RH∞

‖(m(z)− Fi(z)Ei(z))w(z)‖(∞,2) (4.13)

where m(z) and w(z) signify scalar transfer functions. Then, a MISO inversion filter Fi(z)

is obtained for each Ei(z) to estimate the scalar disturbance di. Figure 4.3 shows this
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Figure 4.3: Youla parameterization of FOSO feedback control with the detection filter-based

DOBC

expanded Youla parameterization of the FOSO feedback control with the additions of the

detection filter-based DOBC where 0 6 αi 6 1 is used for DOBC activation, deactivation and

transition, which will be discussed in Section 4.3, ei =
[
01 · · · 0i−1 1i 0i+1 · · · 0q

]T
,

Qi(z) = αieiFi(z) and vi = αieid̂i.

4.2.3 Performance Analysis of the Proposed Decoupling DOBC

In this section, the performance of the disturbance estimator and DOBC is analyzed, where

transfer functions from d to d̂i and d to y are derived. To investigate the performance of

each disturbance estimator, the estimation transfer function with inputs [w, d, v] and output

d̂i is obtained as following given the state space realization of Fi(z) = (Af,i, Bf,i, Cf,i, Df,i)
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and using (4.11) and (4.12).

Gi(z) =
[
Gd̂iw

(z) Gd̂id
(z) Gd̂iv

(z)
]

=


Af,i Bf,iHiC Bf,iHi 0 0

0 A− LiC −Li B 0

Cf,i Df,iHiC Df,iHi 0 0


(4.14)

It is shown from (4.14) that the performance of each estimator is independent of both

the baseline FOSO feedback controller and Q0(z) design, and activation or deactivation of

the DOBC. This is a form of the separation principle, where each disturbance estimator can

be designed separately and independent from other estimators and the feedback controller.

Furthermore, the transfer function from d to y can be obtained in steady states for a

fixed αi. Using (4.14), the following equality is obtained:

V (z) = −
q∑
i=1

αiei[Gd̂iw
(z)W (z) +Gd̂id

(z)D(z)] (4.15)

where V (z),W (z), D(Z) are unilateral Z-transform of discrete time signals v(t), w(t), d(t).

Using (4.15) in (4.8), the transfer function for the proposed decoupling DOBC is obtained

as following.

Gyd(z) = G0yd(z)−G0yv(z)

q∑
i=1

αieiGd̂id
(z) (4.16)

Furthermore, it can be seen from (4.8) G0yd(z) = G0yv(z). Then, (4.16) is simplified to:

Gyd(z) = G0yd(z)[Iq×q −
q∑
i=1

αieiGd̂id
(z)] (4.17)

It is clearly shown in (4.17) that G0yd(z), the baseline controller’s performance, can be

improved multiplicatively in steady states for αi = 1 by the DOBC if
∑q

i=1 eiGd̂id
(z) is

designed such that it is close to but not necessarily exactly diagonal and that the diagonal

elements are close to one in adequate frequency range.
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4.3 Integrated DOBC and Fault Detection

To isolate the scalar disturbance as outlined in the previous section, each residual projector

Hi and the observer’s gain Li must be designed so that the residual ri passes the scalar

disturbances di and blocks the nuisance disturbance d̄i. The GTDF design discussed in

the previous chapter can be employed here to isolate the target disturbance followed by

the proposed integrated disturbance estimation, detection, and compensation for MIMO

systems.

While the numerical iteration in the previous chapter may be found useful to obtain

the residual projector Hi, the observer gain Li can be obtained by solving the disturbance

attenuation problem: ∑N−1
t=0 ||HiCei(t+ 1)||2Q

||ei(0)||2P0
+
∑N−1

t=0 (||d̄i(t)||2N + ||w(t)||2V −1)
≤ γ (4.18)

where N, V, P0, Q are weighting matrices, and γ is the disturbance attenuation bound and

specifies the degree in which the nuisance disturbance is blocked. This problem may be

formulated as a discrete time minimax problem, and solving the game leads to a Riccati

based filter [MS00]:

M(t+ 1) = ÂTM(t)Â+ 2CT (γV −1 −HiQHi)C

− ÂTM(t)ÂB̄i[2γN + B̄T
i Â

TM(t)ÂB̄i]
−1B̄T

i Â
TM(t)Â

(4.19)

where ÂA = I, and M(t) propagates according to (4.19). The sufficient condition for (4.19)

to converge is that CT (γV −1−HiQHi)C be positive semi-definite. Since it is desired to find

a constant Li for constructing a fixed Fi(z), the infinite horizon steady state solution M can

be readily solved as an algebraic Riccati equation. Once M is obtained, the observer gain

has the following form

Li = 2γM−1CTV −1 (4.20)

The essential feature of the detection filters is to analyze the projected residual generated

by all GTDFs in the presence of uncertainty and determine if input channels are corrupted

by input disturbances or faults. This requires higher-level decision making and creation
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Figure 4.4: Proposed integrated DOBC and fault detection

of thresholds. Nominally the projected residual obtained from each GTDF is zero in the

absence of the target disturbance and non-zero otherwise. However, when driven by sensor

noise and nonlinearities, the projected residual fails to go to zero even in the absence of the

target disturbance. Since the combined effects of sensor noise and nonlinearities is different

on each element of the projected residual vector, a threshold is set on the matrix norm of

the projected residual for each GTDF. Figure 4.4 shows the proposed integrated DOBC and

fault detection. The projected residual enters the Decision block:

βi(t) =

 1 if ||ri(t)||Ri − εi ≥ 0;

0 if ||ri(t)||Ri − εi < 0.

where Ri is the weighting matrix, and εi is the threshold on the projected residual matrix

norm. Furthermore, to alleviate excessive transient excursions in the switching between LTI

controllers, the binary value coming out of the Decision block is smoothened by a moving

average filter T (z):

T (z) =
1

k

1− z−k

1− z−1
(4.21)

where window size k makes the binary gain βi linearly increase to one once the target

disturbance is detected, such that the disturbance estimate d̂i is gain scheduled between 0

and 1 to enter the control as si.

It should be noted that the closed-loop system is LTI stable for any fixed αi value, thanks

to the specific control system architecture. This feature is in contrast to the ’bumpless

transfer’ of two controllers in other control system architectures, where the frozen gain
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stability may not be enforced. Furthermore, this integrated DOBC and fault detection can

easily include more fault detection filters, which are not directly aimed for the disturbance

estimation and compensation. These additional fault detectors can be used to monitor

the system health and provide additional decision logic for switching, with the transitional

interpolations, among the finite set of stabilizing LTI controllers. For example, internal state

variables may be estimated and monitored for the system’s faults and decision logic can be

made accordingly to ensure safe operations.

4.4 Implementation on AMBS

In this section, the proposed integrated DOBC and fault detection is applied to an open-loop

unstable MIMO AMBS. Furthermore, the experimental set-up and GTDF design process are

discussed followed by the illustration of the experimental results.

4.4.1 MIMO DOBC Design and Performance
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Figure 4.5: Singular value analysis for detection spaces

To justify the GTDF based integrated DOBC method, first a single FOSO based DOBC is

investigated by designing Q0(z) using (4.9) with M(z) = m(z)Iq and W (z) = w(z)Iq, where
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m(z) and w(z) are chosen to be low-pass and high-pass filters respectively. The resulting

numerical solution for the approximated optimal Q0(z) is shown to be a 140th order four

by four filter in its minimal realization, which is not practical for implementation given

hardware constraints. In contrast, for the GTDF based DOBC, the optimal Qi(z) obtained

from (4.13) using same m(z) and w(z) for each detection filter has 40th order adding to the

four 20th full-order observers.

For the numerical computation of the residual projector Hi and the observer gain Li, the

design for Hi involves obtaining the basis matrix W ∗
i for the detection subspace in which the

nuisance disturbance resides. Since it is desired for the detection subspace to be observable

for blocking the nuisance disturbance,
[
W ∗
i Nc

]
should be full-column rank and have non-

zero singular values, where Nc denotes the basis matrix for the null space of C. Figure 4.5

shows that near zero singular values in the direct computation are increased by the iterative

algorithm in the Appendix.
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Figure 4.6: Singular values of one GDTF using different W ∗i

The computation of the W ∗
i has significant impact on the performance of the subsequent

GTDF. Figure 4.6 shows the singular values plot of the transfer function from d to ri for one

GTDF (others behave similarly) using (4.11) and (4.12). It is illustrated that given the same

tuning parameters (Q = 10−5, γ = 10−5, V = 0.7I, and N = I) for designing Li, applying
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Figure 4.7: Singular values of one GTDF using different γ
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Figure 4.8: Sensitivity plots of each GTDF estimator to w
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Figure 4.9: Magnitude bode plots of disturbance estimation error

the iterative algorithm in finding the detection space increases both the magnitude ratio and

the bandwidth of the decoupling effect between the target and nuisance disturbance.

To illustrate the effect of the attenuation bound γ in the GTDF design in (4.18), Figure

4.7 shows that increasing the attenuation bound γ decreases the bandwidth for the target

disturbance estimation with other parameters remaining the same. The subsequent inversion

filter design is based on γ = 10−5, where every GTDF estimator has a bandwidth of 100 Hz

while maintaining above 50 dB decoupling between the target and nuisance disturbance.

To illustrate the effectiveness of the GTDF estimator in accounting for sensitivity to the

combined effects of sensor noise and model uncertainties w, Figure 4.8 shows that every

GTDF estimator maintains more than 40 dB in blocking them.

Lastly, Figure 4.9 summarizes the closed-loop performance of the activated GTDF based

DOBC. It is shown that the estimation error respect to the nuisance disturbance is less than
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-50 dB in the estimation bandwidth, and sufficiently small in the rest of the frequency range.

Furthermore, the estimation error respect to the target disturbance is less than 0 dB in the

estimation bandwidth. Using (4.17), it can be seen that the baseline controller’s performance

is improved multiplicatively in the estimation bandwidth by the GTDF DOBC.

4.5 Experimental Results

In all experiments, the rotor is lifted off the housing at the beginning of levitation by the

baseline LQGi controller, and then known sinusoidal disturbances are injected into the input

channels. The integral action in the LQGi compensates for constant disturbances due to

gravity, so the DOBC here does not target them despite their presence in the estimators.

Two sets of experiments are presented to verify the effectiveness of the activated GTDF based

DOBC in improving the baseline controller’s performance multiplicatively. Furthermore, two

representative experiments were performed in each set to compare the performance of the

baseline LQGi controller alone and the LQGi controller combined with the integrated DOBC

and fault detection. In the absence of disturbances, the first 7.24s were identical for both

experiments in each set.

In the first set of experiments shown in Figure 4.10, known 20 Hz sinusoidal disturbances

entered Channel 1 and 2 at the same time. In the experiment with integrated DOBC

and fault detection skim, once disturbances entered input channels, they were detected

by the corresponding fault detection filters, and the integrated DOBC and fault detection

skim gained schedule their estimates for disturbance compensation. Furthermore, since

Channel 4 was not perturbed by the external disturbance, its corresponding DOBC was not

activated. For Channel 3, the fault detection filter detected the external disturbance during

the transient, although no external disturbance entered the input channel, which was due to

the possible error in the linear approximation of the nonlinear plant. Furthermore, although

only two input channels were perturbed by the known sinusoidal disturbances, all output

channels show the effect of disturbances, which was due to the high coupling effect in the

AMBS.
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Figure 4.10: Experimental performance comparisons showing improved disturbance rejection

achieved by integrated DOBC and fault detection skim. The rotor was lifted off the housing at

t = 1.08s, and 20 Hz sinusoidal disturbances entered Channel 1 and 2 at t = 7.24s. The rotor’s

position from each sensor y is in micro-meter, and the input disturbance d and the gain scheduled

disturbance estimation s are in volt.
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Figure 4.11: Experimental performance comparisons showing improved disturbance rejection

achieved by integrated DOBC and fault detection skim. The rotor was lifted off the housing at

t = 1.78s. Then, 80 Hz sinusoidal disturbances entered Channel 1 and 2, and 40 Hz sinusoidal dis-

turbances entered Channel 3 and 4 respectively at t = 7.24s. The rotor’s position from each sensor

y is in micro-meter, and the input disturbance d and the gain scheduled disturbance estimation s

are in volt.
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In the second set of experiments shown in Figure 4.11, 80 Hz sinusoidal disturbances

entered Channel 1 and 2, and 40 Hz sinusoidal disturbances entered Channel 3 and 4 respec-

tively at the same time. In the experiment with integrated DOBC and fault detection skim,

all disturbances were detected by the corresponding fault detection filters once they entered

the input channels, and the integrated DOBC and fault detection was activated in each

channel automatically for gain scheduling the disturbance estimate for the compensation.

4.6 Summary

In summary, the DOBC based on the Youla parameterization of stabilizing controller with

a FOSO feedback control is more general than the common input–output approach since

it alludes to the MIMO DOBC. Furthermore, the extension of the Youla parameterization,

which further includes multiple observers, has facilitated the observer design for the separate

purposes of fault detection, state estimation, and disturbance estimation. This integrated

control system, as an extension of the Youla parameterization, has been proven stable since

the observer residuals are used for the disturbance observer feedback compensation. For

the disturbance observer design, the exploitation of the game-theoretic approach, originally

used in fault detection to create decoupled disturbance observer has been shown useful for

rendering lower-order compensators than the full order observer approach. The application

to the AMBS demonstrates the several features of the proposed method and its practical

usefulness and effectiveness in monitoring and control of the MIMO unstable open-loop

system.
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CHAPTER 5

Adaptive Feedforward Control (AFC)

In the previous chapter, the DOBC based on Youla parameterization of stabilizing controller

with a FOSO feedback control was presented to attenuate broadband and stochastic dis-

turbances. Furthermore, the integrated control system was proven to be stable since the

observer residuals are used for the disturbance compensation. In this chapter, the problem

of eliminating narrow-band disturbances is investigated.

Several methods are available for the rejection of sinusoidal disturbances, and their ex-

tension can apply to the case with multiple sinusoidal components. For fixed disturbance

frequencies, the internal model principle (IMP) is the most common approach. The IMP

design includes a model of the disturbance in the feedback path, and the feedback controller

is designed to stabilize the plant together with the internal model [FW76]. However, since

the disturbance rejection requirement is incorporated into the feedback controller design,

the implementation needs a complex gain scheduling of controller parameters as a function

of disturbance frequencies. Furthermore, closed-loop stability will be difficult to maintain

given a time-varying disturbance, as the internal model is updated.

Sinusoidal internal models in the form of peak filter were developed to simultaneously

satisfy both stability and performance, and they were implemented for various applications

including, AMB rotor systems [KHF95, LP08]. In [HBG96], a generalized multi-variable

notch filter was cascaded with a stabilized plant for automation balancing while maintain-

ing the closed-loop stability. However, the parameters of generalized notch filters strongly

depend on the inverse sensitivity matrix evaluated at rotor speed which requires extensive

memory for varying rotational speed. In [SBL94] a digitized realization of the notch fil-
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ter based on an iterative algorithm was used to obtain the Fourier coefficient of vibration.

In [CLW16] multiple phase-shift notch filters were implemented where phases were gain-

scheduled according to the rotation speed.

Repetitive control is another IMP type controller widely used for Harmonic rejection

[RCS16]. Integer delays are used to generate the internal model at disturbance frequencies

as well as all its harmonics to the Nyquist frequency in the prototype repetitive controller

[TTC89]. However, the closed-loop sensitivity reduction in so many narrow bands causes am-

plification in the spectrum at other frequencies according to the waterbed effect. In [TT94],

the higher harmonic effects are reduced to increase the robustness by integrating a low-pass

filter although it limits the control gain. Furthermore, repetitive control is cumbersome for

disturbances with non-harmonic makeup, and it has a limited set of allowable disturbance

periods, speeds, rejection since the delay length is required to be integer values. Even with

fractional delay solutions in [YH01, THD07], the performance of the IMP was sacrificed.

Adaptive feedforward control (AFC) is another approach for rejection of sinusoidal dis-

turbances based on a different concept [BSK94, BKU99]. With this approach, a feedforward

control that cancels the disturbance effect is constructed by the periodic regressor signal.

The regressor signal is modeled as a linear combination of finite or infinite basis functions

with unknown coefficients, and an adaptive algorithm estimates these unknown coefficients.

Unlike the IMP, AFC does not alter the loop gain, and its design is independent of rejecting

disturbances with other frequencies, low-frequency attenuation. However, stability of origi-

nal AFC is ensured for single-input-single-output (SISO) strictly positive real (SPR) systems

[SB89]. For non-SPR systems, averaging theory proves that the adaptation gains must be

sufficiently small to ensure stability [RK85, Bod88b]. Therefore, AFC reduces the table

look-up burden for variable disturbance frequencies based on external models than internal

models so that the stabilizing feedback control does not require redesign for different speeds

in rotor applications.

AFC algorithms are proven to be equivalent to a LTI system with an oscillator inter-

nal model [MB95, GB10], so the AFC convergence and the feedback system stability are
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equivalent. The AFC convergence rate for specific frequencies can be analyzed by the LTI

frequency response of transfer functions at those frequencies as shown in [BSK94]. Modi-

fied adaptive algorithms with an extra phase advance are proposed in [MB95] to increase the

algorithm’s convergence. Despite AFC developments for SISO AFC, its stability is not inves-

tigated extensively in the literature for MIMO systems. Consequently, to ensure closed-loop

stability, adaptation gains are usually selected significantly small to overcome the effects of

multi-variable coupling and the frequency-dependent gain and phase variations. However,

this often results in a slow rate of convergence and possible instability.

This chapter provides some insights based on complex variable analysis of the gradient-

based AFC (GAFC), in contrast to the coordinate transformation method in most other

derivations. It will show by frequency domain analysis that the gradient is the Hermitian.

For delay, the gradient advances the delay in the time domain and thus can be easily absorbed

in the sinusoidal regressor signals. Then by establishing and using the LTI equivalence to

the AFC, this chapter will analyze and show that the GAFC for pure delay systems has

salient features of uniform convergence rate for different and multiple frequencies for a fixed

AFC gain. Then a new AFC method will be proposed by compensating the MIMO plant to

follow a reference model that is essentially a decoupled delay system.

5.1 Preliminaries on Feedforward Disturbance Rejection

Gcl(z)−K(z)

d
r e

d

Figure 5.1: Feedforward input disturbance rejection scheme.

In this subsection we review some fundamental ideas on feedforward disturbance rejection

(FDR) scheme that will be used later in this paper. First, consider the block diagram in

Figure 5.1. There, Gcl(z) =
[
Gd(z) G(z)

]
is a stable LTI system, and, the disturbance d is

considered to be formed by a combination of sinusoidal signals with various frequencies. If

the original plant system is unstable, it is assumed that it can be stabilized by LTI feedback
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control.

To begin with, we describe a control scheme for FDR in which d is available for mea-

surement. With the assumption that ωk are a priori known. the natural control goal is to

synthesize the stable feedforward filter K, such that frequency response of the LTI system

Gd −GK is zero at ωk. Using the block diagram in Figure:

e(t) =
(
Gd(z)−G(z)K(z)

)
d(t) (5.1)

It is obvious to see that for the ideal case, G is SISO minimum phase with relative degree 0,

the best choice is to pick K = Ĝ−1Ĝd, where Ĝ and Ĝd are estimates for the system plant

G and Gd. However, for the system with unstable zeros, two design choices are possible to

obtain K by directly minimizing some system norm of Ĝd−ĜK, or indirectly finding Ĝ−1 by

solving a model-matching problem as in [Tsa94]. As illustrated, finding K requires having

the exact knowledge about the transfer function from disturbance to the output, which may

not be known exactly for many applications.

Gcl(z)−K(z)

d

Ĝr(z)

Ĝ−1
d (z)

r e
d̂

Figure 5.2: Estimation of d and FDR scheme.

The block diagram in Figure 5.1 assumes that the signal disturbance d is available for

the measurement. However, in practice d has to be estimated online according the diagram

in Figure 5.2, where d̂ is an estimate of d. Clearly, when the estimation scheme shown in

Figure is employed, the FDR filter K becomes part of a LTI feedback controller ν. Then,

the closed-loop system will be stable for stable plants Gcl and K if the model Ĝcl is an exact
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representation of the true plant Gcl. Otherwise, computing the LTI feedback controller ν as:

ν =
−KĜ−1

d

1−KĜ−1
d Ĝ

(5.2)

the small gain theorem implies a sufficient stability condition for asymptotically stability as

‖1−Gν‖∞ < 1 (5.3)

5.2 Adaptive Feedforward Compensation

Gcl

AFC1

AFCm

r1

rm

r
d e

ejω1t

ejωmt

Figure 5.3: Block diagram of the adaptive feedforward controller with sinusoidal regressors

The adaptive feedforward control (AFC) problem in this chapter is based on the MIMO

plant Gcl =
[
Gd G

]
, where r is the AFC command, e is the measured output vector, and

d is the disturbance. Both Gd and G are assumed to be stable and square, n× n, where n

denotes the size of e. The purpose of the AFC presented in this paper is to minimize the

output vector e in the presence of disturbance d. The disturbance d is considered to be a

complex exponential signal in the form:

d(t) =
m∑
k=1

ck(t)ejωkt (5.4)

where t is continuous-time variable or discrete sample number t = (0, 1, 2, ...), ωk = ω̄kTs, ωk

or ω̄k are disturbance frequencies, Ts is the sampling time, and ck are n × 1 complex gain
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vectors. To cancel the disturbance signal, the AFC command is also defined to be a complex

exponential signal in the form:

r(t) =
m∑
k=1

rk(t) =
m∑
k=1

Γkqk(t)ejωkt (5.5)

where Γk ∈ Cn×n are the regressor gains, and qk ∈ Cn×1 are unknown arrays, which the

adaptive algorithm attempts to identify. The block diagram in Figure 5.3 shows the AFC

inside the dashed box, where a bank of adaptive controllers AFCk runs in parallel to target

distinct disturbance frequencies. The AFC algorithm updates the unknown arrays by the

feedback of the filtered signal e like an integral action:

δqk(t) = −(µΦke
−jωkt)e(t) (5.6)

Here, δqk is the forward or backward different for the discrete-time or is the time derivative

for the continuous-time cases, µ is a positive real number, and Φk are constant complex

adaptation matrix gains, which specifies the degree of convergence for the AFC given the

closed-loop stability of the adaptive system. The gain and phase comepnsations on ejωkt by

the complex gain Φk may be realized by LTI filters, which is the Filtered-X method [Bay00].

It should be noted that the AFC input e and output r may be compensated by filters, which

are different from the filtering involved in the Filtered-X scheme.

The quadratic performance index used in this paper is:

J(t) =
1

2
e(t)He(t) (5.7)

The AFC intends to guarantee that the infinitesimal change in the performance index δJ

will remain non-positive. In order to find appropriate updates for the unknown coefficients

in the regressor signal, first we need to find how infinitesimal changes in the coefficients

change the performance index. To find δq, first we need to find the complex gradient of the

performance index J with respect to qk.

Definition 1. For a column vector q =
[
q1 q2 · · · qn

]T
where ql ∈ C, l ∈ {1, 2, ..., n},

the complex gradient operator is defined as

∇q =
[
∂/∂q1 ∂/∂q2 · · · ∂/∂qn

]T
(5.8)
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Corollary 1.Given the complex gradient operator in (5.8), and using ∂qj/∂ql = ∂qj/∂q∗l =

0 for j 6= l and ∂ql/∂ql = 1, ∂ql/∂q∗l = 0,

∇q∗V
∗q∗ = V H

∇q∗V q = 0

∇q∗q
HV H = V H

∇q∗q
TV T = 0

(5.9)

where V is a complex matrix with the appropriate dimension.

Assumption 1. The output e has the following form in the steady states:

e(t) =
m∑
k=1

GkΓkejωktqk(t) +
m∑
k=1

Dkejωktck(t) (5.10)

where Gk = G(ejωk),Dk = Gd(e
jωk) or Gk = G(jωk),Dk = Gd(jωk) for discrete-time

continuous-time cases respectively.

Theorem 1. [Bra83] The complex gradient of the performance index J with respect to

the complex coefficient qk in the steady-states has the form:

∇qk(t)J(t) =
1

2
ΓTk GTk ejωkte∗(t) (5.11)

Proof : Using results in [Bra83], ∇qk
J can be simplified as following:

∇qk(t)J(t) =
1

2
(∇qk(t)e(t))e∗(t) (5.12)

then, (5.10) can be used to find ∇qk
e:

∇qk(t)e(t) = ΓTk GTk ejωkt (5.13)

The result follows by substituting (5.13) in (5.12).

Furthermore, applying the results in [Bra83], the first order Taylor expansion of J can be

obtained using the complex gradient of the performance index with respect to the unknown

coefficients.

δJ(t) =
m∑
k=1

(∇qk(t)J(t))T δqk(t) +
m∑
k=1

(∇qk
∗(t)J(t))T δqk

∗(t)

= 2Re[
m∑
k=1

(∇qk(t)J(t))T δqk(t)]

= 2Re[
m∑
k=1

(∇qk(t)∗J(t))Hδqk(t)]

(5.14)
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Remark 1. It is important to remark that we have used ∇qk
∗J = (∇qk

J)∗.

Theorem 2. The steady state quadratic performance index J, given the adaptive update

in (5.6), is a non-increasing function of time if and only if :

m∑
k=1

GkΓkΦk +
m∑
k=1

(GkΓkΦk)
H > 0 (5.15)

Proof : Substituting (5.6) in (5.14), the infinitesimal change in J is negative in the steady

states if and only if

Re(eH(
m∑
k=1

GkΓkΦk)e) > 0 (5.16)

This can be also expanded to:

eH(
m∑
k=1

GkΓkΦk)e + eH(
m∑
k=1

GkΓkΦk)
He > 0 (5.17)

which is equivalent to (5.15).

Remark 2. It is important to note that the necessary and sufficient condition the previous

theorem is for the steady state response, and it does not ensure the stability of adaptive

system.

5.3 Stability Analysis of MIMO AFC

AFC convergence and stability analyses have been conventionally performed by averaging

method [RK85] or the LTI equivalence and analysis via transformation of real sinusoidal

signals [BSK94]. In the next lemma, we will use the complex exponential representations to

re-derive the well established results on the AFC’s LTI equivalence in a much simpler and

straightforward way.

Lemma 1. Let the complex signal r be defined as in (5.5), then the mapping from e to

r is exactly the LTI operator K,

Kforward = −µ
m∑
k=1

ΓkΦke
jωk

z − ejωk
(5.18)
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Kbackward = −µ
m∑
k=1

ΓkΦkz

z − ejωk
(5.19)

Kforward = −µ
m∑
k=1

ΓkΦk

s− jωk
(5.20)

Proof : The case of forward difference is shown here. The continuous-time and backward

difference cases are omitted since the derivations are similar. With the use of adaptive

update for unknown arrays in (5.5), the complex regressor signal for one step forward can

be simplified to:

r(t+ 1) =
m∑
k=1

rk(t+ 1)

=
m∑
k=1

Γkδqk(t)ejωk(t+1) +
m∑
k=1

Γkqk(t)ejωk(t+1)

(5.21)

Then, using 5.5,

rk(t+ 1) = Γkδqk(t)ejωk(t+1) + rk(t)ejωk (5.22)

Substituting (5.6) in (5.22), and taking the z transform,

zRk(z) = −ΓkΦke
jωkE(z) + Rk(z)ejωk (5.23)

gives the desired expression (5.18). For the Filtered-X scheme, Φk is the frequency response of

the filter, assuming the regressor filtering has reached steady state response before activating

the adaptive system.

Lemma 1. predicts precisely the stability/ instability boundary of the adaptive system.

By the Internal Model Principle [FW76], the asymptotic stability and convergence of the

AFC as an LTI controller is equivalent to asymptotic regulation of the output signal e. The

necessary and sufficient stability condition for the MIMO feedback system with AFC as an

LTI controller is each of the transfer functions from d to r, (I − KG)−1KGd, and from d

to e, (I − GK)−1Gd to be stable. In particular, if no unstable pole-zero cancellation exists

between G, and K, the stability of MIMO AFC will be determined by finding roots of the

following characteristic equation:

det(I −KG) = det(I −GK) = 0 (5.24)
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Since G is stable, the above equality holds if G does not have zeros at ejωk . The conven-

tional AFC results for SISO systems based on small adaptation gains are readily obvious.

The stability analyses include root locus analysis of the loop gain L = GK at z = ejωk

[Bay00, RRT20] or the averaging analysis [Bod88a], which yields identical results. In the

next theorem, the AFC’s stability is revisited again in the complex domain.

Theorem 3 (MIMO AFC). Consider the adaptive system (5.6) with regressor (5.5) for

a square MIMO stable LTI plant G, where Gk is non-singular or det(Gk) 6= 0. Then, there

exists γ > µ such that the MIMO multi-frequency AFC is asymptotically stable if and only

if:

Re(λk,l) > 0, (l = 1, 2, . . . , n) (5.25)

where λk,l ∈ λ(GkΓkΦk), and λ yields all eigenvalues of the complex matrix.

Proof : The case of forward difference is shown here. The continuous-time and backward

difference cases are not presented since the derivations are similar. With the assumption that

Gk is non-singular, stability of (In − GK)−1 gives the sufficient and necessary condition for

the MIMO adaptive system’s asymptotic stability, which is determined by obtaining the

roots of the characteristic equation

det(In −GK) = det(In − µG
m∑
k=1

ΓkΦke
jωk

z − ejωk
) = 0 (5.26)

Since the closed-loop poles are continuous function of µ, they are near the poles of GK for

µ ≈ 0. These closed-loop poles have two groups. The first group of poles emerges from

the stable poles of G and has a upper bound γG > 0, such that the poles are stable for

0 < µ < γG. The other group emerge from the poles of K, which are on the stability

boundary. The closed-loop poles of this latter group are determined as follows:

For µ ≈ 0, and the specific pole of the second group near z̄k = ejωk , the closed-loop pole

may be determined from the roots of the following:

det((z̄k − ejωk)In − µejωkλ(GkΓkΦk)) = 0 (5.27)

which can be further simplified to:

z̄k = ejωk(1− µλk,l) (5.28)
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By continuity of pole locations with respect to the global gain, there exists 0 < γ < γG such

that, for 0 < µ < γ the adaptive system is stable if and only if (5.25) holds.

Corollary 2 (SISO AFC). Consider the adaptive system (5.6) with regressor (5.5) for

a SISO stable LTI plant G, where Gk 6= 0. Then, the necessary condition for the closed-loop

stability is

Re(GkΓkΦk) > 0 (5.29)

Remark 3. The asymptotic stability of AFC system ensures that the performance index

is monotonically decreasing in steady states for SISO plants; however, this is not true for

MIMO ones.

Theorem 3 for the MIMO AFC is an original result. The corollary for the SISO case

is consistent with the well known SISO AFC stability conditions derived by the averaging

method [Bod88a] or from the root-loci analyses of the real signal based LTI equivalence

[Bay00, RRT20]. While these stability conditions for SISO AFCs are quite straightforward,

they are not quite so for the MIMO case. The selection of the matrix Φk to satisfy (5.25) is not

obvious. Furthermore, it is desirable to optimize the convergence rate besides establishing

the stability and asymptotic convergence. Toward more transparent stability conditions and

convergence rate for MIMO systems, next section proposes a gradient based AFC (GAFC)

for the steepest decent of quadratic objective functions, and inversion based AFC (IAFC) as

a special case of GAFC with unique features in the convergence rate of multiple frequencies.

To the best of our knowledge, there exists SISO GAFC [Bay00] in the Filtered-X form. All

derivations and analyses of the MIMO GAFC and SISO/MIMO IAFC facilitated by the

complex exponential signal representations are original.

5.4 Gradient-Based AFC

The exact LTI form in the previous section enables the design and analysis of the AFC using

standard LTI theory in contrast with the most other adaptive control designs involving

nonlinear and/ or time varying behavior.
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Theorem 3 suggests that the complex gains Γk and Φk must be designed to compensate

for the phase within ±π/2 for the frequency ωk given a SISO plant. However, the designs

of Γk and Φk involve considerable complexities for MIMO AFC systems since regressor and

adaptation gains are complex matrices. To overcome the difficulties in tuning regressor and

adaptation gains, we propose the gradient-based AFC (GAFC) which ensures the perfor-

mance index to be monotonically decreasing in steady states given the closed-loop stability.

From (5.15), it seems obvious that the performance index will be a monotonically de-

creasing function if:

ΓkΦk = GHk (5.30)

Furthermore, since GkGHk is a positive definite matrix, the MIMO GAFC is asymptotically

stable given sufficiently small µ. However, since only the plant model Ĝ is available for

the computation, eigenvalues of GkĜHk should be positive-real for asymptotic stability of

MIMO GAFC, where Ĝk = Ĝ(ejωk) or Ĝk = Ĝ(jωk) in discrete-time or continuous-time

respectively. In contrast, Corollary 2 shows that the stability of SISO GAFC is ensured

given the sufficiently small adaptation gain µ and,

|θk| < 90 (5.31)

where θk is the phase uncertainty at ωk.

To realize the MIMO GAFC, two obvious solutions can be proposed to make δJ(t) < 0,

including Γk = ĜHk and Φk = In, or Γk = In and Φk = ĜHk .

Both proposed solutions for MIMO GAFC can be realized by multiplying the complex

matrix with the complex exponential signal. However, the second solution can be also

realized by applying the filter GT element-wise on the complex exponential signal to render

the steady state response. Of course, GT = G for the SISO GAFC is a well-established result

[MB95, GB10]. This will be explained in more details in Section 6.2.

Remark 4. Instead of minimizing the norm of measured output e, some applications may

require minimizing the norm of e filtered by a frequency weighing filer FL. The adaptive
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update will have the following form:

δqk(t) = −(µĜHk FL(ejωk)He−jωkt)ef (t) (5.32)

where ef is the output of weighting filter.

The GAFC design is shown to be efficient in comparison with the original AFC since only

a positive scalar number needs to be tuned for both SISO and MIMO cases. Furthermore,

its stability for MIMO GAFC systems can be confirmed by incorporating the accurate plant

model in the adaptive update. However, like the original AFC, fast convergence of the

algorithm requires considerable tuning exercises specially for multiple-frequency cancellations

and MIMO systems since the optimal gains cannot be obtained analytically. The slow and

non-uniform convergence can also hugely decrease the performance of GAFC for time-varying

frequency cases, which makes the knowledge of the optimal gains vital. Next corollary

gives a condition in which the GAFC design synthesis has uniform convergence for different

frequencies.

Corollary 3. Consider the GAFC for a square MIMO stable LTI plant G, where Gk is

non-singular. Assume G = Ĝ. Then, there exists γ > µ such that the MIMO multi-frequency

GAFC converges uniformly if and only if:

σk,l = constant, (l = 1, 2, . . . , n) (5.33)

where σk,l ∈ σ(Gk), and σ yields all singular values of the complex matrix.

Proof : Using results in Theorem 3, for µ ≈ 0, the closed-loop pole emerging from

poles of K near z̄k = ejωk can be obtained by:

z̄k = ejωk(1− µλ(GkGHk )) (5.34)

This can be further simplified to:

z̄k = ejωk(1− µσ2
k,l) (5.35)

, and subsequently |z̄k| = |1 − µσ2
k,l|. By continuity of pole locations with respect to the

global gain, there exists 0 < µ < γ such that the closed-loop poles near z̄k = ejωk for
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(k = 1, 2, . . . ,m) move to the origin with the rate, i.e, d|z̄k|
dµ

= −σ2
k,l. Consequently, the

adaptive system will converge uniformly if and only if (5.33) holds.

Corollary 3 shows if there is no mismatch between plant and its model, and it has

constant and identical singular values at each targeted frequency, a single sufficiently small

adaptation gain will result into the uniform convergence rate for all unknown coefficients in

the GAFC independent of number of frequencies and their values.

5.5 Proposed Inversion-Based AFC

FL(z)

e1
f

.

.

.

.

.

.

en
f

r1

.

.

.

.

.

.

rn

FR(z)

IAFC1

IAFCn

e rf
ef

Figure 5.4: Block diagram of the proposed IAFC

To utilize the uniform convergence property discussed in Corollary 3, a feedforward

filter FR, which filters the AFC control command r and generates the control input rf taken

by the closed-loop system G, is proposed in discrete-time domain. The proposed filter is

designed by solving the plant inversion problem. Exact inversion is often impossible for

non-minimum phase or strictly proper systems; hence, H2 or H∞ model matching can be

applied to find FR(z):

FR(z) = arg min
FR(z)∈RH∞

‖M(z)In −G(z)FR(z)‖(∞,2) (5.36)

where the reference model M is any proper or strictly-proper SISO stable filter with unity

gain, i.e, |M(z)|z=ejω = 1. The most obvious choice for the reference model is M = 1.

However, in applications like unbalance compensation, the all-band inverse filter obtained
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from the optimization problem in (5.36) may create high-gain feedforward inputs at the high

frequency range because of the low-pass nature of the controlled plant G. This may lead to

the current saturation at high rotational speeds. To address this issue, the plant inversion

problem is revised as

FR(z) = arg min
FR(z)∈RH∞

‖M(z)z−dIn − Ĝ(z)FR(z)‖(∞,2) (5.37)

where M is a improper zero-phase low-pass filter; M(z)z=ejω equals to one at low frequencies,

which is higher than the maximum frequency for cancellation, and approximates 0 at the

frequencies beyond its bandwidth. Furthermore, since the improper filter M in (5.36) results

in a improper filter FR, the delay operator is cascaded with M . The delay length d is selected

such that Mz−d be proper or strictly proper, so the resulting filter FR will be implementable.

Remark 5. The zero-phase low-pass filter M may be created by M(z) = N(z)N(z−1),

where N(z) is an FIR low-pass filter. The bandwidth of N is selected based on the distur-

bance bandwidth.

Definition 2. For the plant inversion problem in (5.37), the error transfer function is

defined as:

E(z) = M(z)z−dIn −G(z)FR(z) (5.38)

With the feedforward filter FR, the adaptive algorithm sees the closed-loop plant G cascaded

with FR from right which can be treated as the virtual plant in the adaptive algorithm.

Furthermore, increasing the delay length in (5.37) decreases ‖E‖∞ allowing the virtual plant

observed by the adaptive algorithm to be approximated as Mz−dIn [Tsa94], which can be

utilized in the gradient-based framework. In this case, both regressor and adaptation gains

should be selected such that:

ΓkΦk = ejωkdIn (5.39)

Here, we use the fact that M(ejωk) = 1. The next corollary states the necessary and sufficient

condition such that the proposed MIMO IAFC is asymptotically stable.

Corollary 4 (MIMO IAFC). Consider the IAFC for a square MIMO stable LTI plant

G, where Gk is non-singular or det(Gk) 6= 0. Then, there exists γ > µ such that the MIMO
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multi-frequency IAFC is asymptotically stable if and only if:

|λ̄k,l| cos(ωkd+ ∠λ̄k,l) < 1, l(= 1, 2, . . . , n) (5.40)

where λ̄k,l ∈ λ(Ek).

Proof : Extending the results in Theorem 3, asymptotic stability of MIMO IAFC is

ensured with sufficiently small choice of µ if and only if:

Re(λ(In − Ekejωkd)) > 0 (5.41)

where Ek = E(ejωkd). This can be further simplified to:

Re(1− ejωkdλ̄k,l) > 0 (5.42)

which yields the result in (5.40).

Remark 6. Since λ(Ek) ≤ σmax(Ek), ||E||∞ < 1 ensures the closed-loop stability of

MIMO IAFC in rejecting multiple time-varying frequencies.

The MIMO IAFC can be realized by Γk = ejωkd1In and Φk = ejωkd2In, where d = d1 + d2.

It is obvious to notice that the proposed IAFC simplifies the implementation in comparison

with the GAFC for MIMO plants by decoupling the adaptive algorithm into a bank of SISO

independent algorithms. This is also shown in Figure 5.4 where IAFCl l(= 1, 2, . . . , n)

representing the following SISO LTI equations:

δql
k(t) = −(µe−jωk(t−d2))el(t)

rl(t) =
m∑
k=1

ql
k(t)ejωk(t+d1)

(5.43)

5.6 Convergence Analysis of MIMO IAFC

The asymptotic stability conditions derived for MIMO AFCs are based on sufficiently small

choice for µ. Besides establishing the stability, it is desirable to optimize the convergence rate.

In general, the convergence rate of adaptive algorithms is improved by choosing larger gains.
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Figure 5.5: Dominant closed-loop pole magnitude for single complex frequency cancellation

However, LTI analysis shows that increasing the gains may push closed-loop poles into the

unstable region, right half plane or outside of unite circle for continuous-time or discrete-time.

Although GAFC provides a more transparent stability condition, the selection of optimal

gains, which result in the quickest convergence of the adaptive system, may not be possible

specially for multiple frequency cases. For the IAFC in contrast, a more uniform method

may be used to approximate the allowable range and optimal value by simply assuming the

ideal inversion from model-matching problem as illustrated for single frequency cancellation

in Figure 5.5. Although this method can be generalized for different plants, the effect of

number of frequency components and their corresponding values, and the delay length may

not be obvious by simply obtaining dominant poles for various gain. The next theorem will

provide an analytical framework for the MIMO single-frequency IAFC to obtain not only

the maximum allowable gain µ̄ in which the stability is ensured, but also the optimal gain

µo in which the adaptive system has the highest convergence rate.

Remark 7. For discrete-time LTI systems, the dominant pole is the furthest pole from

the center of unit circle in the complex plane.

Theorem 4. Consider the IAFC for a square MIMO stable LTI plant G , where Gk is

non-singular. Assume E = 0, or equivalently M(z)z−dIn = G(z)FR(z). Then, the following

statements are true if M(z) = 1.
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(a) The necessary and sufficient condition of the asymptotic stability for the MIMO single-

frequency IAFC is:

0 < µ < µ̄ = 2sin
( π

4d+ 2

)
(5.44)

(b)

µo =
dd

(d+ 1)d+1
(5.45)

po =
d

d+ 1
(5.46)

where po refers to the dominant pole magnitude specifying the highest convergence rate.

Proof : (a) Using (5.24), the stability of MIMO IAFC can be investigated by obtaining

the roots of det(I −GFRK) = 0 where K has the following LTI form for the IAFC:

K = −µe
jω1(d+1)

z − ejω1
In (5.47)

Then, the characteristic equation can be further simplified to:

det(I −GFRK) = (1 + µ
ejω1(d+1)z−d

z − ejω1
)n = 0 (5.48)

which can be further simplified to:

1 + µ
ejω1(d+1)z−d

z − ejω1
= 0 (5.49)

Defining ẑ = ze−jω1 , then,

1 + µ
ẑ−d

ẑ − 1
= 0 (5.50)

The phase cross over frequency ω̄c in the new complex domain is found to be:

ω̄cd+
ω̄c + π

2
= π (5.51)

the bound for µ is then obtained:

0 < µ <
1
1

|ejω̄c−1|
(5.52)

Simplifying above gives the results in (5.44).
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(b) The problem of finding the optimal gain can be classified as a min-max problem,

where it is desired to minimize the magnitude of dominant closed-loop pole by adjusting

µ. Performing the simple root-locus analysis for the characteristic equation in (5.50), it is

obvious to see that the dominant pole with smallest magnitude po will be on the real axis.

Therefore, given µo, (5.50) can be simplified to the following:

ẑ − 1 + µoẑ
−d = (ẑ − po)2g (5.53)

where g is a function of ẑ. Since derivative of (5.53) with respect to ẑ is also equal to zero

at po, both po and µo are obtained by solving the system of equations:

dµop
−d−1
o = 1

po + µop
−d
o = 1

(5.54)

which give the results in (5.45) and (5.46).

The gain’s range in (5.44) solves the tuning complexity that exists in original AFC and

GAFC designs. Furthermore, the optimal gain in (5.45) is proven to maximize the conver-

gence rate of the adaptive system based on the assumption that M = 1. Both maximum

allowable range and the optimal value are proven to be independent of frequency value in

canceling single-tone complex exponential disturbances. For multiple frequencies, the critical

and optimal gains can be obtained by numerically. In the next, we show a simple but useful

approximation by the single frequency results when the frequencies are small.

Remark 8. For multiple frequency cancellation, the characteristic equation in (5.50) has

the form:

1 + µ

m∑
k=1

ẑ−dk
ẑk − 1

= 0 (5.55)

where ẑk = ze−jωk . With the assumption that all frequencies are small, i.e, ẑ = ẑk:

1 + µm
ẑ−d

ẑ − 1
= 0 (5.56)

Using (5.44), the following approximation can be made.

0 < µ < µ̄ =
2sin( π

4d+2
)

m
(5.57)
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d µmax µopt |popt|

1 1.000 0.250 0.500

3 0.445 0.101 0.750

10 0.149 0.035 0.909

20 0.0.077 0.018 0.952

Table 5.1: Design approximations for a single-tone IAFC.

Using small angle approximation, the gain’s range in (5.57) can be further simplified given

large values for the delay length, i.e, d > 5, µ̄ = π
2dm+m

.

Furthermore, the optimal gain and pole magnitude can be found by solving the following

system of equation:

dµomp
−d−1
o = 1

po + µomp
−d
o = 1

(5.58)

which gives the same optimal dominant pole magnitude as the single frequency, and the

optimal gain as:

µo =
dd

m(d+ 1)d+1
(5.59)

It is clear to see that increasing the delay length for reducing the inversion error will de-

crease the maximum allowable range and the optimal value for the adaptation gain, and

consequently reducing the potential highest convergence rate. This illustrates the trade-off

between inversion error and convergence rate, which is also shown in Table 5.1.

Corollary 5. Consider the IAFC for a square SISO LTI plant G , where Gk is non-

singular. Then, the necessary condition for the closed-loop stability is

−π
2
< ∠GkFR(ejωk)ejωkd <

π

2
(5.60)

Proof : The result can be obtained from Corollary 2.
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5.7 Application to Time-Varying Frequency Disturbance Rejec-

tion

The uniform convergence property of the inversion based AFC also fits well in considering

a class of problem where disturbance frequency is varying linearly. To reject the sinusoidal

disturbance in (5.4) with ωk(t) = ηkt, the following inversion based adaptive update is

utilized,

δqk(t) = −µe−jηkt(t−d)e(t) (5.61)

where ηk is a constant one step frequency difference, and

rk(t) = qk(t)ejηkt
2

(5.62)

In this subsection we show that IAFC with the proposed adaptive is a linear-periodically-

time-varying (LPTV) system. The notable property of LPTV controllers is that they can be

represented with time-invariant dynamics by applying the Floquet-Lyapunov transformation,

while the time-varying part is described by the static input or output gains. [VS94, BC00,

BC09]. Introducing Fourier-series expansions of the periodically time-varying static input

and output gains, the optimal LTI approximation of the LPTV controller can be obtained

[TH15]. Thus, in order to find the optimal LTI form of the inversion based AFC, first we

need to define some concepts to be used later.

Definition 3. For a SISO stable periodic system H with the impulse response h(., .), and

the period T , the Hilbert-Schmidt norm is defined as [CQ97]:

‖H‖HS =

(
1

T

∞∑
t=0

T−1∑
l=0

|h(t, l)|22
)1/2

(5.63)

The next results characterize the optimal approximate LTI operator that maps the measured

output e to the complex signal rk as defined in (5.62) by minimizing the squared Hilbert-

Schmidt norm of the error between the LPTV operator Hk,LPTV and its LTI approximation

Hk,LTI .

Kk,LTI = arg min ‖Kk,LPTV −Kk,LTI‖2
(HS) (5.64)
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Theorem 5. Consider the IAFC with regressor in (5.62), and the adaptive update in

(5.61) for a stable plant G. Then we have the following.

(a) The IAFC is a parallel connection of LPTV controllers.

(b) The solution to the optimization problem in (5.64) is given by

Kk(z) = −µηk
π
ejηk( d

2
)2

L∑
l=−L

ejηkl(d+2)

z − ej2ηkl
(5.65)

Proof . (a) It is sufficient to prove that the mapping from e to rk is a LPTV operator.

Extending results in (5.21), and applying ω̄k(t+ 1) = ηkt+ ηk:

rk(t+ 1) = δqk(t)ejηk(t+1)2

+ qk(t)ejηk(t+1)2

(5.66)

then, substituting (5.61) for δqk(t) and factoring out ejηk(2t+1) gives

rk(t+ 1) = ejηk(2t+1)(−µejηktde(t) + rk(t)) (5.67)

which its dynamic and input gain have a period of π
ηk

and 2π
ηk(2+d)

respectively. Therefore,

(5.67) is LPTV with Tk = π
ηk

if d is even, or Tk = 2π
ηk

if d is odd.

Proof . (b) Applying the Floquet-Lyapunov transformation to the LPTV in (5.67):

xk(t+ 1) = xk(t)− µejηkt(d−t)e(t) (5.68)

where xk(t) = e−jηkt
2
rk(t), the resulting LPTV has time-invariant dynamics. The time

periodic static input gain in (5.68) can be expanded in terms of its frequency components

by introducing the symmetric Fourier expansion

bk(t) =
L∑

l=−L

b̂kle
j2πlt
Tk (5.69)

where bk(t) = ejηkt(d−t) and b̂k is its Fourier transform, and Tk = π
ηk

if d is even, or Tk = 2π
ηk

if d is odd.

Using the Fourier-series expansion, the mapping from e to rk can be represented as a
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LPTV system with the presence of time-varying part as a static output gain only [TH15]

skl(t+ 1) = e
− j2πl

Tk skl(t)− µb̂kle(t)

rkl(t) = ck(t)e
j2πl(t−1)

Tk skl(t)

rk(t) =
L∑

l=−L

rkl(t)

(5.70)

where ck(t) = ejηkt
2
, and xk(t) =

L∑
l=−L

e
j2πl(t−1)

Tk skl(t). The impulse response of (5.70) for

t > 0, which describes rk in terms of e, is then given by

hk,LPTV (t, Tk) =
L∑

l=−L

hkl,LPTV (t, T ) (5.71)

hkl,LPTV (t, Tk) = −µck(t)b̂kl (5.72)

Given the decoupled LTI dynamic equation in, the optimization problem in (5.64) can be

reformulated as

ckl = arg min
∞∑
t=1

|hkl,LPTV (t)− hkl,LTI(t)|22 (5.73)

where ckl is an optimal time-invariant scalar that can substitute the time-varying static

output gain in (5.70), and

hkl,LTI(t) = −µcklb̂kle
− j2πl(t−1)

Tk (5.74)

Using the periodicity of impulse responses and expanding the objective function in (5.73)

ckl = arg minµ2b̂∗klb̂kl

( Tk∑
t=1

c∗k(t)ck(t)− c∗k(t)ckle
− j2πl(t−1)

Tk

− ck(t)c∗kle
j2πl(t−1)

Tk + c∗klckl

) (5.75)

, and applying the results in Corollary 1, ckl is solved by making the complex gradient of

the objective function in (5.75) with respect to c∗kl equal to zero:

ckl =
1

Tk

Tk−1∑
t=0

ck(t+ 1)e
j2πlt
Tk (5.76)
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Then, to find cklb̂kl, the convolution theorem can be applied for c̃k and bk(t), where c̃kl(t) =

ck(t+ 1)e
j4πlt
Tk :

cklb̂kl =
1

T 2
k

Tk−1∑
t=0

c̃k(t) ~ bk(t)e
− j2πlt

Tk (5.77)

, and

c̃kl(t) ~ bk(t) =

Tk−1∑
n=0

ejηk(n+1)2

e
j4πln
Tk ejηk(t−n)(d−t+n)

= ejηk(td−t2+1)

Tk−1∑
n=0

(
e
jηk(2t−d+2+ 4πl

Tkηk
)

)n
= Tke

jηk(td−t2+1), t =
d

2
− 1− 2πl

Tkηk

(5.78)

Then, if d is even,

cklb̂kl =
ηk
π
ejηk(td−t2+1)e−j2ηklt, t =

d

2
− 1− 2l

=
ηk
π
ejηk( d

2

4
−ld−2l)

(5.79)

The result follows by substituting (5.79) into the z transform of (5.74).

5.8 Summary

By using complex exponential than the usual real sinuosidal signal representations and anal-

yses, we have made transparent AFC stability analysis and added insights to the existing

results in the literature:

• The LTI equivalence of the AFC is exact when the AFC involves frequency dependent

complex gain compensations; therefore, LTI stability analysis may be applied to the

seemingly nonlinear AFC.

• The LTI equivalence of the AFC is approximate when the AFC involves filtering on

the regressors, i.e. Filtered-X implementation.

• AFC is stable with sufficiently small gains when it adapts in the greatest decent di-

rection (GAFC), i.e. the Hermitian matrix of the plant’s frequency response. For the

Filtered-X implementation, the regressors would be filtered by the plant’s transpose.
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• Filtering of the error signal is equivalent to the left compensation of the plant dynamics

and placing frequency weighting on the error’s quadratic cost.

• Filtering of the AFC control signal is equivalent to the right compensation of the plant

dynamics. By the delay inversion within the bandwidth of the disturbance frequency

(IAFC), the gradient becomes simple phase compensation. For Filtered-X implemen-

tation, this is fixed time step shift and is finite step settling. Therefore, the IAFC,

inheriting the GAFC, is stable for sufficiently small gains. Furthermore, the conver-

gence rate is identical for all channels and frequencies for IAFC and the optimal gains

(for minimizing the closed loop pole spectral radius) have been derived with respect to

the number of the steps in the delay inversion.
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CHAPTER 6

Automation Balancing in AMB Rotor-Systems

Periodic disturbances occur in various control engineering applications. For example, syn-

chronous vibrations caused by mass unbalance are common problems in all rotating machin-

ery, including AMBS. Unbalance occurs when the rotor’s geometrical axis is not aligned with

the inertia axis. The AMBS provides both the contact-less support for the rotor without

any mechanical friction and the possibility of minimizing such vibrations by controlling the

electromagnetic forces applied to the rotor. Furthermore, the AMBS’s control objective is for

the rotor to either spin about its inertial or geometrical center axis. The former is generally

called automation balancing, the latter imbalance compensation [KCL15]. In either case,

the control must suspend the rotor and suppress a periodic dynamic disturbance synchro-

nized with the spindle rotation frequency and dominated by the sinusoidal waves of the first

harmonic frequency.

The closed-loop plant with the stabilizing LQGi controller is illustrated in Figure 6.1

where O0(z) is a full-order Luenberger state observer, and L0, K0 and Ki are state observer,

state feedback and integrator gains with appropriate dimension. To analyze the dynamic

response of an unbalance rotor, two factors should be considered, including the force distur-

bance din and measuring disturbance dout.

The radial unbalance force is due to the rotor’s mass eccentricity leading to the rotor’s

synchronous vibration. In steady state, the unbalance force can be modeled as:

din(t) = emω2sin(ωt+ θ) (6.1)

where m is the rotor mass, ω in the spin frequency, e is the distance between the rotating and

mass mass center as shown in Figure 6.2. Furthermore, since the no-contact sensor measures
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Figure 6.1: Block diagram of the proposed IAFC

the rotor’s geometric center position, the output signal of the sensor can be denoted by

ysens = y + dout, and

dout(t) = e0sin(ωt+ θ) (6.2)

where e0 is the geometric eccentricity which is the distance between the geometrical center

and the mass center. The force disturbance and the measuring disturbance have the same

frequency and simultaneously exist in the control loop.

6.1 Rotor Unbalance Control

Given the sufficient gap between the housing and the rotor, and under the closed-loop op-

eration, the automation balancing makes the rotor spins about its inertial center; however,

this requires obtaining the rotor mass center position. The rotor mass sensor position can

be obtained by eliminating the measuring disturbance from ysens which intuitively can be

achieved by placing the notch filter to filter out the measuring disturbance from ysens. Under

the closed-loop control of mass center position, the rotor inertial center position will gradu-

ally tend to be steady, and the mass and rotating centers will be aligned. Consequently, the
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Figure 6.2: Unbalance planar rotor

force disturbance will vanish spontaneously.

For imbalance compensation, the rotor is forced to spin about its geometrical center.

Since the rotor’s position of geometrical center is requited, the measuring disturbance is not

treated as a disturbance. The imbalance compensation is achieved by counteracting the force

disturbance completely. Under the closed-loop control of the geometrical center, the rotor

will gradually spin about its geometrical center once the disturbance force is counteracted.

It is shown that imbalance compensation and automation balancing can be realized by

minimizing displacement and current respectively [SZQ04].

The proposed IAFC in this dissertation can be used for automation balancing or imbal-

ance compensation by minimizing the current u or the sensor measurement ysens respectively.

It is obvious that minimizing the sensor measurement can lead to imbalance compensation.

For automation balancing in contrast, minimizing the current reduces the electromagnetic

forces from the AMB to the rotor, and essentially reduces the reaction vibration forces from

the rotor to the housing which makes the disturbance force vanish. Furthermore, the pro-

posed IAFC can realize the automation balancing, or the imbalance compensation, by the
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different control junction junction positions as shown in Figure (6.1). Consequently, one of

the four closed-loop transfer functions with inputs [r1, r2] and outputs [u,y] shall be used

for the inversion design based on the junction position or the application. The closed-loop

transfer functions have the following form:

Gur1(z)

Gyr1(z)

 =


A−BK0 −BKi 0

−C In In

−K0 −Ki 0

C 0 0

 (6.3)

Gur2(z)

Gyr2(z)

 =



A−BK0 −BKi BK0 B

−C In 0 0

0 0 A− LC B

−K0 −Ki K0 In

C 0 0 0


(6.4)

where the plant model has the state space representation Pn(z) = (A,B,C,D).

6.2 AFC Application to Real Sine Wave Cancellations

Many applications, including rotary systems require considering the problem of rejecting

real sinusoidal disturbances. However, real sine wave cancellations can be considered as a

special type of complex exponential cancellation. Hence, the AFC formulation and analysis

in the previous chapter can be applied to real sinusoidal disturbances as well. In this case,

the regressor signal has the following form:

rreal =
1

2
r +

1

2
r∗

=
m∑
k=1

āk(t) sin(ωkt) +
m∑
k=1

b̄k(t) cos(ωkt)
(6.5)

where āk ∈ Rn×1 and b̄k ∈ Rn×1 are unknown Fourier coefficients for the regressor sig-

nal. In this case, the unknown coefficient qk from the complex AFC formulation can be
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parameterized as:

qk(t) = bk(t)− jak(t) (6.6)

With this proposed formulation, and the general form of the adaptive update in (5.6), the

unknown coefficients ak and bk will have the following update form.

δak(t) = −µ(Re(Φk) sin(ωkt)− Im(Φk) cos(ωkt))e(t)

δbk(t) = −µ(Re(Φk) cos(ωkt) + Im(Φk) sin(ωkt))e(t)
(6.7)

Also, the Fourier coefficients āk and b̄k can be found in terms of the unknown coefficients

ak and bk.

āk(t) = Re(Γk)ak(t)− Im(Γk)bk(t)

b̄k(t) = Re(Γk)bk(t) + Im(Γk)ak(t)
(6.8)

Extending results in Lemma 1, the exact form of AFC controller based on the adaptive

update in the matrix multiplication form can be derived in both forward and backward

differences:

Kforward = −µ
m∑
k=1

(Re(ΓkΦk) cos(ωk)− Im(ΓkΦk) sin(ωk))z − Re(ΓkΦk)

z2 − 2 cos(ωk)z + 1

Kbackward = −µ
m∑
k=1

Re(ΓkΦk)z
2 − (Re(ΓkΦk) cos(ωk) + Im(ΓkΦk) sin(ωk))z

z2 − 2 cos(ωk)z + 1

(6.9)

6.2.1 Pseudo-Gradient Algorithm

The realization of algorithm is simply achieved by assuming the plant transfer function to be

identity, hence the name is pseudo-gradient algorithm. Consequently, both adaptive updates

and regressors can be realized as following:

δak(t) = −µ sin(ωkt)e(t)

δbk(t) = −µ cos(ωkt)e(t)
(6.10)

āk(t) = ak(t)

b̄k(t) = bk(t)
(6.11)
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The Lyapunov stability of overall adaptive system with pseudo-gradient algorithm and con-

vergence of the output e to zero is ensured if the plant transfer function is SPR for SISO

plants [SB89]. However, the SPR condition barely exists for physical plants. In contrast,

Corollary 2 predicts that the SISO adaptive system can be stabilized with a sufficiently

small gain if the plant transfer function is positive-real at the disturbance frequency. The

decoupled pseudo-gradient can be shown to have the following LTI exact form:

Kforward = −µ
m∑
k=1

cos(ωk)z − 1

z2 − 2 cos(ωk)z + 1
In

Kbackward = −µ
m∑
k=1

z2 − cos(ωk)z

z2 − 2 cos(ωk)z + 1
In

(6.12)

6.2.2 GAFC

For GAFC discussed in Section 5.4, there are two distinct ways of realization depending on

the choice for Γk and Φk. The first realization assigns Γk = ĜHk and Φk = In. For this form,

the adaptation can be achieved like the pseudo-gradient algorithm. However, the Fourier

coefficients for the regressor signal have the following forms:

āk(t) = Re(ĜTk )ak(t) + Im(ĜTk )bk(t)

b̄k(t) = Re(ĜTk )bk(t)− Im(ĜTk )ak(t)
(6.13)

The second realization assigns Γk = In and Φk = ĜHk . For this realization the regressor signal

has the same form as pseudo-gradient algorithm. However, the adaptation can be achieved

in matrix-multiplication form as following:

δak(t) = −µ(Re(Ĝk) sin(ωkt) + Im(Ĝk) cos(ωkt))e(t)

δbk(t) = −µ(Re(Ĝk) cos(ωkt)− Im(Ĝk) sin(ωkt))e(t)
(6.14)

Extending results in Lemma 1, both realizations of GAFC based on selection of regressor

and adaptation gains have the exact LTI form.

Kforward = −µ
m∑
k=1

(Re(Ĝk) cos(ωk) + Im(Ĝk) sin(ωk))z − Re(Ĝk)
z2 − 2 cos(ωk)z + 1

Kbackward = −µ
m∑
k=1

Re(Ĝk)z2 − (Re(Ĝk) cos(ωk)− Im(Ĝk) sin(ωk))z

z2 − 2 cos(ωk)z + 1

(6.15)
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For Φk = GHk , it can be shown that the adaptive update in (6.14) can be realized by applying

the filter GT element-wise on sin and cos:

δak(t) = −µĜT (z)[sin(ωkt)]e(t)

δbk(t) = −µĜT (z)[cos(ωkt)]e(t)
(6.16)

where G(z)[.] denotes the MIMO transfer function acting on scalar sin or cos signals in time-

domain element-wise. Since the filter realization is equivalent to (6.14) in the steady states,

the LTI form in (6.15) is only an approximation for the filter realization. However, the LTI

approximation can be used for stability analysis under the condition of persistent excita-

tion (PE) [Bay00]. For sine waves with time-varying frequency, the matrix-multiplication

is cumbersome since it requires the burden of implementing look-up tables based on linear

interpolations of the plant’s frequency response. Therefore, the filter realization of GAFC

is popular for SISO plants, which is called Filtered-X method [Bay00]. However, for MIMO

high order plants like AMBS, the Filtered-X method is also cumbersome since it requires im-

plementing n×n high order filters for element-wise filtering of sin and cos. Consequently, the

proposed IAFC is found superb not only because of its stability and convergence properties

but also its practically simple implementations for MIMO plants.

6.2.3 IAFC

For the proposed IAFC discussed in Section 5.5, the realization of adaptive update and re-

gressor signals are simply achieved by time-delay and time-advance respectively as following:

δak(t) = −µ sin(ωk(t− d2))e(t)

δbk(t) = −µ cos(ωk(t− d2))e(t)
(6.17)

rreal =
m∑
k=1

ak(t) sin(ωk(t+ d1)) +
m∑
k=1

bk(t) cos(ωk(t+ d1)) (6.18)
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It can be easily shown that the IAFC for multiple frequency real sine cancellation also has

the exact LTI form:

Kforward = −µ
m∑
k=1

cos(ωk(d+ 1))z − cos(ωkd)

z2 − 2 cos(ωk)z + 1
In

Kbackward = −µ
m∑
k=1

cos(ωkd)z2 − cos(ωk(d− 1))z

z2 − 2 cos(ωk)z + 1
In

(6.19)

Furthermore, in contrast with the GAFC, the filter realization of the adaptive update is

exactly equivalent to the matrix multiplication form for the proposed IAFC:

δak(t) = −µz−d2 [sin(ωkt)]e(t)

δbk(t) = −µz−d2 [cos(ωkt)]e(t)
(6.20)

Consequently, for the case that d2 = d, the stability analysis based on LTI equivalence in the

previous chapter predicts exactly the stability of adaptive system with the filter realization.

For example, given ideal inversion, i.e, E = 0, Corollary 3 shows that all poles from the

IAFC controller will move to the origin of unit circle with the equal rate, d|z̄k|
dµ

= −1
2

, which

is independent of number of frequency components and their corresponding values as shown

in Figure 6.3 when the delay length is considered to be zero.

As discussed before, increasing the delay length reduces the norm of model-matching er-

ror transfer function E(z) which is necessary to ensure the stability of IAFC. Previously, an

analytical framework was developed to exactly obtain the maximum allowable µ̄ and optimal

adaptation µo gains for single-tone complex exponential cancellations given the ideal inver-

sion of the plant transfer function. Furthermore, an approximation was made to find both µo

and µ̄ for multi-tone complex cancellations. Since the single-tone real sine cancellation can

be classified as double-tone complex exponential cancellations ±ω, the analytical framework

in Section 5.6 can be utilized to estimate µo and µ̄. To see how precise the estimates are,

both values are computed numerically for different delay lengths as shown in Figure 6.4. The

numerical computation shows that increasing the delay length for single-tone IAFC reduces

both µ̄ and µo which is as expected from the analytical framework. Furthermore, µ̄ turns

out to be uniform across the frequency for small delay lengths while it has a peak for larger

delays. In contrast, µo turns out to have more uniform behavior for larger delays compared

76



0 0.1 0.2 0.3 0.4 0.5

Adaptation gain

0.7

0.75

0.8

0.85

0.9

0.95

1
m = 1

/100

/90

/80

/70

/60

/50

/40

/30

/20

/10

/5

(a)

0 0.02 0.04 0.06 0.08 0.1

Adaptation gain

0.94

0.95

0.96

0.97

0.98

0.99

1

1.01
Multitone

/5

/5, /10

/5, /10, /20

/5, /10, /20, /30

/5, /10, /20, /30, /40

/5, /10, /20, /30, /40, /50

(b)

Figure 6.3: Dominant closed-loop magnitude for G = 1. (a) Single-Tone IAFC (b) Multi-Tone

IAFC

to the small ones. Using the result from numerical computation and considering the trade-off

between inversion error and highest convergence rate, 10 step delays is selected as a suitable

preliminary candidate for the IAFC design.
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Figure 6.4: Maximum allowable gain and optimal gain for single-tone cancellation

In the application presented later in Section 6.5, a single-tone IAFC, m = 1, is used to

reject the real sinusoidal disturbance at spin frequency, and a double-tone IAFC, m = 2 is
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further used to reject the spin frequency and its first harmonic. To investigate the maximum

allowable and the optimal adaptation gains, the dominant closed-loop pole magnitude is

shown for various frequencies in Figure 6.5. In single-tone IAFC, it can be shown that for

d = 10 at small frequencies µ̄ = 0.11 which is close to µ̄ = 0.149 obtained from the analytical

framework, and µo = 0.04 at ω = π/100 which is close the analytical value µo = 0.035.

Critical values shown to be approximately halved for double-tone IAFC as expected.
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Figure 6.5: Dominant closed-loop pole magnitude. (a) Single-Tone IAFC (b) Double-Tone IAFC.

Furthermore, both single-tone and double-tone IAFC will be used during the spinning-up

and down as well as the constant speed operation. The ramping process can be considered as

a chirp disturbance which its fundamental frequency is synchronized with the rotor’s speed.

For the automation balancing, the rotor is spun up to 500 Hz, 0 ≤ ω̄ ≤ π
10

. To investigate the

possibility of IAFC transient behavior and the possibility of rejecting the chrip disturbance,

the convergence rate is investigated in Figure 6.6 and 6.7 for single and double tone IAFCs

respectively. It can be confirmed that the possible choice of µ = 0.04 for single-tone IAFC

and µ = 0.04 for double-tone IAFC can ensure both stability and fast convergence which is

required for the transient performance.

78



0.9
0

/800.02 /40

0.95

0.04

Frequency (rad)

d = 1

/20
0.06

1

0.08
0.1 /10

0.9
0

/800.02 /40

0.95

0.04

Frequency (rad)

d = 3

/20
0.06

1

0.08
0.1 /10

0.88

0.9

0.92

0.94

0.96

0.98

1

1.02

0

0.9

/800.02 /40
0.04

0.95

Frequency (rad)

d = 10

/20
0.06

1

0.08
/100.1

0.94
0

/80

0.96

0.02 /40
0.04

0.98

Frequency (rad)

d = 20

/20
0.06

1

0.08

1.02

0.1 /10

Figure 6.6: Dominant closed-loop pole magnitude for single-tone IAFC
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Figure 6.7: Dominant closed-loop pole magnitude for double-tone IAFC

6.3 MIMO IAFC Design and Performance

To justify the proposed method, first a MIMO IAFC is investigated for automation balancing

application by using u in 5.7, FL(z) = In, and the optimal inversion filer FR is obtained

79



by using M = 1. The inversion filter design is also dependent on the junction position.

Furthermore, the inversion filter can be obtained by solving the plant inversion problem in

(5.37) in H2 or H∞. For Configuration 1, there exist optimal inversion filters in both H2 and

H∞ sense. However, the optimal filter from H∞ design results in smaller error as shown in

Figure 6.9. Since the application later discussed in Section (6.5) requires rejecting a chirp

disturbance ranging from 0 to 500 Hz for the single-tone IAFC, Corollary 4 ensures the

stability of MIMO IAFC for d > 1 given the H∞ design. The H2 design only ensures stability

for larger delay lengths. Given the trade-off between delay length and convergence rate, the

H∞ design looks more promising for the first configuration. In contrast, there exists no

optimal FR for H∞ design when Configuration 2 is placed. Moreover, the H2 design fails to

stabilize the closed-loop plant for d < 10 as shown in Figure 6.8.
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E

Given above discussions above the control junctions and plant-inversion design technique,

Configuration 1 is selected for implementation of the proposed IAFC, G = Gur1 and the H∞

design is selected to obtain the optimal FR. Since Ĝ is used instead of G in finding E, d > 3

can be considered as a more robust choice. The optimal analyses carried in the previous

section are based on the assumption that E = 0. However, it is clear that increasing the

delay length decreases both µ̄ and µo, and the highest potential convergence rate. To that
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Figure 6.9: Configuration 1, maximum singular value of model-matching error transfer function

E. (a) H∞ (b) H2

end, we choose d = 10 as a trade-off between the inversion error and convergence rate.

To illustrate the superior performance of IAFC in comparison with GAFC in creating

a uniform and fast convergence, Figure 6.10 and 6.11 are presented. It can be shown that

at ω = π/100 and ω = π/50, the single-tone IAFC has µ̄ = 0.11 which is identical to the

case with ideal inversion. The existence of model-matching error is pushing the optimal

gain further for this particular plant. However, the GAFC is shown to have non-uniform

and slow convergence as expected, which makes the implementation impractical for spin-up

application. The double-tone IAFC is shown to have the critical values almost half of the

single-tone as predicted. Consequently, using the analytical framework, and including the

possible model-matching error, the adaptation gain was selected to be 0.04 for the single-tone

and 0.02 for the double-tone IAFC.

To utilize the SISO framework developed in Corollary 5, the maximum singular value

of model-matching error transfer function is decomposed into diagonal and off-diagonal ele-

ments as presented in Figure 6.12. It can be observed that increasing delay lengths decrease

the maximum singular values of diagonal elements while increasing the non-diagonal sides.
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SISO analysis may be found more suitable form d < 10. However, since ‖E(z)‖∞ < −17dB,

the stability of proposed IAFC is also investigated using the SISO framework by looking

at diagonal elements of G(z)FR(z)zd. The SISO analysis also confirms the result that the

closed-loop system is stable for d > 1, but to ensure the robustness d may be selected higher

as illustrated in Figure 6.13. Lastly, the SISO analysis can be verified for all channels as

shown for the selected delay length d = 10 in Figure 6.14.
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6.4 Simulation Validation

In Section 6.2, it is shown that given Φk = GHk , the adaptive update can be realized by

applying the filter GT element-wise on sin and cos. Under the PE conditions, the filter

form is equivalent to the matrix-multiplication form obtained by using the Hermitian of

plant’s transfer function. However, if the PE condition does not hold, two forms of GAFC

realization will have different behaviors in transient response. The Matrix-multiplication

form turns out to have a faster convergence rate in comparison with the filter form as shown

in the simulation where two forms of realization are tested to reject 500 Hz as shown in

Figure 6.15 .

To investigate the performance of proposed IAFC in comparison with the existing GAFC,

both algorithms are tested in identical simulations to reject a chirp disturbance ramping up

and down linearly from stationary to 500 Hz as shown in Figure 6.16. In all simulations, a

normally distributed random signal is added to the output to show the possible measurement

noises. The noise is zero mean and 0.5 standard deviation. Furthermore, a 100th order model

is used as a plant model to simulate the algorithm while the 20th order one is used for LQGi,

GAFC and IAFC design. For both AFC algorithms, a constant adaptation gain µ = 0.04 is

used as discussed in the previous section. Effectiveness of the proposed IAFC in comparison
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Figure 6.15: Simulation comparison showing faster convergence rate achieved by the matrix-

multiplication form in comparison with the filter realization for MIMO GAFC. The baseline LQGi

controller stabilizes the plant while GAFCs are activated at t = 2 s. The sin and cos filtering starts

right after the activation.

with GAFC can be seen in both rejecting the time-varying frequency disturbance, and having

faster convergence in rejecting the constant frequency disturbance.

6.5 Experimental Results

This section presents the experimental validation of the proposed IAFC in the automation

balancing application. Two distinct sets of experimental results are illustrated where in the

first experiment the single-tone IAFC were implemented to reduce the control effort during

both the transient, spin-up and spin-down, and the steady state, constant spin at 500 Hz.

On the other hand, in the next set of experiments, the single-tone and double-tone IAFC

were implemented separately to compare their performances in reducing the control effort

during both spin-up and spin-down, and also constant spin at 250 Hz.

The experiments in this section were performed by Dr. Sandeep Rai and some of the

results for GAFC implementation in matrix-multiplication form through applying look-up

tables were reported in dissertation of Dr. Rai [Rai18]. In all experiments, the precise
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Figure 6.16: Simulation comparison showing both improved disturbance rejection and reduced

control effort achieved by the single-tone IAFC. The baseline LQGi controller stabilizes the open-

loop plant for the first five seconds, and then the dout is introduced while its frequency changes

linearly to 500 Hz. From t = 20 s to t = 30 s, the disturbance frequency is constant, 500 Hz,

then it goes down linearly to stationary. The rotor’s geometric position y from each sensor is in

micro-meter, and the control command u is in volt.

regressors were generated in FPGA by reading the spindle encoder signals. Furthermore,

the baseline LQGi controller was used initially to levitate the rotor. To help the transient

behavior of the closed-loop system, the adaptive controllers were activated in about two

seconds after the spin-up. Lastly, an accelerometer was mounted on the housing to monitor
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Figure 6.17: Experimental comparison showing both improved disturbance rejection and reduced

control effort achieved by the single-tone IAFC. The rotor was lifted for the first three seconds, and

then it was spun up linearly to 500 Hz. From t = 17 s to t = 28.5 s, the rotor was spun constantly

at 500 Hz, and from t = 28.5 s to t = 40.5 s it was spun down to stationary. The rotor’s geometric

position y from each sensor is in micro-meter, and the control command u is in volt.

the housing vibrations during each experiment.

Although the LTI controller in (6.19) could have been implemented, the AFC form in

(6.17, 6.18) was preferred for the following reason. The AFC implementation requires the

spindle angles from the encoder readings whereas the LTI control implementation requires

the rotational frequency in the filter parameters. When rotational frequencies varies, AFC
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regressors are updated based on the rotational angles and are otherwise blind to the speed

changes. The LTI controller must determine the frequency in every time step and change the

controller parameters accordingly, so the implementation of the time varying internal model

is much more tedious than that for the external regressor signals in the AFC. As an example,

time varying internal models for a different AMB based on unity-magnitude or zero-phase

compensations for SISO plant model is presented in [KT16].

6.5.1 Set I: Single-Tone IAFC

In the first set of experiments shown in Figure 6.17, the rotor was spun-up from stationary

to 500 Hz, and then spun constantly at 500 Hz for 11.5 seconds, and finally spun-down to

stationary. For all channels, the proposed single-tone IAFC reduced the control effort and

improved the disturbance rejection more significantly during the transient spin-up and spin-

down. Furthermore, the Power Spectral Density (PSD) plot of the control input in Figure

6.18 shows the proposed single-tone IAFC reduced the control effort by 100 dB at the spin

frequency, and effectively notched out the control effort. Also, it can be shown that the

housing vibration was attenuated 35 dB at the spin frequency.

To highlight the effectiveness of the proposed IAFC in rejecting disturbances with time-

varying frequencies, the short-time Fast-Fourier-Transform (FFT) of the control signal with

and without the adaptive controller is illustrated in Figure 6.19. The spin-up and spin-

down are similar to a chirp input disturbance, and the single-tone IAFC is shown to be

capable of rejecting the chirp disturbance as well as a constant 500 Hz disturbance. It is also

worth to point out the existence of the first harmonic of spin frequency that can be modeled

as another disturbance with the time-varying frequency. This signifies the importance of

implementing multi-tone IAFCs which can target not only the spin frequencies but also the

higher harmonics.
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Figure 6.18: Power Spectral Density during the constant spin at 500. Top: Channel 3 control

command u. Bottom: the external accelerometer signal.

Figure 6.19: Short-time Fast Fourier of the Channel 3 control command with and without the

adaptive controller. Top: LQGi only. Bottom: LQGi + Single-Tone IAFC.

6.5.2 Set II: Single-Tone VS Double-Tone IAFC

The existence of spin frequency harmonics in the disturbance model motivates the next set

of experiments in which three representative experiments were performed to compare the

performance of baseline LTI controller alone and the LTI controller augmented with the
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Figure 6.20: Experimental comparison showing improved disturbance rejection and reduced con-

trol effort achieved by the single-tone and double-tone IAFC. The rotor was lifted for the first four

and half seconds, and then it was spun up linearly to 500 Hz. From t = 13 s to t = 26 s, the rotor

was spun constantly at 500 Hz, and from t = 26 s to t = 33 s it was spun down to stationary. The

rotor’s geometric position y from each sensor is in micro-meter, and the control command u is in

volt.
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single-tone and double-tone IAFCs as shown in Figure 6.17. In all experiments, the rotor

was spun-up from stationary to 250 Hz, and then spun constantly at 250 Hz until t = 26s,

and finally spun-down to stationary. Although both adaptive algorithms reduced the control

effort significantly, the single-tone IAFC resulted in better disturbance rejection during the

transient with the cost of more required control effort during the constant spin.

The steady state behavior of adaptive algorithms is also investigated in Figure 6.21 with

the PSD plots of the control signal for Channel 3. The double-tone IAFC was able to

minimize the control input at spin frequency as well as the single-tone IAFC while rejecting

the first harmonic at 500 Hz. From the PSD plot of the accelerometer signal, both algorithms

reduced the housing vibration at the spin frequency. To highlight the fast convergence of

both adaptive controllers, the short-time FFT plots of the control signal also shows that both

adaptive approaches were successful in reducing the control signals at the spin frequency

during the transient spin-up and spin-down while the double-tone IAFC also reduced the

signal at the first harmonic of the spin frequency.
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Figure 6.21: Power Spectral Density during the constant spin at 250. Top: Channel 3 control

command u. Bottom: the external accelerometer signal.
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Figure 6.22: Short-time Fast Fourier of the Channel 3 control command with single and double

tone adaptive controllers. Top: LQGi + Single-Tone IAFC. Bottom: LQGi + Double-Tone IAFC.

6.6 Summary

In this chapter, It is shown that the filter realization of the proposed IAFC in the previous

chapter is exactly equivalent to the matrix-multiplication form obtained from the gradient

algorithm. Consequently, the LTI equivalence obtained from the matrix-multiplication form

enables the precise closed-loop stability and convergence analysis without requiring the fur-

ther assumption of the steady-states or persistent excitation (PE) conditions. Also, a IAFC

design synthesis is discussed for the automation balancing based on the trade-off between

the inversion error and convergence rate.

When applied to the MIMO AMBS, where the vibrations are synchronous to the spindle

rotational speed, the AFC implementation using external regressor signals has a significant

advantage over the LTI controller implementation of the internal model, where the former

only uses the rotation angles from the encoder readings while the latter must infer rotational

speeds and update the internal model parameters when they are varying. Experimental

results show that the IAFC has achieved suppressions for the entire speed profile that includes

both ramping and constant speed sections. The IAFC’s synchronous vibration suppressions
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over a speed range and with varying speeds would otherwise not be achievable by the GAFC.
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CHAPTER 7

Conclusion

This dissertation presented the use of linear estimators for FDI on an AMBS-rotor system.

Due to the coupled-axis MIMO nature of the AMBS, the Riccati-based detection filters

obtained from the application of game theory to the disturbance attenuation problem are an

appropriate candidate to decouple the multi-variable component faults into the single scalar

faults for detection, isolation. To further add the fault estimation into the FDI scheme,

a bank of UIOs based on the decoupled error dynamics of each GTDF was proposed in

this work. In comparison with the direct UIO approach in fault estimations, the inherited

uncertainty consideration in the disturbance attenuation formulation ensures the robustness

of the proposed method.

Motivated by the bank of GTDFs for the FDI scheme, this dissertation further proposed

a general MIMO DOBC design based on extending the Youla parameterization of stabilizing

controller with a FOSO feedback compensation, which includes multiple observers. This

extension has facilitated the observer design for FDI and state estimation, and has utilized

the inversion filters for disturbance estimation and rejection. This integrated control system

has been proven stable since the observer residuals are used for the disturbance observer

feedback compensation. The application to the AMBS demonstrated the several features of

the proposed method and its practical usefulness and effectiveness in monitoring and control

of the MIMO unstable open-loop system.

The second half of this dissertation presented a novel multi-variable adaptive feedforward

compensation with an original stability and convergence analysis for MIMO systems and its

use in suppressing the synchronous vibration in rotating machinery. The proposed inversion-
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based adaptive feedforward control (IAFC) was based on the delay-inversion of the MIMO

plant and its phase compensations by simple time shifts in AFC signals. In contrast with

the original gradient-based algorithm, the filter realization of the proposed algorithm was

shown to be exactly equivalent to the matrix multiplication form directly obtained from the

gradient descent algorithm. Consequently, the exact LTI form of the proposed IAFC enables

the exact stability and convergence analysis of the adaptive closed-loop system using the

LTI framework.

The proposed IAFC was shown to be suitable for the automation balancing application

on the MIMO AMBS not only because of its stability and fast convergence but also due to

its practically simple implementations requiring implementing the inversion filter as opposed

to implementing n × n high order filters for element-wise filtering of sin and cos in the

original gradient-based algorithm. The effectiveness of IAFC in reducing the control effort

during both the transient spin-up and spin-down and steady-state constant spinning was

highlighted in the experiments.

From the results of this study, the following recommendations can be made going forward:

• Identifying and utilizing the cutting dynamics in the GTDF and inversion filter’s de-

sign, the proposed integrated FDI and DOBC scheme can be implemented for chatter

compensation to predict and prevent chatter instability in the cutting application.

• To further reduce the housing vibration, the performance index in the proposed IAFC

formulation can include both the control effort and the measured position signal with

appropriate weights, and the optimal inversion filter can be designed based on the non-

square closed-loop plant. Consequently, by adjusting the weights, the AMBS’s control

allows the rotor to switch spinning about its inertial or geometrical center.
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