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ABSTRACT OF THE DISSERTATION

Learning Generative Models with Energy-Based Models and Transformer GANs

by

Kwonjoon Lee

Doctor of Philosophy in Computer Science

University of California San Diego, 2022

Professor Zhuowen Tu, Chair
Professor Lawrence Saul, Co-Chair

In this thesis, we study approaches to learn priors on data (i.e. generative modeling) and

learners (i.e. meta-learning) for computer vision tasks. We present our approaches to improve the

stability and performance of generative modeling and meta-learning methods.

First, we study the use of natural image prior on computer vision tasks. To this end, we

introduce a suite of regularization techniques that enhances the performance of energy-based

models on realistic image datasets. On generative modeling, we achieve competitive results

while using much smaller models. On supervised classification, we observe a significant error

reduction against adversarial examples. Our model is the first computer vision model to achieve
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state-of-the-art image generation and classification within a single model.

Next, we investigate if natural image prior can be learned with less vision-specific in-

ductive biases. To this end, we integrate the Vision Transformer architecture into generative

adversarial networks (GAN). We propose novel regularization methods and architectural choices

to achieve this goal. The resulting approach, named ViTGAN, achieves comparable performance

to the leading CNN-based GAN models on popular image generation benchmarks for the first

time.

Lastly, we study a meta-learning approach, which automatically extracts prior knowledge

from the set of observed tasks. We present our work on improving the computational complexity

of meta-learning. Our approach, named MetaOptNet, offers better few-shot generalization at a

modest increase in computational overhead.
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Chapter 1

Introduction

In the first part the dissertation, I present approaches and architectures for learning natural

image priors. I also show how they can benefit synthesis and classification of images. Then, in

the second part, I present a meta-learning approach — which which automatically extracts priors

on learners from the set of observed tasks — for few-shot visual learning.

First, we study learning image priors through a lens of energy-based models. Energy-

based model (EBM) [HSA84, HS86] is a principled approach for modeling data densities. It has

been a long-standing research problem, but its applicability was limited to simple datasets due

to difficulties in training and sampling. Introspective Neural Networks (INN) [JLT17] greatly

enhanced EBM’s modeling capability by adopting modern recipes such as convolutional neural

networks and Langevin dynamics. Its application was limited to simple datasets such as MNIST.

In Chapter 2, we present Wasserstein introspective neural networks (WINN) that improve training

stability of INN [JLT17]. This was achieved by the adoption of gradient penalty, along with

several modifications to architecture and sampling strategy. On image generative modeling

benchmarks, we show that improved stability leads to greatly enhanced modeling capability

of EBM — rivaling state-of-the-art generative adversarial networks [RMC16a]. When applied

to supervised classification, WINN also gives rise to improved robustness against adversarial

1



examples in terms of the error reduction. To the best of our knowledge, our approach is the first to

achieve competitive results on both generative and discriminative learning benchmarks including

texture, face, and object datasets.

State-of-the-art generative modeling methods for various modalities such as video are

equipped with architectures [DF18, TLYK18, CDS19] that are vastly different from the ones for

image generative modeling [ZGMO19, KLA+20, BDS19]. Still, generative models learned by

such methods are not very faithful to training data. Furthermore, it is unsatisfactory if we need to

design a different architecture for every single generative modeling problem. Hence, it would

be a scientific dream if we could develop generative modeling architectures that do not rely on

modality-specific architectural priors. Recent work on Vision Transformers (ViT) [DBK+21]

shows a promising approach towards this goal. Notably, [DBK+21, ADH+21] showed that

vanilla Transformer [VSP+17] can be used for image or video by turning it into a sequence of

non-overlapping patches. Hence, in Chapter 3, we investigate if such observations can be extended

to generative modeling of images. To this end, we integrate the ViT architecture into generative

adversarial networks (GANs) [GPAM+14a]. For ViT discriminators, we observe that existing

regularization methods for GANs interact poorly with self-attention, causing serious instability

during training. To resolve this issue, we introduce several novel regularization techniques for

training GANs with ViTs. For ViT generators, we examine architectural choices for latent and

pixel mapping layers to facilitate convergence. Empirically, our approach, named ViTGAN,

achieves comparable performance to the leading CNN-based GAN models on three datasets:

CIFAR-10, CelebA, and LSUN bedroom.

Many meta-learning approaches for few-shot learning rely on simple base learners such as

nearest-neighbor classifiers. However, even in the few-shot regime, discriminatively trained linear

predictors can offer better generalization. Hence, in Chapter 4, we propose to use these predictors

as base learners to learn representations for few-shot learning and show they offer better tradeoffs

between feature size and performance across a range of few-shot recognition benchmarks. Our

2



objective is to learn feature embeddings that generalize well under a linear classification rule

for novel categories. To efficiently solve the objective, we exploit two properties of linear

classifiers: implicit differentiation of the optimality conditions of the convex problem and the dual

formulation of the optimization problem. This allows us to use high-dimensional embeddings

with improved generalization at a modest increase in computational overhead. Our approach,

named MetaOptNet, achieves state-of-the-art performance on miniImageNet, tieredImageNet,

CIFAR-FS, and FC100 few-shot learning benchmarks.

3



Chapter 2

Wasserstein Introspective Neural Networks

2.1 Introduction

Performance within the task of supervised image classification has been vastly improved

in the era of deep learning using modern convolutional neural network (CNN) [LBD+89b] based

discriminative classifiers [KSH12, SLJ+15, LXG+15, SZ15, HZRS16, XGD+17, HLvdMW17].

On the other hand, unsupervised generative models in deep learning were previously attained

using methods under the umbrella of graphical models — e.g., the Boltzmann machine [HOT06]

or autoencoder [Bal12, KW14] architectures. However, the rich representational power seen

within convolution-based (discriminative) models is not being directly enjoyed in these generative

models. Later, inverting convolutional neural networks in order to convert internal representations

into a real image was investigated in [DSB15, KWKT15]. Recently, generative adversarial

networks (GAN) [GPAM+14b] and followup works [RMC16b, ACB17, GAA+17] have attracted

a tremendous amount of attention in machine learning and computer vision by producing high

quality synthesized images by training a pair of competing models against one another in an

adversarial manner. While a generator tries to create “fake” images to fool the discriminator, the

discriminator attempts to discern between these “real” (given training) and “fake” images. After

4



convergence, the generator is able to produce images faithful to the underlying data distribution.

In terms of building generative models from discriminative classifiers, there have been

early attempts in [WZH02, Tu07]. In [WZH02], a generative model was obtained from a repeat-

edly trained boosting algorithm [FS97] using a weak classifier whereas [Tu07] used a strong

classifier in order to self-generate negative examples or “pseudo-negatives”.

synthesis (pseudo-negative samples)

training examples

Synthesize

Classification

Learned Model

Wasserstein Introspective Neural Networks

Figure 2.1: Schematic illustration of Wasserstein introspective neural networks for un-
supervised learning. The left figure shows the input examples; the bottom figures show the
pseudo-negatives (purple crosses) being progressively synthesized; the top figures show the clas-
sification between the given examples (positives) and synthesized pseudo-negatives (negatives).
The right figure shows the model learned to approach the target distribution based on the given
data.
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To address the lack of richness in representation and efficiency in synthesis, convolutional

neural networks were adopted in introspective neural networks (INN) [LJT17, JLT17] to build

a single model that is simultaneously generative and discriminative. The generative modeling

aspect was studied in [LJT17] where a sequence of CNN classifiers (10−60) were trained, while

the power within the classification setting was revealed in [JLT17] in the form of introspective

convolutional networks (ICN) that used only a single CNN classifier. Although INN models

[LJT17, JLT17] point to a promising direction to obtain a single model being both a good

generator and a strong discriminative classifier, a sequence of CNNs were needed to generate

realistic synthesis. As a result, this requirement may serve as a possible bottleneck with respect

to training complexity and model size.

Recently, a generic formulation [ACB17] was developed within the GAN model family

to incorporate a Wasserstein objective to alleviate the well-known difficulty in GAN training. Mo-

tivated by introspective neural networks (INN) [LJT17] and this Wasserstein objective [ACB17],

we propose to adopt the Wasserstein term into the INN formulation to enhance the modeling

capability. The resulting model, Wasserstein introspective neural networks (WINN) shows

greatly enhanced modeling capability over INN by having 20× reduction in the number of CNN

classifiers.

2.2 Significance and Related Work

We make several interesting observations for WINN:

• A mathematical connection between the WGAN formulation [ACB17] and the INN algorithm

[LJT17] is made to better understand the overall objective function within INN.

• By adopting the Wasserstein distance into INN, we are able to generate images using a single CNN

in WINN with even higher quality than those by INN that uses 20 CNNs (as seen in Figure 2.2, 2.4,

2.5, 2.6, and 2.7; the similar underlying CNN architectures are used in WINN and INN). WINN

6



achieves a significant reduction in model complexity over INN, making the generator more practical.

• Within texture modeling, INN and WINN are able to inherently model the input image space,

making the synthesis of large texture images realistic, whereas GAN projects a noise vector onto

the image space making the image patch stitching more difficult (although extensions exist), as

demonstrated in Figure 2.2.

• To compare with the family of GAN models, we compute Inception scores using the standard

procedure on the CIFAR-10 datasets and observed modest results. Here, we typically train 4-5

cascades to boost the numbers but WINN with one CNN is already promising. Overall, modern

GAN variants (e.g., [GAA+17]) still outperform our WINN with better quality images. Some results

are shown in Figure 2.7.

• To test the robustness of the discriminative abilities of WINN, we directly make WINN into a

discriminative classifier by training it on the standard MNIST and SVHN datasets. Not only are

we able to improve over the previous ICN [JLT17] classifier for supervised classification, we also

observe a large improvement in robustness against adversarial examples compared with the baseline

CNN, ResNet, and the competing ICN.

In terms of other related work, we briefly discuss some existing methods below.

Wasserstein GAN. A closely related work to our WINN algorithm is the Wasserstein

generative adversarial networks (WGAN) method [ACB17, GAA+17]. While WINN adopts the

Wasserstein distance as motivated by WGAN, our overall algorithm is still within the family of

introspective neural networks (INN) [LJT17, JLT17]. WGAN on the other hand is a variant of

GAN with an improvement over GAN by having an objective that is easier to train. The level

of difference between WINN and WGAN is similar to that between INN [LJT17, JLT17] and

GAN [GPAM+14b]. The overall comparisons between INN and GAN have been described in

[LJT17, JLT17].

Generative ConvNets. Recently, there has also been a cluster of algorithms developed

in [XLG+18, XLZW16, HLZW17] where Langevin dynamics are adopted in generator CNNs.

7



However, the models proposed in [XLG+18, XLZW16, HLZW17] do not perform introspection

(Figure 2.1) and their generator and discriminator components are still somewhat separated; thus,

their generators are not used as effective discriminative classifiers to perform state-of-the-art

classification on standard supervised machine learning tasks. Their training processes are also

more complex than those of INN and WINN.

Deep energy models (DEMs) [NCKN11]. DEM [NCKN11] extends the standard den-

sity estimation by using multi-layer neural networks (MLNN) with a rather complex training

procedure. The probability model in DEM includes both the raw input and the features com-

puted by MLNN. WINN instead takes a more general and simplistic form and is easier to train

(see Eq. (2.1)). In general, DEM belongs to the minimum description length (MDL) family

models in which the maximum likelihood is achieved. WINN, instead, has a formulation being

simultaneously discriminative and generative.

2.3 Introspective Neural Networks

2.3.1 Brief introduction of INN

We first briefly introduce the introspective neural network method (INNg) [LJT17] for

generative modeling and its companion model [JLT17] which focuses on the classification

aspect. The main motivation behind the INN work [LJT17, JLT17] is to make a convolutional

neural network classifier simultaneously discriminative and generative. A single CNN classifier

is trained in an introspective manner to improve the standard supervised classification result

[JLT17], however, a sequence of CNNs (typically 10− 60) is needed to be able to synthesize

images of good quality [LJT17].

Figure 2.1 shows a brief illustration of a single introspective CNN classifier [JLT17]. We

discuss our basic unsupervised formulation next. Suppose we are given a set of training examples:

S = {xi | i= 1, . . . ,n}where we assume each xi ∈Rm — e.g., m= 4096 for images of size 64×64.
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Input Portilla & Simoncelli Gatys et al. TextureNet DCGAN   INNg-single   INNg WINN-single (ours) 

Figure 2.2: Comparison of texture synthesis algorithms. Gatys et al. [GEB15a], and
TextureNet [ULVL16] results are from [ULVL16].

These will constitute positive examples of the patterns/targets we wish to model. The main idea

of INN is to define pseudo-negative examples that are to be self-generated by the discriminative

classifier itself. We therefore define label y for each example x, y = +1 if x is from the given

training set and y = −1 if x is self-generated. Motivated by the generative via discriminative

learning (GDL) framework [Tu07], one could try to learn the generative model for the given

examples, p(x|y =+1), by a sequentially learned distribution of the pseudo-negative samples,

pt(x|y = −1;Wt) which is abbreviated as p−Wt
(x) where Wt includes all the model parameters

learned at step t.

p−Wt
(x) =

1
Zt

exp{w(1)
t ·φ(x;w(0)

t )} · p−0 (x), t = 1, . . . ,T (2.1)

where Zt =
∫

exp{w(1)
t ·φ(x;w(0)

t )}· p−0 (x)dx and the initial distribution p−0 (x) such as a Gaussian

distribution over the entire space of x ∈Rm. The discriminative classifier is a convolutional neural

network (CNN) parameterized by Wt = (w(0)
t ,w(1)

t ) where w(1)
t denotes the weights of the top

layer combining the features through φ(x;w(0)
t ) (e.g., softmax layer) and w(0)

t parameterizing

the internal representations. The synthesis process through which pseudo-negative samples are

generated is carried out by stochastic gradient Langevin dynamics [WT11] as

∆x =
ε

2
∇(w(1)

t ·φ(x;w(0)
t ))+η

9



where η∼N (0,ε) is a Gaussian distribution and ε is the step size that is annealed in the sampling

process. Overall, we desire

p−Wt
(x) t=∞→ p(x|y =+1), (2.2)

using the iterative reclassification-by-synthesis process [JLT17, LJT17] guided by Eq. (2.1).

2.3.2 Connection to the Wasserstein distance

The overall training process, reclassification-by-synthesis, is carried out iteratively without

an explicit objective function. The generative adversarial network (GAN) model [GPAM+14b]

instead has an objective function formulated in a minimax fashion with the generator and

discriminator competing against each other. The Wasserstein generative adversarial network

(WGAN) work [ACB17] improves GAN [GPAM+14b] by replacing the Jensen-Shannon distance

with an efficient approximation of the Earth-Mover distance [ACB17]. Also, there has been

further generalization of the GAN family models in [LBC17].

Let p+(x)≡ p(x|y =+1) be the target distribution and p−W(x)≡ p(x|y =−1;W) be the

pseudo-negative distribution parameterized by W. Next, we show a connection between the INN

framework and the WGAN formulation [ACB17], whose objective (rewritten with our notations)

can be defined as

min
W

max
|| f ||L≤1

Ex∼p+[ f (x)]−Ex∼p−W
[ f (x)], (2.3)

where || f ||L ≤ 1 denotes the space of 1-Lipschitz functions. To build the connection between Eq.

(2.3) of WGAN and Eq. (2.1) of INN, we first present the following lemma.

Lemma 1 Considering f (x) = ln p+(x)
p−W(x) and assuming its 1-Lipschitz property, we have a lower

bound on the Wasserstein distance by

max
|| f ||L≤1

Ex∼p+[ f (x)]−Ex∼p−W
[ f (x)]

≥ KL(p+||p−W)+KL(p−W||p
+) (2.4)
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where KL(p||q) denotes the Kullback-Leibler divergence between the two distributions p and q,

and KL(p+||p−W)+KL(p−W||p
+) is the Jeffreys divergence.

Proof. Plugging f (x) = ln p+(x)
p−W(x) into Eq. (2.3), we have

Ex∼p+ [ f (x)]−Ex∼p−W
[ f (x)]

= Ex∼p+ [ln
p+(x)
p−W(x)

]−Ex∼p−W
[ln p+(x)

p−W(x)
]

=
∫

p+(x) ln p+(x)
p−W(x)

dx−
∫

p−W(x) ln p+(x)
p−W(x)

dx

= KL(p+||p−W)+KL(p−W||p
+) □

Note that using the Bayes’ rule, the ratio of the generative probabilities p(x|y=+1)
p(x|y=−1) in

Lemma 1 can be turned into the ratio of the discriminative probabilities p(y=+1|x)
p(y=−1|x) assuming equal

priors p(y =+1) = p(y =−1).

Corollary 1 The Jeffreys divergence in Eq. (2.4) of lemma 1 is lower and upper bounded by

KL(p+||p−W) up to some multiplicative constant

(1+
p+min

2
)KL(p+||p−W)≤ JD(p+; p−W)≤ (1+

2
p+min

)KL(p+||p−W) (2.5)

where JD(p+; p−W) = KL(p+||p−W)+KL(p−W||p
+) is the Jeffreys divergence.

Proof. Based on the Pinsker’s inequality [Pin60, SV16], it is observed that

KL(p−W||p
+)≥ 1

2
|p−W− p+|2 loge,

where |p−W− p+| is total variation (TV) distance. From [SV16] we also have

KL(p−W||p
+)≤ loge

p+min
|p−W− p+|2,
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where p+min = minx p+(x). Applying the above bounds to KL(p+||p−W) and using the symmetry

of the TV distance |p−W− p+| ≡ |p+− p−W|,

p+min
2

KL(p+||p−W)≤ KL(p−W||p
+)≤ 2

p+min
KL(p+||p−W).

Plugging the equation above into the Jeffreys divergence, we observe that KL(p+||p−W) +

KL(p−W||p
+) is upper and lower bounded by by KL(p+||p−W). □

Theorem 1 The introspective neural network formulation (Eq. (2.1)) implicitly minimizes a

lower bound of the WGAN objective [ACB17] (Eq. (2.3)).

Proof. It was shown in [JLT17] that Eq. (2.1) reduces KL(p+||p−W), which bounds the

Jeffreys divergence KL(p+||p−W)+KL(p−W||p
+) as shown in corollary 1. Lemma 1 shows the

connection between Jeffreys divergence and the WGAN objective (Eq. (2.3)) when f (x) =

ln p+(x)
p−W(x) . We therefore can see that the formulation of introspective neural networks (Eq. (2.1))

connects to a lower bound of the WGAN [ACB17] objective (Eq. (2.3)). □

2.4 Wasserstein Introspective Networks

Here we present the formulation for WINN building upon the formulation of the prior

introspective learning works presented in Section 2.3.

2.4.1 WINN algorithm

We denote our unlabeled input training data as S+ = {xi|yi =+1, i = 1, . . . ,n}. Also, we

denote the set of all the self-generated pseudo-negative samples up to step t as St
− = {xi|yi =

−1, i = 1, . . . , l}. In other words, St
− consists of pseudo-negatives x sampled from our model

p−Wt
(x) for t ≥ 1 where Wt is the model parameter vector at step t.
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Algorithm 1 Outline of WINN-single training algorithm. We use k = 3 and λ = 10.

while Wt has not converged do
// Classification-step:
for k steps do

Sample m positive samples {x+1 ,··· ,x+m} from S+.
Sample m pseudo-negative samples {x−1 ,··· ,x−m} from St

−.
Sample m random numbers {α1,··· ,αm} from U [0,1].
x̂i← αix+i +(1−αi)x−i , i = 1, . . . ,m.
Perform stochastic gradient descent:
∇Wt

1
m ∑

m
i=1{[ fWt (x

−
i )− fWt (x

+
i )]+λ(∥∇x̂i fWt (x̂i)∥2−1)2}.

end for
// Synthesis-step:
Sample r noise samples {x1, · · · ,xr} from p−0 (x).
Perform stochastic gradient ascent with early-stopping.
St+1
− ← St

−∪{x1, · · · ,xr}.
t← t +1.

end while

Classification-step. The classification-step can be viewed as training a classifier to

approximate the Wasserstein distance between S+ and St
− for t ≥ 1. Note that we also keep

pseudo-negatives from earlier stages – which are essentially the mistakes of the earlier stages

– to prevent the classifier forgetting what it has learned in previous stages. We use CNNs

parametrized by Wt as base classifiers. Let fWt (·) denote the output of final fully connected layer

(without passing through sigmoid nonlinearity) of the CNN. In the previous introspective learning

frameworks [LJT17, JLT17], the classifier learning objective was to minimize the following

standard cross-entropy loss function on S+∪St
−:

L(Wt)=−{Ex+∼p+ lnσ[+ fWt (x
+)]+Ex−∼p−Wt

lnσ[− fWt (x
−)]}

where σ(·) denotes the sigmoid nonlinearity. Motivated by Section 2.3.2, in WINN training

we wish to minimize the following Wasserstein loss function by the stochastic gradient descent

algorithm via backpropagation:

L(Wt)=−
[
Ex+∼p+ fWt (x

+)−Ex−∼p−Wt
fWt (x

−)
]

(2.6)
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To enforce the function fWt to be 1-Lipschitz, we add the following gradient penalty term

[GAA+17] to L(Wt):

λEx̂∼px̂ [(∥∇x̂ fWt (x̂)∥2−1)2]

where x̂ = αx++(1−α)x−, x+ ∼ p+, x− ∼ p−Wt
, and α∼U [0,1].

Synthesis-step. Obtaining increasingly difficult pseudo-negative samples is an integral

part of the introspective learning framework, as it is crucial for tightening the decision boundary.

To this end, we develop an efficient sampling procedure under the Wasserstein formulation. After

the classification-step, we obtain the following distribution of pseudo-negatives:

p−Wt
(x) =

1
Zt

exp{ fWt (x)} · p
−
0 (x), t = 1, . . . ,T (2.7)

where Zt =
∫

exp{ fWt (x)} · p
−
0 (x)dx; the initial distribution p−0 (x) is a Gaussian distribution

G(x;0,σ2) or the distribution defined in Appendix D. We find that the distribution of Appendix D

encourages the diversity of sampled images.

The following equivalence is shown in [LJT17, JLT17]:

p(y =+1|x;Wt)

p(y =−1|x;Wt)
= exp{ fWt (x)}. (2.8)

The sampling strategy of [LJT17] was to carry out gradient ascent on the term ln p(y=+1|x;Wt)
p(y=−1|x;Wt)

. In

Lemma 1 we chose f (x) to be ln p+(x)
p−W(x) . Using Bayes’ rule, it is easy to see that ∇ ln p(y=+1|x;Wt)

p(y=−1|x;Wt)

is loosely connected to ∇ ln p+(x)
p−Wt

(x) . Also, [ACB17, GAA+17] argue that fWt (x) correlates with

the quality of the sample x. This motivates us to use the following sampling strategy. After

initializing x by drawing a fair sample from p−0 (x), we increase fWt (x) using gradient ascent on

the image x via backpropagation. Specifically, as shown in [WT11], we can obtain fair samples
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from the distribution p−Wt
using the following update rule:

∆x =
ε

2
∇ fWt (x)+η

where ε is a time-varying step size and η is a random variable following the Gaussian distribution

N(0,ε). Gaussian noise term is added to make samples cover the full distribution. Inspired by

[IZZE17], we found that injecting noise in the image space could be substituted by applying

Dropout to the higher layers of CNN. In practice, we were able obtain the samples of enough

diversity without step size annealing and noise injection.

As an early stopping criterion, we empirically find that the following is effective: (1) we measure

the minimum and maximum fWt (·) of positive examples; (2) we set the early stopping threshold

to a random number from the uniform distribution between these two numbers. Intuitively, by

matching the value of fWt (·) positives and pseudo-negatives, we expect to obtain pseudo-negative

samples that match the quality of positive samples.

2.4.2 Expanding model capacity

In practice, we find that the version with the single classifier – which we call WINN-

single – is expressive enough to capture the generative distribution under variety of applications.

The introspective learning formulation [Tu07, LJT17, JLT17] allows us to model more complex

distributions by adding a sequence of cascaded classifiers parameterized by (W1, . . . ,WK). Then,

we can model the distribution as:

p−
Wk(x) =

1
Zt

exp{ fWk(x)} · p−Wk−1(x), k = 2, . . . ,K (2.9)

In the next sections, we demonstrate the modeling capability of WINN under cascaded classifiers,

as well as its agnosticy to the type of base classifier.
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2.4.3 GAN’s discriminator vs. WINN’s classifier

(a) WGAN-GP discriminator (b) WINN-single

Figure 2.3: Synthesized images from the discriminators of WGAN and WINN trained on
the CelebA dataset. Both use the same ResNet architecture for the discriminator as the one
adopted in [GAA+17].

GAN uses the competing discriminator and the generator whereas WINN maintains a

single model being both generative and discriminative. Some general comparisons between GAN

and INN have been provided in [LJT17, JLT17]. Below we make a few additional observations

that are worth future exploration and discussions.

• First, the generator of GAN is a cost-effective option for image patch synthesis, as it works in a

feed-forward fashion. However the generator of GAN is not meant to be trained as a classifier to

perform the standard classification task, while the generator in the introspective framework is also a

strong classifier. Section 2.5.6 shows WINN to have significant robustness to external adversarial

examples.

• Second, the discriminator in GAN is meant to be a critic but not a generator. To show whether

or not the discriminator in GAN can also be used as a generator, we train WGAN-GP [GAA+17]

on the CelebA face dataset. Using the same CNN architecture (ResNet from [GAA+17]) that was

used as GAN’s discriminator, we also train a WINN-single model, making GAN’s discriminator

and WINN-single to have the identical CNN architecture. Applying the sampling strategy to

WGAN-GP’s discriminator allows us to synthesize image form WGAN-GP’s discriminator as well

and we show some samples in Figure 2.3 (a). These synthesized images are not like faces, yet

they have been classified by the discriminator of WGAN-GP as “real” faces; this demonstrates the

separation between the generator and the discriminator in GAN. In contrast, images synthesized by
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WINN-single’s CNN classifier are faces like, as shown in Figure 2.3 (b).

• Third, the discriminator of GAN may not be used as a direct discriminative classifier for the standard

supervised learning task. As shown and discussed in ICN [JLT17], the introspective framework has

the ability of classification for discriminator.

2.5 Experiments

2.5.1 Implementation

Classification-step. For training the discriminator network, we use Adam [KB15] with

a mini-batch size of 100. The learning rate was set to 0.0001. We set β1 = 0.0, and β2 = 0.9,

inspired by [GAA+17]. Each batch consists of 50 positive images sampled from the set of

positives S+ and 50 pseudo-negative images sampled from the set of pseudo-negatives S−. In

each iteration, we limit total number of training images to 10,000.

Synthesis-step. For synthesizing pseudo-negative images via back-propagation, we

perform gradient ascent on the image space. In the first cascade, each image is initialized with a

noise sampled from the distribution described in Appendix D. In the later cascades, images are

initialized with the images sampled from the last cascade. We use Adam with a mini-batch size

of 100. The learning rate was set to 0.01. We set β1 = 0.9, and β2 = 0.99.

2.5.2 Texture modeling

We evaluate the texture modeling capability of WINN. For a fair comparison, we use the

same 7 texture images presented in [GEB15a] where each texture image has a size of 256 × 256.

We follow the training method of Section 2.5.1 except that positive images are constructed by

cropping 64 × 64 patches from the source texture image at random positions. We use network

architecture of Appendix C. After training is done on the 64×64 patch-based model, we try to

synthesize texture images of arbitrary size using the anysize-image-generation method following

17



Input    Gatys et al. TextureNet INNg-single    INNg WINN-single (ours)         

Figure 2.4: More texture synthesis results. Gatys et al. [GEB15a] and TextureNets [ULVL16]
results are from [ULVL16].
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[LJT17]. During the synthesis process, we keep a single working image of size 320×320. Note

that we expand the image so that center 256×256 pixels are covered with equal probability. In

each iteration, we sample 200 patches from the working image, and perform gradient ascent

on the chosen patches. For the overlapping pixels between patches, we take the average of the

gradients assigned to such pixels. We show synthesized texture images in Figure 2.2 and 2.4.

WINN-single shows a significant improvement over INNg-single and comparable results to INNg

(using 20 CNNs). It is worth noting that [GEB15b, ULVL16] leverage rich features of VGG-19

network pretrained on ImageNet. WINN and INNg instead train networks from scratch.

2.5.3 CelebA face modeling

Real data DCGAN INNg-single

INNg WINN-single (ours) WINN-4CNNs (ours)

Figure 2.5: Images generated by various models trained on CelebA.

The CelebA dataset [LLWT15] consists of 202,599 face images of celebrities. This

dataset has been widely used in the previous generative modeling works since it contains large

pose variations and background clutters. The network architecture adopted here is described

in Appendix C. In Figure 2.5, we show some synthesized face images using WINN-single and
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WINN, as well as those by DCGAN [RMC16b], INNg-single, and INNg [LJT17]. WINN-single

attains image quality even higher than that of INNg (12 CNNs).

2.5.4 SVHN modeling

Real data DCGAN INNg-single INNg WINN-single (ours) WINN-4CNNs
(ours)

Figure 2.6: Images generated by various models trained on SVHN. DCGAN [RMC16b]
result is from [LJT17].

SVHN [NWC+11] consists of 32× 32 images from Google Street View. It contains

73,257 training images, 26,032 test images, and 531,131 extra images. We use only the training

images for the unsupervised SVHN modeling. We use the ResNet architecture described in

[GAA+17]. Generated images by WINN-single and WINN (4 CNN classifiers) as well as

DCGAN and INN are shown in Figure 2.6. The improvement of WINN over INNg is evident.

2.5.5 CIFAR-10 modeling
Table 2.1: Inception score on CIFAR-10. “-L” in Improved GANs means without labels.

Method Score
Real data 11.95± .20
WGAN-GP [GAA+17] 7.86± .07
WGAN [ACB17] 5.88± .07
DCGAN [RMC16b] (in [HLP+17]) 6.16± .07
ALI [DBP+17] (in [WFB17]) 5.34± .05
Improved GANs (-L) [SGZ+16a] 4.36± .04
INNg-single [LJT17] 1.95± .01
INNg [LJT17] 3.04± .02
WINN-single (ours) 4.62± .05
WINN-5CNNs (ours) 5.58± .05

CIFAR-10 [KNHa] consists of 50,000 training images and 10,000 test images of size

32× 32 in 10 classes. We use training images augmented by horizontal flips [KSH12] for
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unsupervised CIFAR-10 modeling. We use the ResNet given in [GAA+17]. Figure 2.7 shows

generated images by various models.

Real data DCGAN WINN-single (ours) WINN-5CNNs (ours)

Figure 2.7: Images generated by models trained on CIFAR-10.

To measure the semantic discriminability, we compute the Inception scores [SGZ+16a] on

50,000 generated images. WINN shows its clear advantage over INN. WINN-5CNNs produces a

result close to WGAN but there is still a gap to the state-of-the-art results by WGAN-GP.

2.5.6 Image classification and adversarial examples

To demonstrate the robustness of WINN as a discriminative classifier, we present experi-

ments on the supervised classification tasks.

Training Methods. We add the Wasserstein loss term to the ICN [JLT17] loss function,

obtaining the following:

L(Wt) = −∑xi∈S+ ln exp{w
(1)yi
t ·φ(xi;w

(0)
t )}

∑
K
k=1 exp{w(1)k

t ·φ(xi;w
(0)
t )}

+α

(
∑xi∈St

−
fWt (xi)−∑xi∈S+ fWt (xi)

+λEx̂∼px̂ [(∥∇x̂ fWt (x̂)∥2−1)2]

)

where Wt =< w(0)
t ,w(1)1

t , ...,w(1)K
t >, w(0)

t denotes the internal parameters for the CNN, and

w(1)k
t denotes the top-layer weights for the k-th class. In the experiments, we set the weight of the

WINN loss, α, to 0.01. We use the vanilla network architecture resembling [JLT17] as the baseline
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Table 2.2: Test errors on MNIST and SVHN. When training on SVHN, we only use training
set. All results except WINN-single and baseline ResNet-32 are from [JLT17]. [JLT17] adopted
DCGAN [RMC16b] discriminator as their CNN architecture. The advantage of WINN over a
vanilla CNN is evident. When applied to a stronger baseline such as ResNet-32, WINN is not
losing ResNet’s superior classification capability in standard supervised classification, while
attaining special generative capability and robustness to adversarial attacks (see Table 2.3 and
2.4) that do not exist in ResNet. The images below on the right are the generated samples by the
corresponding WINN (ResNet-32) classifiers reported in the table.

Method Error
MNIST

Baseline vanilla CNN (4 layers) 0.89%
ICN [JLT17] 0.81%

WINN-single vanilla (ours) 0.67%
Baseline ResNet-32 0.45%

WINN-single ResNet-32 (ours) 0.48%
SVHN

Baseline ResNet-32 4.64%
WINN-single ResNet-32 (ours) 4.50%

CNN, which has less filters and parameters than the one in [JLT17]. We also use a ResNet-32

architecture with Layer Normalization [BKH16] on MNIST and SVHN. In the classification-step,

we use Adam with a fixed learning rate of 0.001, β1 of 0.0. In the synthesis-step, we use the

Adam optimizer with a learning rate of 0.02 and β1 of 0.9. Table 2.2 shows the errors on MNIST

and SVHN.
Table 2.3: Adversarial examples comparison between the baseline CNN and WINN on
MNIST. We first generate N adversarial examples using method A and count the number of
adversarial examples misclassified by A (= NA). Adversarial error of A is defined as test
error rate against adversarial examples (= NA/N). Then among A’s mistakes, we count the
number of adversarial examples misclassified by B (= NA∩B). Then error correction rate by B
is 1−NA∩B/NA. ↑ means higher the better; ↓ means lower the better. The comparisons are made
in two groups: the first group builds on top a vanilla 4 layer CNN and the second group adopts
ResNet-32. Note that the corresponding errors for these classifiers on the standard MNIST
supervised classification task can be seen in Table 2.2.

Adversarial error Correction rate Correction rate
Method of Method ↓ by Method ↑ by Baseline ↓

Baseline vanilla CNN 32.41% - -
ICN [JLT17] 19.02% 52.58% 58.68%

WINN-single vanilla (ours) 7.99% 90.00% 46.93%
Baseline ResNet-32 11.28% - -

WINN-single ResNet-32 (ours) 2.05% 89.68% 43.69%
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Robustness to adversarial examples. It is argued in [GPAM+14b] that discriminative

CNN’s vulnerability to adversarial examples primarily arises due to its linear nature. Since the

reclassification-by-synthesis process helps tighten the decision boundary (Figure 2.1), one might

expect that CNNs trained with the WINN algorithm are more robust to adversarial examples.

Note that unlike existing methods for adversarial defenses [GSS15, KGB17], our method does

not train networks with specific types of adversarial examples. With test images of MNIST

and SVHN, we adopt “fast gradient sign method” [GPAM+14b] (ε = 0.125 for MNIST and

ε = 0.005 for SVHN) to generate adversarial examples clipped to range [−1,1], which differs

from [JLT17]. We experiment with two networks having the same architecture and only differing

in training method (the standard cross-entropy loss vs. the WINN procedure). We call the former

as the baseline CNN. We summarize the results in Table 2.3. Compared to ICN [JLT17], WINN

significantly reduces the adversarial error to 7.99% and improves the correction rate to 90.00%.

In addition, we have adopted the ResNet-32 architecture into WINN. See Table 2.3 and 2.4. We

still obtain the adversarial error reduction and correction rate improvement on MNIST and SVHN

(ε = 0.005) with ResNet-32. Our observation is that WINN is not necessarily improving over a

strong baseline for the supervised classification task but its advantage on adversarial attacks is

evident.

Table 2.4: Adversarial examples comparison between the baseline ResNet-32 [HZRS16]
and WINN on SVHN. Note that the corresponding errors for these classifiers on the standard
supervised SVHN classification task can be seen in Table 2.2.

Adversarial error Correction rate Correction rate
Method of Method by Method ↑ by Baseline ↓

Baseline ResNet-32 29.29% - -
WINN-single ResNet-32 (ours) 19.53% 74.39% 51.37%

2.5.7 Agnostic to different architectures

In Figure 2.8, we demonstrate our algorithm being agnostic to the type of classifier,

by varying network architectures to ResNet [HZRS16] and DenseNet [HLvdMW17]. Little
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modification was required to adapt two architectures for WINN.

WINN-single (ResNet-13) WINN-single (DenseNet-20)

Figure 2.8: Synthesized CelebA images with varying network architectures. We use a single
CNN for each experiment.

2.6 Conclusion

In this chapter, we have introduced Wasserstein introspective neural networks (WINN)

that produce encouraging results as a generator and a discriminative classifier at the same time.

WINN is able to achieve model size reduction over the previous introspective neural networks

(INN) by a factor of 20. In most of the images shown in the chapter, we find a single CNN

classifier in WINN being sufficient to produce visually appealing images as well as significant

error reduction against adversarial examples. WINN is agnostic to the architecture design of

CNN and we demonstrate results on three networks including a vanilla CNN, ResNet [HZRS16],

and DenseNet [HLvdMW17] networks where popular CNN discriminative classifiers are turned

into generative models under the WINN procedure. WINN can be adopted in a wide range of

applications in computer vision such as image classification, recognition, and generation.
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Chapter 3

ViTGAN: Training GANs with Vision

Transformers

3.1 Introduction

Convolutional neural networks (CNNs) [LBD+89a] are dominating computer vision today,

thanks to their powerful capability of convolution (weight-sharing and local-connectivity) and

pooling (translation equivariance). Recently, however, Transformer architectures [VSP+17] have

started to rival CNNs in many vision tasks.

In particular, Vision Transformers (ViTs) [DBK+21], which interpret an image as a

sequence of tokens (analogous to words in natural language), have been shown to achieve

comparable classification accuracy with smaller computational budgets (i.e, fewer FLOPs) on

the ImageNet benchmark. Unlike CNNs, ViTs capture a different inductive bias through self-

attention where each patch is attended to all patches of the same image. ViTs, along with their

variants [TCD+20, THK+21], though still in their infancy, have demonstrated advantages in

modeling non-local contextual dependencies [RBK21, SGLS21] as well as promising efficiency

and scalability. Since their recent inception, ViTs have been used in various tasks such as object
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detection [BKT+20], video recognition [BWT21, ADH+21], multitask pre-training [CWG+20],

etc.

In this paper, we examine whether Vision Transformers can perform the task of image

generation without using convolution or pooling, and more specifically, whether ViTs can be used

to train generative adversarial networks (GANs) with comparable quality to CNN-based GANs.

While we can naively train GANs following the design of the standard ViT [DBK+21], we find

that GAN training becomes highly unstable when coupled with ViTs, and that adversarial training

is frequently hindered by high-variance gradients in the later stage of discriminator training.

Furthermore, conventional regularization methods such as gradient penalty [GAA+17, MNG18],

spectral normalization [MKKY18] cannot resolve the instability issue, even though they are

proved to be effective for CNN-based GAN models (shown in Fig. 3.4). As unstable training

is uncommon in the CNN-based GANs training with appropriate regularization, this presents a

unique challenge to the design of ViT-based GANs.

We propose several necessary modifications to stabilize the training dynamics and facilitate

the convergence of ViT-based GANs. In the discriminator, we design an improved spectral

normalization that enforces Lipschitz continuity for stabilizing the training dynamics. In the

generator, we propose two key modifications to the layer normalization and output mapping layers

after studying several architecture designs. Our ablation experiments validate the necessity of the

proposed techniques and their central role in achieving stable and superior image generation.

The experiments are conducted on three public image synthesis benchmarks: CIFAR-

10, CelebA, and LSUN bedroom. The results show that our model, named ViTGAN, yields

comparable performance to the leading CNN-based StyleGAN2 [KLA+20, ZLL+20] when

trained under the same setting. Moreover, we are able to outperform StyleGAN2 by combining

the StyleGAN2 discriminator with our ViTGAN generator.

Note that it is not our intention to claim ViTGAN is superior to the best-performing

GAN models such as StyleGAN2 + ADA [KAH+20] which are equipped with highly-optimized
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hyperparameters, architecture configurations, and sophisticated data augmentation methods.

Instead, our work aims to close the performance gap between the conventional CNN-based GAN

architectures and the novel GAN architecture composed of vanilla ViT layers. Furthermore, the

ablation in Table 3.4 shows the advantages of ViT’s intrinsic capability (i.e, adaptive connection

weight and global context) for image generation.

3.2 Related Work

Generative Adversarial Networks. Generative adversarial nets (GANs) [GPAM+14b]

model the target distribution using adversarial learning. It is typically formulated as a min-max

optimization problem minimizing some distance between the real and generated data distributions,

e.g, through various f -divergences [NCT16] or integral probability metrics (IPMs) [Mül97, SE20]

such as the Wasserstein distance [ACB17].

GAN models are notorious for unstable training dynamics. As a result, numerous efforts

have been proposed to stabilize training, thereby ensuring convergence. Common approaches

include spectral normalization [MKKY18], gradient penalty [GAA+17, MNG18, KAHK17],

consistency regularization [ZZOL20, ZSL+21], and data augmentation [ZLL+20, KAH+20,

ZZC+20, TTN+21]. These techniques are all designed inside convolutional neural networks

(CNN) and have been only verified in convolutional GAN models. However, we find that these

methods are insufficient for stabilizing the training of Transformer-based GANs. A similar finding

was reported in [CXH21] on a different task of pretraining. This paper introduces several novel

techniques to overcome the unstable adversarial training of Vision Transformers.

Vision Transformers. Vision Transformer (ViT) [DBK+21] is a convolution-free Trans-

former that performs image classification over a sequence of image patches. ViT demonstrates

the superiority of the Transformer architecture over the classical CNNs by taking advantage of

pretraining on large-scale datasets. Afterward, DeiT [TCD+20] improves ViTs’ sample efficiency
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using knowledge distillation as well as regularization tricks. MLP-Mixer [THK+21] further

drops self-attention and replaces it with an MLP to mix the per-location feature. In parallel, ViT

has been extended to various computer vision tasks such as object detection [BKT+20], action

recognition in video [BWT21, ADH+21], and multitask pretraining [CWG+20]. Our work is

among the first to exploit Vision Transformers in the GAN model for image generation.

Generative Transformers in Vision. Motivated by the success of GPT-3 [BMR+20], a

few pilot works study image generation using Transformer by autoregressive learning [CRC+20,

ERO21] or cross-modal learning between image and text [RPG+21]. These methods are different

from ours as they model image generation as a autoregressive sequence learning problem. On the

contrary, our work trains Vision Transformers in the generative adversarial training paradigm.

Recent work of [HZ21], embeds (cross-)attention module within the CNN backbone [KLA+20] in

a similar spirit to [ZGMO19]. The closest work to ours is TransGAN [JCW21], presenting a GAN

model based on Swin Transformer backbone [LLC+21]. Our approach is complementary to theirs

as we propose key techniques for training stability within the original ViT backbone [DBK+21].

3.3 Preliminaries: Vision Transformers (ViTs)

Vision Transformer [DBK+21] is a pure transformer architecture for image classification

that operates upon a sequence of image patches. The 2D image x ∈ RH×W×C is flattened into a

sequence of image patches, following the raster scan, denoted by xp ∈RL×(P2·C), where L = H×W
P2

is the effective sequence length and P×P×C is the dimension of each image patch.

Following BERT [DCLT19], a learnable classification embedding xclass is prepended to

the image sequence along with the added 1D positional embeddings Epos to formulate the patch
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embedding h0. The architecture of ViT follows the Transformer architecture [VSP+17].

h0 = [xclass; x1
pE; x2

pE; · · · ; xL
pE]+Epos, E ∈ R(P2·C)×D, Epos ∈ R(L+1)×D (3.1)

h′ℓ = MSA(LN(hℓ−1))+hℓ−1, ℓ= 1, . . . ,L (3.2)

hℓ = MLP(LN(h′ℓ))+h′ℓ, ℓ= 1, . . . ,L (3.3)

y = LN(h0
L) (3.4)

Equation 3.2 applies multi-headed self-attention (MSA). Given learnable matrices Wq,Wk,Wv

corresponding to query, key, and value representations, a single self-attention head is computed

by:

Attentionh(X) = softmax
(QK⊤√

dh

)
V, (3.5)

where Q = XWq, K = XWk, and V = XWv. Multi-headed self-attention aggregates

information from H self-attention heads by means of concatenation and linear projection:

MSA(X) = concatHh=1[Attentionh(X)]W+b.

3.4 Method

Fig. 3.1 illustrates the architecture of the proposed ViTGAN with a ViT discriminator and

a ViT-based generator. We find that directly using ViT as the discriminator makes the training

volatile. We introduce techniques to both generator and discriminator to stabilize the training

dynamics and facilitate the convergence: (1) regularization on ViT discriminator and (2) new

architecture for generator.
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Figure 3.1: Overview of the proposed ViTGAN framework. Both the generator and the
discriminator are designed based on the Vision Transformer (ViT). Discriminator score is derived
from the classification embedding (denoted as [*] in the Figure). The generator generates pixels
patch-by-patch based on patch embeddings.

3.4.1 Regularizing ViT-based discriminator

Enforcing Lipschitzness of Transformer Discriminator. Lipschitz continuity plays a

critical role in GAN discriminators. It was first brought to attention as a condition to approx-

imate the Wasserstein distance in WGAN [ACB17], and later was confirmed in other GAN

settings [FRL+18, MKKY18, ZGMO19] beyond the Wasserstein loss. In particular, [ZLS+19]

proves that Lipschitz discriminator guarantees the existence of the optimal discriminative function

as well as the existence of a unique Nash equilibrium. A very recent work [KPM21], however,

shows that Lipschitz constant of standard dot product self-attention (i.e, Equation 3.5) layer can

be unbounded, rendering Lipschitz continuity violated in ViTs. To enforce Lipschitzness of

our ViT discriminator, we adopt L2 attention proposed in [KPM21]. As shown in Equation 3.6,

we replace the dot product similarity with Euclidean distance and also tie the weights for the
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projection matrices for query and key in self-attention:

Attentionh(X) = softmax
(
−

d(XWq,XWk)√
dh

)
XWv, where Wq = Wk, (3.6)

Wq, Wk, and Wv are the projection matrices for query, key, and value, respectively. d(·, ·)

computes vectorized L2 distances between two sets of points.
√

dh is the feature dimension

for each head. This modification improves the stability of Transformers when used for GAN

discriminators.

Improved Spectral Normalization. To further strengthen the Lipschitz continuity, we

also apply spectral normalization (SN) [MKKY18] in the discriminator training. The standard

SN uses power iterations to estimate spectral norm of the projection matrix for each layer in the

neural network. Then it divides the weight matrix with the estimated spectral norm, so Lipschitz

constant of the resulting projection matrix equals 1. We find Transformer blocks are sensitive to

the scale of Lipschitz constant, and the training exhibits very slow progress when the SN is used

(c.f Table 3.3b). Similarly, we find R1 gradient penalty cripples GAN training when ViT-based

discriminators are used (c.f Figure 3.4). [DCL21] suggests that the small Lipschitz constant of

MLP block may cause the output of Transformer collapse to a rank-1 matrix. To resolve this, we

propose to increase the spectral norm of the projection matrix.

We find that multiplying the normalized weight matrix of each layer with the spectral

norm at initialization is sufficient to solve this problem. Concretely, we use the following update

rule for our spectral normalization, where σ computes the standard spectral norm of weight

matrices:

W̄ISN(W) := σ(Winit) ·W/σ(W). (3.7)

Overlapping Image Patches. ViT discriminators are prone to overfitting due to their

exceeding learning capacity. Our discriminator and generator use the same image representation
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that partitions an image as a sequence of non-overlapping patches according to a predefined grid

P×P. These arbitrary grid partitions, if not carefully tuned, may encourage the discriminator to

memorize local cues and stop providing meaningful loss for the generator. We use a simple trick to

mitigate this issue by allowing some overlap between image patches. For each border edge of the

patch, we extend it by o pixels, making the effective patch size (P+2o)× (P+2o), where o = P
2 .

This operation has a connection to a convolution operation with kernel (P+2o)× (P+2o) and

stride P×P. Note that the extraction of (non-overlapping) patches in the Vanilla ViT [DBK+21]

also has a connection to a convolution operation with kernel P×P and stride P×P.

This results in a sequence with the same length but less sensitivity to the predefined grids.

It may also give the Transformer a better sense of which ones are neighboring patches to the

current patch, hence giving a better sense of locality.

Convolutional Projection. To allow Transformers to leverage local context as well as

global context, we apply convolutions when computing Q,K,V in Equation 3.5. While variants

of this idea were proposed in [WXC+21, GHW+21], we find the following simple option works

well: we apply 3×3 convolution after reshaping image token embeddings into a feature map of

size H
P ×

W
P ×D. We note that this formulation does not harm the expressiveness of the original

Transformer, as the original Q,K,V projection can be recovered by using the identity convolution

kernel.

3.4.2 Generator Design

Designing a generator based on the ViT architecture is a nontrivial task. A challenge is

converting ViT from predicting a set of class labels to generating pixels over a spatial region.

Before introducing our model, we discuss two plausible baseline models, as shown in Fig. 3.2 (A)

and 3.2 (B). Both models swap ViT’s input and output to generate pixels from embeddings,

specifically from the latent vector w derived from a Gaussian noise vector z by an MLP, i.e,

w = MLP(z) (called mapping network [KLA19] in Fig. 3.2). The two baseline generators differ

33



Embedding

w

(B)

1 2 3 N...

(A)  

1 2 3 N...

Transformer Encoder

0 w1 w 2 w 3 w ... N w

Latent z

Mapping  Network

Norm

Multi-Head Attention

Norm

MLP

+

+

w

A

(C) 

Self-Modulated LayerNorm 

in Transformer Encoder

L x

...

Mapping  Network Mapping  Network

Transformer Encoder Transformer Encoder

Latent zLatent z

A

A...

M
L

P

...

M
L

P

M
L

P

M
L

PFourier 

Embedding 

E
fou 

(x, y)

M
L

P

...

M
L

P

M
L

P

M
L

P

...

M
L

P

...

M
L

P

M
L

P

M
L

P

Figure 3.2: Generator Architecture Variants. The diagram on the left shows three generator
architectures we consider: (A) adding intermediate latent embedding w to every positional
embedding, (B) prepending w to the sequence, and (C) replacing normalization with self-
modulated layernorm (SLN) computed by learned affine transform (denoted as A in the figure)
from w. On the right, we show the details of the self-modulation operation applied in the
Transformer block.

in their input sequences. Fig. 3.2 (A) takes as input a sequence of positional embeddings and

adds the intermediate latent vector w to every positional embedding. Alternatively, Fig. 3.2 (B)

prepends the sequence with the latent vector. This design is inspired by inverting ViT where w is

used to replace the classification embedding h0
L in Equation 3.4.

To generate pixel values, a linear projection E ∈ RD×(P2·C) is learned in both models to

map a D-dimensional output embedding to an image patch of shape P×P×C. The sequence of

L = H×W
P2 image patches [xi

p]
L
i=1 are finally reshaped to form an whole image x.

These baseline transformers perform poorly compared to the CNN-based generator. We

propose a novel generator following the design principle of ViT. Our ViTGAN Generator, shown

in Fig. 3.2 (c), consists of two components (1) a transformer block and (2) an output mapping
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layer.

h0 = Epos, Epos ∈ RL×D, (3.8)

h′ℓ = MSA(SLN(hℓ−1,w))+hℓ−1, ℓ= 1, . . . ,L,w ∈ RD (3.9)

hℓ = MLP(SLN(h′ℓ,w))+h′ℓ, ℓ= 1, . . . ,L (3.10)

y = SLN(hL,w) = [y1, · · · ,yL] y1, . . . ,yL ∈ RD (3.11)

x = [x1
p, · · · ,xL

p] = [ fθ(E f ou,y1), . . . , fθ(E f ou,yL)] xi
p ∈ RP2×C,x ∈ RH×W×C (3.12)

The proposed generator incorporates two modifications to facilitate the training.

Self-Modulated LayerNorm. Instead of sending the noise vector z as the input to

ViT, we use z to modulate the layernorm operation in Equation 3.9. This is known as self-

modulation [CLHG19] since the modulation depends on no external information. The self-

modulated layernorm (SLN) in Equation 3.9 is computed by:

SLN(hℓ,w) = SLN(hℓ,MLP(z)) = γℓ(w)⊙ hℓ−µµµ
σσσ

+βℓ(w), (3.13)

where µµµ and σσσ track the mean and the variance of the summed inputs within the layer, and γl and

βl compute adaptive normalization parameters controlled by the latent vector derived from z. ⊙

is the element-wise dot product.

Implicit Neural Representation for Patch Generation. We use an implicit neural

representation [PFS+19, MON+19, TSM+20, SMB+20] to learn a continuous mapping from

a patch embedding yi ∈ RD to patch pixel values xi
p ∈ RP2×C. When coupled with Fourier

features [TSM+20] or sinusoidal activation functions [SMB+20], implicit representations can

constrain the space of generated samples to the space of smooth-varying natural signals. Con-

cretely, similarly to [ADK+21], xi
p = fθ(E f ou,yi) where E f ou ∈ RP2·D is a Fourier encoding

of P×P spatial locations and fθ(·, ·) is a 2-layer MLP. Each positional embedding is a linear
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projection of pixel coordinate followed by a sine activation function (hence the name Fourier

encoding). The pixel coordinates for P2 pixels are normalized to lie between −1.0 and 1.0.

The 2-layer MLP takes positional embedding E f ou as its input, and it is conditioned on patch

embedding yi via weight modulation as in [KLA+20, ADK+21]. We find implicit representation

to be particularly helpful for training GANs with ViT-based generators, c.f Table 3.3a.

The generator and discriminator can have different image grids and thus different sequence

lengths. We find that it is often sufficient to increase the sequence length or feature dimension of

only the discriminator when scaling our model to higher resolution images.

3.5 Experiments

We train and evaluate our model on various standard benchmarks for image generation,

including CIFAR-10 [KNHa], LSUN bedroom [YZS+15] and CelebA [LLWT15]. We consider

three resolution settings: 32×32, 64×64, and 128×128. We strive to use a consistent setup across

different resolutions and datasets, and as such, keep all key hyper-parameters, except for the

number of Transformer blocks and patch sizes, the same.

3.5.1 Experiment details

Datasets. The CIFAR-10 dataset [KNHa] is a standard benchmark for image generation,

containing 50K training images and 10K test images. Inception score (IS) [SGZ+16b] and Fréchet

Inception Distance (FID) [HRU+17] are computed over the 50K images. The LSUN bedroom

dataset [YZS+15] is a large-scale image generation benchmark, consisting of ∼3 million training

images and 300 images for validation. On this dataset, FID is computed against the training set

due to the small validation set. The CelebA dataset [LLWT15] comprises 162,770 unlabeled face

images and 19,962 test images. We use the aligned version of CelebA, which is different from

cropped version used in prior literature [RMC16a, JCW21].
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Implementation Details. We consider three resolution settings: 32×32 on the CIFAR

dataset, 64×64 on CelebA and LSUN bedroom, and 128×128 on LSUN bedroom. For 32×32

resolution, we use a 4-block ViT-based discriminator and a 4-block ViT-based generator. For

64×64 resolution, we increase the number of blocks to 6. Following ViT-Small [DBK+21],

the input/output feature dimension is 384 for all Transformer blocks, and the MLP hidden

dimension is 1,536. Unlike [DBK+21], we choose the number of attention heads to be 6. We

find increasing the number of heads does not improve GAN training. For 32×32 resolution, we

use patch size 4×4, yielding a sequence length of 64 patches. For 64×64 resolution, we simply

increase the patch size to 8×8, keeping the same sequence length as in 32×32 resolution. For

128×128 resolution generator, we use patch size 8×8 and 8 Transformer blocks. For 128×128

resolution discriminator, we maintain the sequence length of 64 and 4 Transformer blocks.

Similarly to [XSM+21], 3×3 convolutions with stride 2 were used until desired sequence length

is reached.

Translation, Color, Cutout, and Scaling data augmentations [ZLL+20, KAH+20] are

applied with probability 0.8. All baseline transformer-based GAN models, including ours, use

balanced consistency regularization (bCR) with λreal = λ f ake = 10.0. Other than bCR, we do

not employ regularization methods typically used for training ViTs [TCD+20] such as Dropout,

weight decay, or Stochastic Depth. We found that LeCam regularization [TJL+21], similar

to bCR, improves the performance. But for clearer ablation, we do not include the LeCam

regularization. We train our models with Adam with β1 = 0.0, β2 = 0.99, and a learning rate

of 0.002 following the practice of [KLA+20]. In addition, we employ non-saturating logistic

loss [GPAM+14b], exponential moving average of generator weights [KALL18], and equalized

learning rate [KALL18]. We use a mini-batch size of 128.

Both ViTGAN and StyleGAN2 are based on Tensorflow 2 implementation1 and trained

on Google Cloud TPU v2-32 and v3-8.

1https://github.com/moono/stylegan2-tf-2.x
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Table 3.1: Comparison to representative GAN architectures on unconditional image
generation benchmarks. ∗Results from the original papers. All other results are our replications
and trained with DiffAug [ZLL+20] + bCR for fair comparison. ↓ means lower is better.

Architecture
CIFAR 10 CelebA 64x64 LSUN 64x64 LSUN 128x128

FID ↓ IS ↑ FID ↓ IS ↑ FID ↓ IS ↑ FID ↓ IS ↑

BigGAN+ DiffAug [ZLL+20] 8.59∗ 9.25∗ - - - - - -
StyleGAN2 [KLA+20] 5.60 9.41 3.39 3.43 2.33 2.44 3.26 2.26

TransGAN [JCW21] 9.02∗ 9.26∗ - - - - - -
Vanilla-ViT 12.7 8.40 20.2 2.57 218.1 2.20 - -

ViTGAN (Ours) 4.92 9.69 3.74 3.21 2.40 2.28 2.48 2.26
StyleGAN2-D+ViTGAN-G (Ours) 4.57 9.89 - - 1.49 2.46 1.87 2.32

Positional Embedding. Each positional embedding of ViT networks is a linear projection

of patch position followed by a sine activation function. The patch positions are normalized to lie

between −1.0 and 1.0.

3.5.2 Main Results

Table 3.1 shows the main results on three standard benchmarks for image synthesis. Our

method is compared with the following baseline architectures. TransGAN [JCW21] is the only

existing convolution-free GAN that is entirely built on the Transformer architecture. Vanilla-ViT

is a ViT-based GAN that employs the generator illustrated in Fig. 3.2 (A) and a vanilla ViT

discriminator without any techniques discussed in Section 3.4.1. For a fair comparison, R1

penalty and bCR [ZSL+21] + DiffAug [ZLL+20] were used for this baseline. The architecture

with the generator illustrated in Fig. 3.2 (B) is separately compared in Table 3.3a. In addition,

BigGAN [BDS19] and StyleGAN2 [KLA+20] are also included as state-of-the-art CNN-based

GAN models.

Our ViTGAN model outperforms other Transformer-based GAN models by a large margin.

This stems from the improved stable GAN training on the Transformer architecture. As shown

in Fig. 3.4, our method overcomes the spikes in gradient magnitude and stabilizes the training
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Figure 3.4: (a-c) Gradient magnitude (L2 norm over all parameters) of ViT discriminator
and (d-f) FID score (lower the better) as a function of training iteration. Our ViTGAN are
compared with two baselines of Vanilla ViT discriminators with R1 penalty and spectral norm
(SN). The remaining architectures are the same for all methods. Our method overcomes the
spikes of gradient magnitude, and achieve lower FIDs (on CIFAR and CelebA) or a comparable
FID (on LSUN).

dynamics. This enables ViTGAN to converge to either a lower or a comparable FID on different

datasets.

ViTGAN achieves comparable performance to the leading CNN-based models, i.e Big-

GAN and StyleGAN2. Note that in Table 3.1, to focus on comparing the architectures, we use a

generic version of StyleGAN2. As shown in Fig. 3.3, the image fidelity of the best Transformer

baseline (Middle Row) has been notably improved by the proposed ViTGAN model (Last Row).

Even compared with StyleGAN2, ViTGAN generates images with comparable quality and di-

versity. Notice there appears to be a perceivable difference between the images generated by

Transformers and CNNs, e.gin the background of the CelebA images. Both the quantitative results

and qualitative comparison substantiate the efficacy of the proposed ViTGAN as a competitive

Transformer-based GAN model.
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Table 3.2: ViTGAN on CIFAR-10 when paired with CNN-based generators or discrimina-
tors.

Generator Discriminator FID ↓ IS ↑
ViTGAN ViTGAN 4.92 9.69
StyleGAN2 StyleGAN2 5.60 9.41

StyleGAN2 Vanilla-ViT 17.3 8.57
StyleGAN2 ViTGAN 8.02 9.15

ViTGAN StyleGAN2 4.57 9.89

3.5.3 Ablation Studies

We conduct ablation experiments on the CIFAR dataset to study the contributions of the

key techniques and verify the design choices in our model.
Compatibility with CNN-based GANs. In Table 3.2, we mix and match the generator

and discriminator of our ViTGAN and the leading CNN-based GAN: StyleGAN2. With the

StyleGAN2 generator, our ViTGAN discriminator outperforms the vanilla ViT discriminator.

Besides, our ViTGAN generator still works together with the StyleGAN2 discriminator. The

results show the proposed techniques are compatible with both Transformer-based and CNN-based

generators and discriminators.

Generator architecture. Table 3.3a shows GAN performances under three generator

architectures, as shown in Fig. 3.2. Fig. 3.2 (B) underperforms other architectures. We find that

Fig. 3.2 (A) works well but lags behind Fig. 3.2 (C) due to its instability. Regarding the mapping

between patch embedding and pixels, implicit neural representation (denoted as NeurRep in

Table 3.3a) offers consistently better performance than linear mapping, suggesting the importance

of implicit neural representation in the ViTGAN generators.

Discriminator regularization. Table 3.3b validates the necessity of the techniques

discussed in Section 3.4.1. First, we compare GAN performances under different regularization

methods. Training GANs with ViT discriminator under R1 penalty [MNG18] is highly unstable,

as shown in Fig. 3.4, sometimes resulting in complete training failure (indicated as IS=NaN in

Row 1 of Table 3.3b). Spectral normalization (SN) is better than R1 penalty. But SN still exhibits
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high-variance gradients and therefore suffers from low quality scores. Our L2+ISN regularization

improves the stability significantly (c.f Fig. 3.4) and achieves the best IS and FID scores as

a consequence. On the other hand, the overlapping patch is a simple trick that yields further

improvement over the L2+ISN method. However, the overlapping patch by itself does not work

well (see a comparison between Row 3 and 9). The above results validate the essential role of

these techniques in achieving the final performance of the ViTGAN model.

Table 3.3: Ablation studies of ViTGAN on CIFAR-10.

Embedding Output Mapping FID ↓ IS ↑

Fig 3.2 (A) Linear 14.3 8.60
Fig 3.2 (A) NeurRep 11.3 9.05
Fig 3.2 (B) Linear 328 1.01
Fig 3.2 (B) NeurRep 285 2.46
Fig 3.2 (C) Linear 15.1 8.58

Fig 3.2 (C) NeurRep 6.66 9.30

(a) Ablation studies of generator architectures.
NeurRep denotes implicit neural representation.
ViT discriminator without convolutional projec-
tion is used for this ablation.

Aug. Reg. Overlap Proj. FID ↓ IS ↑

✗ R1 ✗ ✗ 2e4 NaN
✗ R1 ✓ ✗ 129 4.99
✓ R1 ✓ ✗ 13.1 8.71

✗ SN ✗ ✗ 121 4.28
✓ SN ✗ ✗ 10.2 8.78
✓ L2+SN ✗ ✗ 168 2.36
✓ ISN ✗ ✗ 8.51 9.12
✓ L2+ISN ✗ ✗ 8.36 9.02
✓ L2+ISN ✓ ✗ 6.66 9.30

✓ L2+ISN ✓ ✓ 4.92 9.69

(b) Ablation studies of discrminator regulariza-
tion. ‘Aug.’, ‘Reg.’, ‘Overlap’ and ‘Proj.’ stand
for DiffAug [ZLL+20] + bCR [ZSL+21], and regu-
larization method, overlapping image patches, and
convolutional projection, respectively.

Necessity of self-attention. Two intrinsic advantages of ViTs over CNNs are (a) adaptive

connection weights based on both content and position, and (b) globally contextualized represen-

tation. We show the importance of each of them by ablation analysis in Table 3.4. We conduct

this ablation study on the LSUN Bedroom dataset considering that its large-scale (∼3 million

Table 3.4: Ablations studies of self-attention on LSUN Bedroom 32x32.

Method attention local global FID ↓
StyleGAN2 ✗ ✓ ✗ 2.59

ViT ✓ ✗ ✓ 1.94
MLP-Mixer ✗ ✗ ✓ 3.23
ViT-local ✓ ✓ ✗ 1.79

ViTGAN ✓ ✓ ✓ 1.57
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images) helps compare sufficiently trained vision transformers.

First, to see the importance of adapting connection weights, we maintain the network

topology (i.e, each token is connected to all other tokens) and use fixed weights between tokens as

in CNNs. We adopt the recently proposed MLP-Mixer [THK+21] as an instantiation of this idea.

By comparing the 2nd and 3rd rows of the table, we see that it is beneficial to adapt connection

weight between tokens. The result of MLP-Mixer on the LSUN Bedroom dataset suggests that the

deficiency of weight adaptation cannot be overcome by merely training on a large-scale dataset.

Second, to see the effect of self-attention scope (global v.s. local), we adopt a local

self-attention of window size=3×3 [RPV+19]. The ViT based on local attention (4th row in Table

3.4) outperforms the ones with global attention. This shows the importance of considering local

context (2nd row in Table 3.4). The ViT with convolutional projection (last row in Table 3.4) —

which considers both local and global contexts — outperforms other methods.

Effects of Data Augmentation. Table 3.5 presents the comparison of the Convolution-

based GAN architectures (BigGAN and StyleGAN2) and our Transformer-based architecture

(ViTGAN). This table complements the results in Table 1 of the main paper by a closer exami-

nation of the network architecture performance with and without using data augmentation. The

differentiable data augmentation (DiffAug) [ZLL+20] is used in this study.

As shown, data augmentation plays a more critical role in ViTGAN. This is not unexpected

because discriminators built on Transformer architectures are more capable of over-fitting or

memorizing the data. DiffAug increases the diversity of the training data, thereby mitigating

the overfitting issue in adversarial training. Nevertheless, with DiffAug, ViTGAN performs

comparably to the leading-performing CNN-based GAN models: BigGAN and StyleGAN2.

In addition, Table 3.5 includes the model performance without using the balanced consis-

tency regularization (bCR) [ZSL+21].
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Table 3.5: Effectiveness of data augmentation and regularization on the CIFAR-10 dataset.
ViTGAN results here are based on the ViT backbone without convolutional projection.

Method Data Augmentation Conv FID ↓ IS ↑

StyleGAN2 None Y 5.60 9.41
StyleGAN2 DiffAug Y 9.89 9.40

ViTGAN None N 30.72 7.75
ViTGAN DiffAug N 6.66 9.30
ViTGAN w/o. bCR DiffAug N 8.84 9.02

3.6 Conclusion and Limitations

We have introduced ViTGAN, leveraging Vision Transformers (ViTs) in GANs, and

proposed essential techniques to ensuring its training stability and improving its convergence. Our

experiments on standard benchmarks demonstrate that the presented model achieves comparable

performance to leading CNN-based GANs. Regarding the limitations, ViTGAN is a novel GAN

architecture consisting solely of Transformer layers. This could be improved by incorporating

advanced training (e.g, [JS21, SSK20]) or coarse-to-fine architectures (e.g, [LLC+21]) into the

ViTGAN framework. Besides, we have not verified ViTGAN on high-resolution images. Our

paper establishes a concrete baseline of ViT on resolutions up to 128×128 and we hope that it

can facilitate future research to use vision transformers for high-resolution image synthesis.
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Chapter 4

Meta-Learning with Differentiable Convex

Optimization

4.1 Introduction

The ability to learn from a few examples is a hallmark of human intelligence, yet it

remains a challenge for modern machine learning systems. This problem has received significant

attention from the machine learning community recently where few-shot learning is cast as a meta-

learning problem (e.g, [RL17, FAL17, VBL+16, SSZ17]). The goal is to minimize generalization

error across a distribution of tasks with few training examples. Typically, these approaches are

composed of an embedding model that maps the input domain into a feature space and a base

learner that maps the feature space to task variables. The meta-learning objective is to learn an

embedding model such that the base learner generalizes well across tasks.

While many choices for base learners exist, nearest-neighbor classifiers and their variants

(e.g, [SSZ17, VBL+16]) are popular as the classification rule is simple and the approach scales

well in the low-data regime. However, discriminatively trained linear classifiers often outperform

nearest-neighbor classifiers (e.g, [CKY08, MGE11]) in the low-data regime as they can exploit
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the negative examples which are often more abundant to learn better class boundaries. Moreover,

they can effectively use high dimensional feature embeddings as model capacity can be controlled

by appropriate regularization such as weight sparsity or norm.

Hence, in this paper, we investigate linear classifiers as the base learner for a meta-learning

based approach for few-shot learning. The approach is illustrated in Figure 4.1 where a linear

support vector machine (SVM) is used to learn a classifier given a set of labeled training examples

and the generalization error is computed on a novel set of examples from the same task. The key

challenge is computational since the meta-learning objective of minimizing the generalization

error across tasks requires training a linear classifier in the inner loop of optimization (see

Section 4.3). However, the objective of linear models is convex and can be solved efficiently.

We observe that two additional properties arising from the convex nature that allows efficient

meta-learning: implicit differentiation of the optimization [Bar18, GFC+16] and the low-rank

nature of the classifier in the few-shot setting. The first property allows the use of off-the-shelf

convex optimizers to estimate the optima and implicitly differentiate the optimality or Karush-

Kuhn-Tucker (KKT) conditions to train embedding model. The second property means that the

number of optimization variables in the dual formation is far smaller than the feature dimension

for few-shot learning.

To this end, we have incorporated a differentiable quadratic programming (QP) solver

[AK17] which allows end-to-end learning of the embedding model with various linear classi-

fiers, e.g, multiclass support vector machines (SVMs) [CS02] or linear regression, for few-shot

classification tasks. Making use of these properties, we show that our method is practical and

offers substantial gains over nearest neighbor classifiers at a modest increase in computational

costs (see Table 4.3). Our method achieves state-of-the-art performance on 5-way 1-shot and

5-shot classification for popular few-shot benchmarks including miniImageNet [VBL+16, RL17],

tieredImageNet [RRT+18], CIFAR-FS [BHTV19], and FC100 [ORL18].
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Figure 4.1: Overview of our approach, MetaOptNet. Schematic illustration of our method
MetaOptNet on an 1-shot 3-way classification task. The meta-training objective is to learn the
parameters φ of a feature embedding model fφ that generalizes well across tasks when used with
regularized linear classifiers (e.g, SVMs). A task is a tuple of a few-shot training set and a test
set (see Section 4.3 for details).

4.2 Related Work

Meta-learning studies what aspects of the learner (commonly referred to as bias or

prior) effect generalization across a distribution of tasks [Sch87, Thr98, VD02]. Meta-learning

approaches for few-shot learning can be broadly categorized these approaches into three groups.

Gradient-based methods [RL17, FAL17] use gradient descent to adapt the embedding model

parameters (e.g, all layers of a deep network) given training examples. Nearest-neighbor methods

[VBL+16, SSZ17] learn a distance-based prediction rule over the embeddings. For example,

prototypical networks [SSZ17] represent each class by the mean embedding of the examples,

and the classification rule is based on the distance to the nearest class mean. Another example is

matching networks [VBL+16] that learns a kernel density estimate of the class densities using

the embeddings over training data (the model can also be interpreted as a form of attention over

training examples). Model-based methods [MRCA18, MYMT18] learn a parameterized predictor

to estimate model parameters, e.g, a recurrent network that predicts parameters analogous to a few

steps of gradient descent in parameter space. While gradient-based methods are general, they are

prone to overfitting as the embedding dimension grows [MRCA18, RRS+19]. Nearest-neighbor
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approaches offer simplicity and scale well in the few-shot setting. However, nearest-neighbor

methods have no mechanisms for feature selection and are not very robust to noisy features.

Our work is related to techniques for backpropagation though optimization procedures.

Domke [Dom12] presented a generic method based on unrolling gradient-descent for a fixed

number of steps and automatic differentiation to compute gradients. However, the trace of the

optimizer (i.e, the intermediate values) needs to be stored in order to compute the gradients which

can be prohibitive for large problems. The storage overhead issue was considered in more detail

by Maclaurin et al. [MDA15] where they studied low precision representations of the optimization

trace of deep networks. If the argmin of the optimization can be found analytically, such as in

unconstrained quadratic minimization problems, then it is also possible to compute the gradients

analytically. This has been applied for learning in low-level vision problems [TLAF07, SR14].

A concurrent and closely related work [BHTV19] uses this idea to learn few-shot models using

ridge-regression base learners which have closed-form solutions. We refer readers to Gould et

al. [GFC+16] which provides an excellent survey of techniques for differentiating argmin and

argmax problems.

Our approach advocates the use of linear classifiers which can be formulated as convex

learning problems. In particular, the objective is a quadratic program (QP) which can be

efficiently solved to obtain its global optima using gradient-based techniques. Moreover, the

solution to convex problems can be characterized by their Karush-Kuhn-Tucker (KKT) conditions

which allow us to backpropagate through the learner using the implicit function theorem [KP12].

Specifically, we use the formulation of Amos and Kolter [AK17] which provides efficient GPU

routines for computing solutions to QPs and their gradients. While they applied this framework

to learn representations for constraint satisfaction problems, it is also well-suited for few-shot

learning as the problem sizes that arise are typically small.

While our experiments focus on linear classifiers with hinge loss and ℓ2 regularization,

our framework can be used with other loss functions and non-linear kernels. For example, the
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ridge regression learner used in [BHTV19] can be implemented within our framework allowing a

direct comparison.

4.3 Meta-learning with Convex Base Learners

We first derive the meta-learning framework for few-shot learning following prior work

(e.g, [SSZ17, RL17, FAL17]) and then discuss how convex base learners, such as linear SVMs,

can be incorporated.

4.3.1 Problem formulation

Given the training set Dtrain = {(xxxt ,yt)}T
t=1, the goal of the base learner A is to esti-

mate parameters θ of the predictor y = f (xxx;θ) so that it generalizes well to the unseen test set

Dtest = {(xxxt ,yt)}Q
t=1. It is often assumed that the training and test set are sampled from the

same distribution and the domain is mapped to a feature space using an embedding model fφ

parameterized by φ. For optimization-based learners, the parameters are obtained by minimizing

the empirical loss over training data along with a regularization that encourages simpler models.

This can be written as:

θ = A(Dtrain;φ) = argmin
θ

Lbase(Dtrain;θ,φ)+R (θ) (4.1)

where Lbase is a loss function, such as the negative log-likelihood of labels, and R (θ) is a

regularization term. Regularization plays an important role in generalization when training data

is limited.

Meta-learning approaches for few-shot learning aim to minimize the generalization error

across a distribution of tasks sampled from a task distribution. Concretely, this can be thought of as

learning over a collection of tasks: T = {(Dtrain
i ,Dtest

i )}I
i=1, often referred to as a meta-training
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set. The tuple (Dtrain
i ,Dtest

i ) describes a training and a test dataset, or a task. The objective is

to learn an embedding model φ that minimizes generalization (or test) error across tasks given a

base learner A. Formally, the learning objective is:

min
φ

ET
[
Lmeta(Dtest ;θ,φ),where θ = A(Dtrain;φ)

]
. (4.2)

Figure 4.1 illustrates the training and testing for a single task. Once the embedding model

fφ is learned, its generalization is estimated on a set of held-out tasks (often referred to as a

meta-test set) S = {(Dtrain
j ,Dtest

j )}J
j=1 computed as:

ES
[
Lmeta(Dtest ;θ,φ),where θ = A(Dtrain;φ)

]
. (4.3)

Following prior work [RL17, FAL17], we call the stages of estimating the expectation in Equa-

tion 4.2 and 4.3 as meta-training and meta-testing respectively. During meta-training, we keep an

additional held-out meta-validation set to choose the hyperparameters of the meta-learner and

pick the best embedding model.

4.3.2 Episodic sampling of tasks

Standard few-shot learning benchmarks such as miniImageNet [RL17] evaluate models

in K-way, N-shot classification tasks. Here K denotes the number of classes, and N denotes the

number of training examples per class. Few-shot learning techniques are evaluated for small

values of N, typically N ∈ {1,5}. In practice, these datasets do not explicitly contain tuples

(Dtrain
i ,Dtest

i ), but each task for meta-learning is constructed “on the fly" during the meta-training

stage, commonly described as an episode.

For example, in prior work [VBL+16, RL17], a task (or episode) i = (Dtrain
i ,Dtest

i )

is sampled as follows. The overall set of categories is Ctrain. For each episode, categories
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Ci containing K categories from the Ctrain are first sampled (with replacement); then training

(support) set Dtrain
i = {(xxxn,yn) | n = 1, . . . ,N×K,yn ∈Ci} consisting of N images per category is

sampled; and finally, the test (query) set Dtest
i = {(xxxn,yn) | n = 1, . . . ,Q×K,yn ∈Ci} consisting

of Q images per category is sampled.

We emphasize that we need to sample without replacement, i.e, Dtrain
i ∩Dtest

i = , to

optimize the generalization error. In the same manner, meta-validation set and meta-test set

are constructed on the fly from Cval and Ctest , respectively. In order to measure the embedding

model’s generalization to unseen categories, Ctrain, Cval , and Ctest are chosen to be mutually

disjoint.

4.3.3 Convex base learners

The choice of the base learner A has a significant impact on Equation 4.2. The base learner

that computes θ = A(Dtrain;φ) has to be efficient since the expectation has to be computed over a

distribution of tasks. Moreover, to estimate parameters φ of the embedding model the gradients

of the task test error Lmeta(Dtest ;θ,φ) with respect to φ have to be efficiently computed. This has

motivated simple base learners such as nearest class mean [SSZ17] for which the parameters of

the base learner θ are easy to compute and the objective is differentiable.

We consider base learners based on multi-class linear classifiers (e.g, support vector

machines (SVMs) [CS02, WW99], logistic regression, and ridge regression) where the base-

learner’s objective is convex. For example, a K-class linear SVM can be written as θ = {wwwk}K
k=1.

The Crammer and Singer [CS02] formulation of the multi-class SVM is:

θ = A(Dtrain;) = argmin
{wwwk}

min
{ξi}

1
2 ∑

k
||wwwk||22 +C∑

n
ξn

subject to

wwwyn · f(xxxn)−wwwk · f(xxxn)≥ 1−δyn,k−ξn, ∀n,k

(4.4)
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where Dtrain = {(xxxn,yn)}, C is the regularization parameter and δ·,· is the Kronecker delta

function.

Gradients of the SVM objective. From Figure 4.1, we see that in order to make

our system end-to-end trainable, we require that the solution of the SVM solver should be

differentiable with respect to its input, i.e, we should be able to compute { ∂θ

∂ f(xxxn)
}N×K

n=1 . The

objective of SVM is convex and has a unique optimum. This allows for the use of implicit

function theorem (e.g, [KP12, DR09, Bar18]) on the optimality (KKT) conditions to obtain the

necessary gradients. For the sake of completeness, we derive the form of the theorem for convex

optimization problems as stated in [Bar18]. Consider the following convex optimization problem:

minimize f0(θ,z)

subject to f (θ,z)⪯ 0

h(θ,z) = 0.

(4.5)

where the vector θ ∈ Rd is the optimization variable of the problem, the vector z ∈ Re is the

input parameter of the optimization problem, which is { fφ(xxxn)} in our case. We can optimize the

objective by solving for the saddle point (θ̃, λ̃, ν̃) of the following Lagrangian:

L(θ,λ,ν,z) = f0(θ,z)+λ
T f (θ,z)+ν

T h(θ,z). (4.6)

In other words, we can obtain the optimum of the objective function by solving g(θ̃, λ̃, ν̃,z) = 0

where

g(θ,λ,ν,z) =


∇θL(θ,λ,ν,z)

diag(λ) f (θ,z)

h(θ,z)

 . (4.7)

Given a function f (x) : Rn→ Rm, denote Dx f (x) as its Jacobian ∈ Rm×n.
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Theorem 2 (From Barratt [Bar18]) Suppose g(θ̃, λ̃, ν̃,z) = 0. Then, when all derivatives exist,

Dzθ̃ =−Dθg(θ̃, λ̃, ν̃,z)−1Dzg(θ̃, λ̃, ν̃,z). (4.8)

This result is obtained by applying the implicit function theorem to the KKT conditions.

Thus, once we compute the optimal solution θ̃, we can obtain a closed-form expression for

the gradient of θ̃ with respect to the input data. This obviates the need for backpropagating

through the entire optimization trajectory since the solution does not depend on the trajectory or

initialization due to its uniqueness. This also saves memory, an advantage that convex problems

have over generic optimization problems.

Time complexity. The forward pass (i.e, computation of Equation 4.4) using our approach

requires the solution to the QP solver whose complexity scales as O(d3) where d is the number of

optimization variables. This time is dominated by factorizing the KKT matrix required for primal-

dual interior point method. Backward pass requires the solution to Equation 4.8 in Theorem 2,

whose complexity is O(d2) given the factorization already computed in the forward pass. Both

forward pass and backward pass can be expensive when the dimension of embedding fφ is large.

Dual formulation. The dual formulation of the objective in Equation 4.4 allows us to

address the poor dependence on the embedding dimension and can be written as follows. Let

wwwk(
k) = ∑

n
α

k
n fφ(xxxn) ∀ k. (4.9)
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We can instead optimize in the dual space:

max
{k}

[
− 1

2 ∑
k
||wwwk(

k)||22 +∑
n

α
yn
n

]
subject to

α
yn
n ≤C, α

k
n ≤ 0 ∀k ̸= yn,

∑
k

α
k
n = 0 ∀n.

(4.10)

This results in a quadratic program (QP) over the dual variables {k}K
k=1. We note that the

size of the optimization variable is the number of training examples times the number of classes.

This is often much smaller than the size of the feature dimension for few-shot learning. We

solve the dual QP of Equation 4.10 using [AK17] which implements a differentiable GPU-based

QP solver. In practice (as seen in Table 4.3) the time taken by the QP solver is comparable to

the time taken to compute features using the ResNet-12 architectures so the overall speed per

iteration is not significantly different from those based on simple base learners such as nearest

class prototype (mean) used in Prototypical Networks [SSZ17].

Concurrent to our work, Bertinetto et al. [BHTV19] employed ridge regression as the base

learner which has a closed-form solution. Although ridge regression may not be best suited for

classification problems, their work showed that training models by minimizing squared error with

respect to one-hot labels works well in practice. The resulting optimization for ridge regression is

also a QP and can be implemented within our framework as:

max
{k}

[
− 1

2 ∑
k
||wwwk(

k)||22−
λ

2 ∑
k
||k||22 +2∑

n
α

yn
n

]
(4.11)

where wwwk is defined as Equation 4.9. A comparison of linear SVM and ridge regression in

Section 4.4 shows a slight advantage of the linear SVM formation.
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4.3.4 Meta-learning objective

To measure the performance of the model we evaluate the negative log-likelihood of the

test data sampled from the same task. Hence, we can re-express the meta-learning objective of

Equation 4.2 as:

Lmeta(Dtest ;θ,φ,γ) =

∑
(xxx,y)∈Dtest

[−γwwwy · fφ(xxx)+ log∑
k

exp(γwwwk · fφ(xxx))]
(4.12)

where θ = A(Dtrain;φ) = {wwwk}K
k=1 and γ is a learnable scale parameter. Prior work in few-shot

learning [ORL18, BHTV19, GK18] suggest that adjusting the prediction score by a learnable

scale parameter γ provides better performance under nearest class mean and ridge regression base

learners.

We empirically find that inserting γ is beneficial for the meta-learning with SVM base

learner as well. While other choices of test loss, such as hinge loss, are possible, log-likelihood

worked the best in our experiments.

4.4 Experiments

We first describe the network architecture and optimization details used in our experiments

(Section 4.4.1). We then present results on standard few-shot classification benchmarks including

derivatives of ImageNet (Section 4.4.2) and CIFAR (Section 4.4.3), followed by a detailed analysis

of the impact of various base learners on accuracy and speed using the same embedding network

and training setup (Section 4.4.4-4.4.6).

4.4.1 Implementation details

Meta-learning setup. We use a ResNet-12 network following [ORL18, MRCA18] in

our experiments. Let Rk denote a residual block that consists of three {3×3 convolution with k
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filters, batch normalization, Leaky ReLU(0.1)}; let MP denote a 2×2 max pooling. We use Drop-

Block regularization [GLL18], a form of structured Dropout. Let DB(k, b) denote a DropBlock

layer with keep_rate=k and block_size=b. The network architecture for ImageNet derivatives is:

R64-MP-DB(0.9,1)-R160-MP-DB(0.9,1)-R320- MP-DB(0.9,5)-R640-MP-DB(0.9,5), while

the network architecture used for CIFAR derivatives is: R64-MP-DB(0.9,1)-R160-MP-DB(0.9,1)

-R320-MP-DB(0.9,2)-R640-MP-DB(0.9,2). We do not apply a global average pooling after

the last residual block.

As an optimizer, we use SGD with Nesterov momentum of 0.9 and weight decay of

0.0005. Each mini-batch consists of 8 episodes. The model was meta-trained for 60 epochs,

with each epoch consisting of 1000 episodes. The learning rate was initially set to 0.1, and

then changed to 0.006, 0.0012, and 0.00024 at epochs 20, 40 and 50, respectively, following the

practice of [GK18].

During meta-training, we adopt horizontal flip, random crop, and color (brightness,

contrast, and saturation) jitter data augmentation as in [GK18, QLSY18]. For experiments on

miniImageNet with ResNet-12, we use label smoothing with ε = 0.1. Unlike [SSZ17] where they

used higher way classification for meta-training than meta-testing, we use a 5-way classification

in both stages following recent works [GK18, ORL18]. Each class contains 6 test (query) samples

during meta-training and 15 test samples during meta-testing. Our meta-trained model was chosen

based on 5-way 5-shot test accuracy on the meta-validation set.

Meta-training shot. For prototypical networks, we match the meta-training shot to

meta-testing shot following the usual practice [SSZ17, GK18]. For SVM and ridge regression,

we observe that keeping meta-training shot higher than meta-testing shot leads to better test

accuracies as shown in Figure 4.2. Hence, during meta-training, we set training shot to 15 for

miniImageNet with ResNet-12; 5 for miniImageNet with 4-layer CNN (in Table 4.3); 10 for

tieredImageNet; 5 for CIFAR-FS; and 15 for FC100.

Base-learner setup. For linear classifier training, we use the quadratic programming
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(QP) solver OptNet [AK17]. Regularization parameter C of SVM was set to 0.1. Regularization

parameter λ of ridge regression was set to 50.0. For the nearest class mean (prototypical networks),

we use squared Euclidean distance normalized with respect to the feature dimension.

Early stopping. Although we can run the optimizer until convergence, in practice we

found that running the QP solver for a fixed number of iterations (just three) works well in practice.

Early stopping acts an additional regularizer and even leads to a slightly better performance.

4.4.2 Experiments on ImageNet derivatives

The miniImageNet dataset [VBL+16] is a standard benchmark for few-shot image classi-

fication benchmark, consisting of 100 randomly chosen classes from ILSVRC-2012 [RDS+15].

These classes are randomly split into 64, 16 and 20 classes for meta-training, meta-validation,

and meta-testing respectively. Each class contains 600 images of size 84×84. Since the class

splits were not released in the original publication [VBL+16], we use the commonly-used split

proposed in [RL17].

The tieredImageNet benchmark [RRT+18] is a larger subset of ILSVRC-2012 [RDS+15],

composed of 608 classes grouped into 34 high-level categories. These are divided into 20

categories for meta-training, 6 categories for meta-validation, and 8 categories for meta-testing.

This corresponds to 351, 97 and 160 classes for meta-training, meta-validation, and meta-testing

respectively. This dataset aims to minimize the semantic similarity between the splits. All images

are of size 84×84.

Results. Table 4.1 summarizes the results on the 5-way miniImageNet and tieredImageNet.

Our method achieves state-of-the-art performance on 5-way miniImageNet and tieredImageNet

benchmarks. Note that LEO [RRS+19] make use of encoder and relation network in addition to

the WRN-28-10 backbone network to produce sample-dependent initialization of gradient descent.

TADAM [ORL18] employs a task embedding network (TEN) block for each convolutional layer –

which predicts element-wise scale and shift vectors.
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Table 4.1: Comparison to prior work on miniImageNet and tieredImageNet. Average
few-shot classification accuracies (%) with 95% confidence intervals on miniImageNet and
tieredImageNet meta-test splits. a-b-c-d denotes a 4-layer convolutional network with a, b, c,
and d filters in each layer. ∗Results from [RL17]. †Used the union of meta-training set and
meta-validation set to meta-train the meta-learner. “RR" stands for ridge regression.

miniImageNet 5-way tieredImageNet 5-way

model backbone 1-shot 5-shot 1-shot 5-shot
Meta-Learning LSTM∗ [RL17] 64-64-64-64 43.44 ± 0.77 60.60 ± 0.71 - -
Matching Networks∗ [VBL+16] 64-64-64-64 43.56 ± 0.84 55.31 ± 0.73 - -
MAML [FAL17] 32-32-32-32 48.70 ± 1.84 63.11 ± 0.92 51.67 ± 1.81 70.30 ± 1.75
Prototypical Networks∗† [SSZ17] 64-64-64-64 49.42 ± 0.78 68.20 ± 0.66 53.31 ± 0.89 72.69 ± 0.74
Relation Networks∗ [SYZ+18] 64-96-128-256 50.44 ± 0.82 65.32 ± 0.70 54.48 ± 0.93 71.32 ± 0.78
R2D2 [BHTV19] 96-192-384-512 51.2 ± 0.6 68.8 ± 0.1 - -
Transductive Prop Nets [LLP+19] 64-64-64-64 55.51 ± 0.86 69.86 ± 0.65 59.91 ± 0.94 73.30 ± 0.75
SNAIL [MRCA18] ResNet-12 55.71 ± 0.99 68.88 ± 0.92 - -
Dynamic Few-shot [GK18] 64-64-128-128 56.20 ± 0.86 73.00 ± 0.64 - -
AdaResNet [MYMT18] ResNet-12 56.88 ± 0.62 71.94 ± 0.57 - -
TADAM [ORL18] ResNet-12 58.50 ± 0.30 76.70 ± 0.30 - -
Activation to Parameter† [QLSY18] WRN-28-10 59.60 ± 0.41 73.74 ± 0.19 - -
LEO† [RRS+19] WRN-28-10 61.76 ± 0.08 77.59 ± 0.12 66.33 ± 0.05 81.44 ± 0.09
MetaOptNet-RR (ours) ResNet-12 61.41 ± 0.61 77.88 ± 0.46 65.36 ± 0.71 81.34 ± 0.52
MetaOptNet-SVM (ours) ResNet-12 62.64 ± 0.61 78.63 ± 0.46 65.99 ± 0.72 81.56 ± 0.53
MetaOptNet-SVM-trainval (ours)† ResNet-12 64.09 ± 0.62 80.00 ± 0.45 65.81 ± 0.74 81.75 ± 0.53

We also note that [RRS+19, QLSY18] pretrain the WRN-28-10 feature extractor [ZK16]

to jointly classify all 64 classes in miniImageNet meta-training set; then freeze the network during

the meta-training. [ORL18] make use of a similar strategy of using standard classification: they

co-train the feature embedding on few-shot classification task (5-way) and standard classification

task (64-way). In contrast, our system is meta-trained end-to-end, explicitly training the feature

extractor to work well on few-shot learning tasks with regularized linear classifiers. This strategy

allows us to clearly see the effect of meta-learning. Our method is arguably simpler and achieves

strong performance.
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4.4.3 Experiments on CIFAR derivatives

The CIFAR-FS dataset [BHTV19] is a recently proposed few-shot image classification

benchmark, consisting of all 100 classes from CIFAR-100 [KNHb]. The classes are randomly

split into 64, 16 and 20 for meta-training, meta-validation, and meta-testing respectively. Each

class contains 600 images of size 32×32.

The FC100 dataset [ORL18] is another dataset derived from CIFAR-100 [KNHb], con-

taining 100 classes which are grouped into 20 superclasses. These classes are partitioned into 60

classes from 12 superclasses for meta-training, 20 classes from 4 superclasses for meta-validation,

and 20 classes from 4 superclasses for meta-testing. The goal is to minimize semantic overlap

between classes similar to the goal of tieredImageNet. Each class contains 600 images of size

32×32.

Results. Table 4.2 summarizes the results on the 5-way classification tasks where our

method MetaOptNet-SVM achieves the state-of-the-art performance. On the harder FC100

dataset, the gap between various base learners is more significant, which highlights the advantage

of complex base learners in the few-shot learning setting.

4.4.4 Comparisons between base learners

Table 4.3 shows the results where we vary the base learner for two different embedding

architectures. When we use a standard 4-layer convolutional network where the feature dimension

is low (1600), we do not observe a substantial benefit of adopting discriminative classifiers for

few-shot learning. Indeed, nearest class mean classifier [MVPC13] is proven to work well under

a low-dimensional feature as shown in Prototypical Networks [SSZ17]. However, when the

embedding dimensional is much higher (16000), SVMs yield better few-shot accuracy than other

base learners. Thus, regularized linear classifiers provide robustness when high-dimensional

features are available.
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Table 4.2: Comparison to prior work on CIFAR-FS and FC100. Average few-shot clas-
sification accuracies (%) with 95% confidence intervals on CIFAR-FS and FC100. a-b-c-d
denotes a 4-layer convolutional network with a, b, c, and d filters in each layer. ∗CIFAR-FS
results from [BHTV19]. †FC100 result from [ORL18]. ¶Used the union of meta-training set
and meta-validation set to meta-train the meta-learner. “RR" stands for ridge regression.

CIFAR-FS 5-way FC100 5-way

model backbone 1-shot 5-shot 1-shot 5-shot
MAML∗ [FAL17] 32-32-32-32 58.9 ± 1.9 71.5 ± 1.0 - -
Prototypical Networks∗† [SSZ17] 64-64-64-64 55.5 ± 0.7 72.0 ± 0.6 35.3 ± 0.6 48.6 ± 0.6
Relation Networks∗ [SYZ+18] 64-96-128-256 55.0 ± 1.0 69.3 ± 0.8 - -
R2D2 [BHTV19] 96-192-384-512 65.3 ± 0.2 79.4 ± 0.1 - -
TADAM [ORL18] ResNet-12 - - 40.1 ± 0.4 56.1 ± 0.4
ProtoNets (our backbone) [SSZ17] ResNet-12 72.2 ± 0.7 83.5 ± 0.5 37.5 ± 0.6 52.5 ± 0.6
MetaOptNet-RR (ours) ResNet-12 72.6 ± 0.7 84.3 ± 0.5 40.5 ± 0.6 55.3 ± 0.6
MetaOptNet-SVM (ours) ResNet-12 72.0 ± 0.7 84.2 ± 0.5 41.1 ± 0.6 55.5 ± 0.6
MetaOptNet-SVM-trainval (ours)¶ ResNet-12 72.8 ± 0.7 85.0 ± 0.5 47.2 ± 0.6 62.5 ± 0.6

The added benefits come at a modest increase in computational cost. For ResNet-12,

compared to nearest class mean classifier, the additional overhead is around 13% for the ridge

regression base learner and around 30-50% for the SVM base learner. As seen in from Figure

4.2, the performance of our model on both 1-shot and 5-shot regimes generally increases with

increasing meta-training shot. This makes the approach more practical as we can meta-train the

embedding once with a high shot for all meta-testing shots.

As noted in the FC100 experiment, SVM base learner seems to be beneficial when the

semantic overlap between test and train is smaller. We hypothesize that the class embeddings

are more significantly more compact for training data than test data (e.g, see [YCBL14]); hence

flexibility in the base learner allows robustness to noisy embeddings and improves generalization.

4.4.5 Reducing meta-overfitting

Augmenting meta-training set. Despite sampling tasks, at the end of meta-training

MetaOptNet-SVM with ResNet-12 achieves nearly 100% test accuracy on all the meta-training
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Table 4.3: Effect of the base learner and embedding network architecture. Average few-shot
classification accuracy (%) and forward inference time (ms) per episode on miniImageNet
and tieredImageNet with varying base learner and backbone architecture. The former group
of results used the standard 4-layer convolutional network with 64 filters per layer used in
[VBL+16, SSZ17], whereas the latter used a 12-layer ResNet without the global average
pooling. “RR" stands for ridge regression.

miniImageNet 5-way tieredImageNet 5-way

1-shot 5-shot 1-shot 5-shot
model acc. (%) time (ms) acc. (%) time (ms) acc. (%) time (ms) acc. (%) time (ms)

4-layer conv (feature dimension=1600)
Prototypical Networks [MVPC13, SSZ17] 53.47±0.63 6±0.01 70.68±0.49 7±0.02 54.28±0.67 6±0.03 71.42±0.61 7±0.02

MetaOptNet-RR (ours) 53.23±0.59 20±0.03 69.51±0.48 27±0.05 54.63±0.67 21±0.05 72.11±0.59 28±0.06

MetaOptNet-SVM (ours) 52.87±0.57 28±0.02 68.76±0.48 37±0.05 54.71±0.67 28±0.07 71.79±0.59 38±0.08

ResNet-12 (feature dimension=16000)
Prototypical Networks [MVPC13, SSZ17] 59.25±0.64 60±17 75.60±0.48 66±17 61.74±0.77 61±17 80.00±0.55 66±18

MetaOptNet-RR (ours) 61.41±0.61 68±17 77.88±0.46 75±17 65.36±0.71 69±17 81.34±0.52 77±17

MetaOptNet-SVM (ours) 62.64±0.61 78±17 78.63±0.46 89±17 65.99±0.72 78±17 81.56±0.53 90±17

datasets except the tieredImageNet. To alleviate overfitting, similarly to [RRS+19, QLSY18], we

use the union of the meta-training and meta-validation sets to meta-train the embedding, keeping

the hyperparameters, such as the number of epochs, identical to the previous setting. In particular,

we terminate the meta-training after 21 epochs for miniImageNet, 52 epochs for tieredImageNet,

21 epochs for CIFAR-FS, and 21 epochs for FC100. Tables 4.1 and 4.2 show the results with

the augmented meta-training sets, denoted as MetaOptNet-SVM-trainval. On minImageNet,

CIFAR-FS, and FC100 datasets, we observe improvements in test accuracies. On tieredImageNet

dataset, the difference is negligible. We suspect that this is because our system has not yet

entered the regime of overfitting (In fact, we observe ∼94% test accuracy on tieredImageNet

meta-training set). Our results suggest that meta-learning embedding with more meta-training

“classes" helps reduce overfitting to the meta-training set.

Various regularization techniques. Table 4.4 shows the effect of regularization methods

on MetaOptNet-SVM with ResNet-12. We note that early works on few-shot learning [SSZ17,

FAL17] did not employ any of these techniques. We observe that without the use of regularization,
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Figure 4.2: Test accuracies (%) on meta-test sets with varying meta-training shot. Shaded
region denotes 95% confidence interval. In general, the performance of MetaOptNet-SVM on
both 1-shot and 5-shot regimes increases with increasing meta-training shot.

the performance of ResNet-12 reduces to the one of the 4-layer convolutional network with 64

filters per layer shown in Table 4.3. This shows the importance of regularization for meta-

learners. We expect that performances of few-shot learning systems would be further improved

by introducing novel regularization methods.

4.4.6 Efficiency of dual optimization

To see whether the dual optimization is indeed effective and efficient, we measure ac-

curacies on meta-test set with varying iteration of the QP solver. Each iteration of QP solver

[AK17] involves computing updates for primal and dual variables via LU decomposition of

KKT matrix. The results are shown in Figure 4.3. The QP solver reaches the optima of ridge

regression objective in just one iteration. Alternatively one can use its closed-form solution as

used in [BHTV19]. Also, we observe that for 1-shot tasks, the QP SVM solver reaches optimal

accuracies in 1 iteration, although we observed that the KKT conditions are not exactly satisfied
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Figure 4.3: Test accuracies (%) on miniImageNet meta-test set with varying iterations
of QP solver. The error bar denotes 95% confidence interval. Ridge regression base learner
(MetaOptNet-RR) converges in 1 iteration; SVM base learner (MetaOptNet-SVM) was run for
3 iterations.

yet. For 5-shot tasks, even if we run QP SVM solver for 1 iteration, we achieve better accuracies

than other base learners. When the iteration of SVM solver is limited to 1 iteration, 1 episode

takes 69 ± 17 ms for an 1-shot task, and 80 ± 17 ms for a 5-shot task, which is on par with

the computational cost of the ridge regression solver (Table 4.3). These experiments show that

solving dual objectives for SVM and ridge regression is very effective under few-shot settings.

4.5 Conclusion

In this paper, we presented a meta-learning approach with convex base learners for few-

shot learning. The dual formulation and KKT conditions can be exploited to enable computational

and memory efficient meta-learning that is especially well-suited for few-shot learning problems.

Linear classifiers offer better generalization than nearest-neighbor classifiers at a modest increase

in computational costs (as seen in Table 4.3). Our experiments suggest that regularized linear

models allow significantly higher embedding dimensions with reduced overfitting. For future

work, we aim to explore other convex base-learners such as kernel SVMs. This would allow the

ability to incrementally increase model capacity as more training data becomes available for a

task.
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Table 4.4: Ablation study. Various regularization techniques improves test accuracy (%)
on 5-way miniImageNet benchmark. We use MetaOptNet-SVM with ResNet-12 for results.
‘Data Aug.’, ‘Label Smt.’, and ‘Larger Data’ stand for data augmentation, label smoothing
on the meta-learning objective, and merged dataset of meta-training split and meta-test split,
respectively.

Data
Aug.

Weight
Decay

Drop
Block

Label
Smt.

Larger
Data 1-shot 5-shot

51.13 70.88
✓ 55.80 75.76

✓ 56.65 73.72
✓ ✓ 60.33 76.61
✓ ✓ ✓ 61.11 77.40
✓ ✓ ✓ ✓ 62.64 78.63
✓ ✓ ✓ ✓ ✓ 64.09 80.00
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Chapter 5

Conclusion

In this dissertation, I introduced approaches for learning priors on visual data and models.

First, I presented approached for generative modeling of visual data: Wasserstein introspective

neural networks and ViTGAN. In Chapter 2, we developed Wasserstein introspective neural

networks (WINN) that significantly improves training stability of prior energy-based models

[JLT17]. WINN is the first approach to produce near state-of-the-art as a generator and a discrim-

inative classifier at the same time. Our models’ significant error reduction against adversarial

examples suggest that learning priors on natural images is beneficial for discriminative classifiers.

In Chapter 3, we have introduced ViTGAN, leveraging Vision Transformers (ViTs) in GANs.

We developed essential techniques to improving its training stability and convergence. Our

experiments on standard benchmarks demonstrate that the presented model achieves comparable

performance to leading CNN-based GANs. Our method is the first one to show that generic

ViTs without image-specific architectural priors such as convolutions or pooling can be used

for learning image priors. Our paper establishes a concrete baseline of ViT on resolutions up

to 128×128 and we hope that it can facilitate future research to use vision transformers for

high-resolution image generation.

Second, I presented an approach for learning priors for visual learners. In Chapter 4,
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we developed a meta-learning approach with convex base learners for few-shot learning. We

showed the dual formulation and KKT conditions can be used to enable computational and

memory efficient meta-learning that is especially well-suited for few-shot learning problems.

Linear classifiers offer better generalization than nearest-neighbor classifiers at a modest increase

in computational costs. Our experiments suggest that regularized linear models allow signifi-

cantly higher embedding dimensions with reduced overfitting. After our work was published,

[RFKL19, LVD19] discovered that implicit differentiation can be used for general meta-learning

and hyperparameter optimization.
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