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Abstract

This study addresses two assumptions that have accompg@neniative phonology
from its inception, namely the binarity and phonetic groagdf features. It argues,
based on both theoretical and empirical grounds, for tr&emxce oh-ary phonological
relationships that are not necessarily grounded in a plodehension or parameter.
It presents, further, a model labelled Structural Optitgalhich combines represen-
tations of this type with Optimality-Theoretic grammars.

Four types of phenomena are presented as arguments fotusatu©ptimality:
chain shifts, circle shifts (i.e. circular chain shiftshgmnologically-driven ordering ef-
fects in coordinate compounds, and certain dissimilatfiects in reduplication. Each
of these phenomena present problems for theories thatsgparably tied to binarity,
strongly committed to phonetic grounding, or both.

Chain shifts have conventionally been hard to capture asghesprocess and have
presented difficulties to output-oriented phonologicalkdels like Optimality Theory.
This study raises another difficulty: phonetically grouthadain shifts may become
more and more arbitrary over time without loosing their oval structure. Structural
Optimality presents a solution to both of these problemsrbgting chain shifts as
traversals of scales, the essential component of whicheis fiigical structure rather
than their phonetic manifestation. This is done my invokingovel concept: direc-
tional anti-identity constraints, the class of constmititat require that elements be

higher on a scale than the elements to which they correspond.



An even more difficult problem for earlier theories of phamgpt has been that
of circle shifts. For Optimality Theory, especially, thds@ve been challenging since
one of the demonstrable properties of classical Barmonic Ascent“all unfaithful
mappings must be markedness-reducing,” explicitly rulgssach patterns. This study
demonstrates that circle shifts are actually more widesptiean has been traditionally
believed, are as phonological in nature as other phenonteltassed by phonologists,
and therefore must be engaged by phonological theory. éitllemonstrates that the
predictions made by contrast-preservation theories afecghifts—particularly, that
all circle shifts must involve neutralization—are not @ut, but that directional anti-
identity, as motivated by ordinary chain shifts, actualtggicts the existence of circle
shifts as well. That circle shifts may not involve neutration is demonstrated by
surveying the diverse set of tone circles found in diale€tSauthern Min (a Chinese
language). Structural Optimality analyses of circle shifom Xiamen Chinese, A-
Hmao, and Jingpho are presented, showing how this modelaganre all of these—
very different—patterns. The case of Jingpho is also seendiivate general scalar
anti-identity. Arguing for these many cases, this studgdsghat Harmonic Ascent is
not a property of natural languages.

Directional anti-identity is also shown to predict the ¢gixe of another phe-
nomenon, when applied to correspondence relationshipsser string (rather than
between input and output): the order of coordinate compsom-compounds), being
free from syntactic requirements on sequence, can be ardeoerding ta-ary phono-
logical criteria of the same type that produce chain shifi$ eircle shifts. Numerous
examples of effects of this kind are presented, as are astysiched in Structural Op-
timality. The case of Hmong (Mong Leng) co-compounds iste@an particular detalil,
demonstrating that the ordering phenomenon in that laregygagultaneously argues

for optimality grammars and against phonetic groundingutrsgantial optimization.



This part of the study further demonstrates how morphatgeatterns can be brought
to bear in the study of phonological grammars and repregsensaand it demonstrates
the striking parallel between two apparently unrelatechpingena: chain-shifting and
phonologically-driven co-compound ordering.

Finally, this study ties yet another phenomenon to the resho reduplication.
It shows how the same sets of constraints that are motivateddie-shifting and co-
compound ordering play a role in the “dissimilatory” effett echo-reduplication. This
is shown by looking at examples from English, Jingpho, anstéta A-Hmao. The A-
Hmao case is particularly enlightening, showing a threg{maiterning in dissimilation
that is easy to capture in terms of scales but more difficutiajature using traditional
features.

The upshot of the study is that a descriptively and explaitgatadequate theory
of phonology must include representations that are negtraatly binary nor strictly
grounded in phonetic parameters. It provides empiricaleawie for the kinds of re-
lationships posited by early structuralists on theorgfinél grounds. In doing so, it
frees Universal Grammar from the shifting moorings of sabsé and allows the the-
ory of phonology to be a theory of grammar rather than a thebmotor control or

psychophysics.



for Rahel

Light to my shadows,

dawn to my night.
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Chapter 1

Introduction

Me thynketh it acordaunt to resoun

To tell yow al the condicion

Of ech of hem, so as it seemed to me,

And whiche they weren and of what
degree.

Canterbury TalesPrologue”
Geoffrey Chaucer

This study attempts to advance two main ideas: that relships between the
sounds in a language may be scalar rather than simply biaadythat these relation-
ships may not be strongly grounded in a phonetic dimensities& ideas strike at the
heart of much of the work in phonological theory done sinaativent of generative
phonology. On the other hand, these notions also arise asi@heonsequence of the
endeavor embraced by modern phonological theory. Neith#rese ideas is wholly
novel, but the combination of these two ideas in the mannesgmted in this work
is. | show here that this combination provides a new persgeoh a number of phe-
nomena in phonology that have not been adequately studibe ipast, quite possibly
because the theoretical framework for understanding thaterns did not exist in a
fully elaborated form.

The theoretical framework developed in this work is callédi&ural Optimality.
It consists of a system of constraints over logically-defipaonological scales which
operate within the context of an Optimality Theory gramnfpecifically, it requires

scaleswhich group all phonological entities of some type (for exden all vowels)



into a (potentially language-specific) hierarchy amshstraintsthat evaluate relation-
ships between entities belonging to these scales. One sminstraints apply only
to outputs and require that elements in some scale be at iaytartposition in that
scale. Another set evaluates relationships between pamegg elements belonging
to a scale, with constraints requiring that elements beeas#me point on a scale as
their correspondents, at a different point on the scaleastbrrespondents, at a higher
point on the scale than their correspondents, and at no hégpeint on the scale than
their correspondents. The theory thus includes not onlyreeat of identity (really,
equivalence) but also a concept of anti-identity and theshigkea of “directional anti-
identity.” An examination of empirical phenomena showg this necessary to refer to
all of these types of relationships in a descriptively anglaxatorily adequate theory
of phonological grammar.

Phenomena analyzed in this study include chain shiftaykeirchain shifts, coordi-
nate compound ordering effects, and various phonologitahations in reduplication.
Certain of these phenomena have been difficult (chain slyfesled-dissimilation in
reduplication) or impossible (circular chain shifts) tgtae in conventional versions
of Optimality Theory, and even other, less restrictive, glef phonological theory.
The intent of this study, in these areas, is not only to show®wuctural Optimality ac-
counts for these patterns, but to provide a general tredtofiéimese poorly-understood
phenomena.

In 81.1 I will provide a condensed overview of the intellesdtbackground, theoret-
ical formalism, and empirical coverage of Structural Ogtirty. Then, in 81.2, | will

provide a chapter-by-chapter outline of this study.



1.1 Precis

Even the most radical sounding ideas presented in this sitedgdapted from concepts
with a long historical in linguistic science. The earliernkapon which Structural Op-
timality builds is briefly surveyed in 81.1.1. Following tiraview of relevant literature,
in 81.1.2, | will present a brief and simple overview of theuStural Optimality for-
malism, intended to prepare the reader for the more detariddechnical introduction
to the framework given in Chapter 2. Finally, in 81.1.3, IMmitroduce the empirical
phenomena that Structural Optimality is meant to explalmese same phenomena are
treated more fully in Chapters 3 through 6. This preliminargsentation is meant to

introduce the reader to the fundamental extra-theorasaks addressed in this study.

1.1.1 Survey of previous work

While some of the ideas in this study may seem unorthodogf tllem are grounded in
ideas with a long history in linguistic and phonologicaldhe It is appropriate, before
introducing the theory in all of its details, to provide adfraccount of the history of
ideas that lead to the development of Structural Optimaitg to acknowledge the

work of earlier scholars in the same vein of research.

1.1.1.1 Phonological relationships as logical abstractins

Modern linguistic theory began with structuralism, andisturalism—in many ways—
started with the set of ideas that gave phonology the phoriBawedouin de Courtenay
(1895 [1972]). From the time of de Saussure (1916), and aptigrbefore, language
was conceived as a structure of units that were defined by ttlkitionship to one
another. Linguistic signs, it was claimed, consisted ofteaty relationships between
signifiers and signifieds; phonological relationships waneailar in that they were un-

derstood in terms of systems of contrasting elements r#tlaerin terms of their sub-
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stance. This view of phonology reached its height in the wairkljelmslev (1961),
though it was also present in American structuralism astatiby work such as Harris
(1951). In more modern form, this structuralist view alsoved as an underpinning
for work like Jakobson et al. (1951). Furthermore, a ratijcabstract position like that
of Hjelmslev has been advanced by certain contemporaryiltgycoming out of the
generative tradition, particularly Hale and Reiss (2000).

However, since Chomsky and Halle (1968), generative plogistis came to adopt
psychologized version of a Prague-school view of phonologyhich phonological
features were more than just classificatory devices, bberavere in universal rela-
tionships with phonetic substance, as expressed by Ronkaiskan (Jakobson and
Waugh 1979). Generative phonologists like Postal (1968jessgively advocated this
point of view as superior to the traditional structuralistierstanding of phonological
relationships.

This view of phonological features as perceptual primgiee as instructions to
articulators prepared the way for the entry of phonetics theoretical phonology on
a much larger scale. Although SPE and other early generativik assigned only a
small role to phonetic substance in the phonology—definiegset of phonological
features—this precedent opened the doors to a reversat sfrilncturalist tradition and
a return of phonetics into phonology. This reversal wasgstetd by linguists like Foley
(1970, 1972, 1977) but it seems to have paved the way for anreeee radical incur-
sion of phonetics into the phonological domain with the egeace of theories afatu-
ral phonology that is, Natural Phonology and Natural Generative Phayo(8tampe
1973; Hooper 1976). Again, despite rejoinders like Ander&l®81), this movement
advanced by fits and starts to become one of the most impdreands in theoreti-
cal phonology at the time of writing. Archangeli and Pullieyik (1994) argued very
persuasively for the phonetic grounding of phonology, aptir®ality Theory (Prince



and Smolensky 1993) has—from its inception—been assaliaith the claim that
substantive optimization (and therefore phonetics) drpfeonological processes. This
position has been expressed in radical form by a consideralhber of influential
phonologists (Flemming 1995, 2004; Steriade 1997, 200%ebkland Steriade 2004;
Boersma 1998; Hayes 1996; Hayes and Steriade 2004). Suatethendermine the
distinction between phonetics and phonology, and, in samses; they deny its exis-
tence entirely.

However, this position has not been without its critics. ®@a bne hand, there
is a considerable body of experimental work demonstratuag) enguage users show
little or no preference for “natural” phonological process-those that are grounded in
phonetic principles and share properties with cross-istgually common phonological
patters—over processes that are similarly complex but bbaetically arbitrary nature
(Pycha et al. 2003; Seidl and Buckley 2005n even larger body of work argues that
typological patterns in phonological processes are thdtrekfacts about the historical
development of phonologies, rather than the direct phogetiunding of phonological
grammars (Ohala 1974, 1981, 1993, 1995b; Hyman 2000; Bleaal Garrett 1998,
2004; Blevins 2004; Kavitskaya 2002; Barnes 2002; Mielke2@004b,a). While not
always viewed this way by those working in this program, swoink opens the door
for the reemergence of a pure structural phonology. Theentimvork builds on that

foundation.

1.1.1.2 Scalar representations

Within generative phonology, it has been conventionaldattall phonological features
as binary or (more recently) privative. In both cases, s@rfagppositions in phonology

are binary in nature—plus or minus feature values, presenabsence of a privative

1But see also Wilson (2003).



feature. The rationale for binary features was given by Gilgmand Halle (1968)
and was almost universally accepted by later generativagibgists. However accep-
tance was not total and there is a long counter-traditionrgfiiag for multi-valued
features. Among the early objectors to strict binarity w€a@ntreras (1969), Rivas
(1977), Stahlke (1977), Foley (1977), Williamson (197 hd &indau (1978). Of these
proposals, that of Foley bears the closest resemblance teygiem presented in this
study, combining both phonological abstraction and saalaresentations.

More recent work has also argued for scales in phonologncBrand Smolensky
(1993) present a way of encoding a sonority scale in grantadatonstraints. This view
of sonority has a long history dating back to Sievers (1881 laas been continued
by scholars such as Jespersen (1904), Vennemann (19782y, @#8I77), and Selkirk
(1984). Optimality Theory, too, with its system of rankedlafolable constraints, was
a natural context for incorporating phonological scaleés the grammar. This line of
theorizing was further pursued in the work of de Lacy (206Ra,

However, prior to the appearance of de Lacy’s work, otheltasqaroposals that
were couched in Optimality Theory appeared. The most dpeelof these was Gnanade-
sikan (1997), which employed scalar features directly dlosvad constraints that both
applied to individual points on a scale and constraints bgilated relative positions
on the scale. In her system, all scales were actually tefeatyres, and were meant to
replace corresponding binary features. Gnanadesikamneddmtr system to a number
of different phenomena, but the most important of these walidCconsonant muta-
tion (eclipsig. Proposing a ternary “inherent voicing scale,” she useddrenalism to
explain the chain shift from voiceless oral to voiced oral &énom voiced oral to nasal.

Gnanadesikan’s proposal was representationally orientdile it did add con-
straints to the grammar, the largest innovation was reyigive featural makeup of

segments. In contrast, de Lacy (2002a,b) presented a vigivasfological scales that



was almost completely non-representational, as leastrwordeinterpretation. In this
theory, scales (which could be of arbitrary arity) acted enas meta data, defining
which constraints could exist but not acting like normaltfeas. Instead of being
the primitives of which complex structures like segments @mposed, these scales
say something about the relationship between non-priengigments like segments. A
similar view of scales is taken up in this study, followinglceey. Scales are not treated
as featural primitives but as structures that relate feag@ometries, segments, rimes,
and so forth.

Unlike the system presented in this work, the scalar relahgps employed in
de Lacy’s framework are expressed directly in the condsairhis encoding takes the
form of a stringency hierarchy. Any constraint that peredia “less-marked” structure
also penalizes any structure more marked. For example tharconstraindr; <{i,u}
which penalizes high vowels in head positions (becauseeif kbw sonority) if there
is a similar constraint against mid vowels, this constraiotild have to penalize mid
vowels in this location as welldg; <{i,u,e,0}. This implementation of phonological
scales makes fixed rankings of these constraints unnegemsarallows for “confla-
tion,” where elements that are at different points on someeunsal scale because as if
they were at the same point in the grammar of one particubgyuage. Both of these
properties are required, though, only because the scatéslimacy’s theory are meant
to be universal. The scales in the current study, as will lea,sare held to be learner-

constructed and language specific, making stringency andaassary complication.

1.1.2 Structural Optimality: an overview

Chapter 2 provides a detailed technical overview of logscalles, Structural Optimal-
ity, and the accompanying formalism. However, it is antitgul that this presentation
will be too dense and technical to meet the needs of readersvehconcerned primar-

ily with understanding a particular analysis in the more gioally-oriented sections of
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the study. For these readers, and for all readers who areinterested in the way that
logical scales are applied than in their theoretical md¢itves and the technical details
of their implementation, the following introduction is pided. It should be sufficient
to allow the reader to follow most of the analyses given ingZées 3 through 6, though
it still may be necessary to refer to Chapter 2 for clarif@matdf certain minor details.
As discussed above, Structural Optimality is an outgrowt®ptimality Theory
(Prince and Smolensky 1993). There are many good intrasheto this framework
and it is not necessary to outline the full theory here, bugventheless will provide a
very brief introduction in 81.1.2.1 in the hope that somewileread this work long
after OT has been consigned to the dustbin of intellectisbhy. Situated within OT,
Structural Optimality has two components, one represemntatand one operational.
The representational component is a system of logical scadeich will be described
in 8 1.1.2.2. The operational component is a system of rgnkeldble constraints that

refer to these scales. These will be described in 81.1.2.2.

1.1.2.1 Optimality Theory

Optimality Theory (Prince and Smolensky 1993) or OT is a th@bgrammar in which

an optimal output is selected from a larger set of candidaté®ing the most harmonic
candidate relative to a hierarchy of ranked, violable c@amsts. The grammar consists
of three components which are calle&iG CoN, and EvAL. The function of &N

is to produce all of the potential outputs for a particulgsuth CoN is a hierarchy of
ranked, violable constraints. The symbsplis used to represent domination—the state
where one constraint outranks another. For any two conssr&@ONSTRAINT 1 and
CONSTRAINT 2, wither GONSTRAINT 1 > CONSTRAINT 2 or CONSTRAINT 2 >
CONSTRAINT 1. EVAL takes the candidates generated tsNGand chooses the best
candidate relative to GN.

The selection of the optimal candidate proceed accordirg tery simple algo-
8



rithm: Look at the first constraint. Find the minimum numbéwvmlations of this
constraint and eliminate all candidates that violate thestraint more times than this
minimum. Iterate through the constraints in this mannescdading the hierarchy,
until only one candidate remains. This is the optimal caatdicand is, therefore, the
chosen output.

This operation is depicted using a notational device calledbleau. The tableau de-
picts each of the candidates in rows and each of the contstiainolumns. Constraint
violations are marked with asterisks and the eliminatioa cdndidate is indicated with

an exclamation point. Winning candidates are marked withiating finger:

(1) Example OT Tableau
CONSTRAINT 1 | CONSTRAINT 2

(a) bad *1 *
(b) better *
ww (C) best *

Of course, a tableau cannot list all of the candidates thaldvoe generated by €\,
so it is the responsibility of the OT practitioner to ideptihose candidates that are the
strongest competitors with the winning candidate.

In classical Optimality Theory, constraints are of two typeonventionally called
markedness and faithfulness constraints. Markednessraoris, which might be bet-
ter calledstructural harmony constrainevaluate aspects of output candidates without
making reference to inputs. Faithfulness constraintsuestalthe relationships between
inputs and outputs. They do this by penalizing differenaetsvben the input and an
output candidate. This is implemented using a conceptaalberespondence. When
the situation is examined at sufficient depth, candidatesat simply output strings.
Instead, they are input-output pairs that include a comedpnce relationship between

the input and the output. This relation determines whichresgs, features, and so



forth in the output are “linked” to which counterparts in timput. Faithfulness con-
straints make reference to both input and output in conjonawith this correspon-
dence relation.

There is much more that could be said about OT. The presenfgitien here is only
meant to orient the reader towards some of the most impartardeptual, notational,

and terminological aspects of this framework.

1.1.2.2 Logical scales

The Optimality Theory formalism is a theory of grammars ad & theory of rep-
resentations. The current study, and the theory of Strakc@ptimality, rest largely
on the introduction of a representational device and thegnation of this device into
the grammatical machinery of OT. This representationaiageis the logical scale.
Such constructs are scales because they have more than imts: gbey are like a
multi-valued feature. They are logical it in the sense thaytencode a logical relation-
ship between phonological constituents—features, featructures, segments, and so
forth—rather than encoding some continuum from the grossetic world.

One example of such a scale is sonority scale over the vowels:

(2) SONORITY SCALE

S={iu} < {e,0f <{a}

This means that /i/ and /u/ are at the same on the scale butvaee dn the scale than
/el and /o/, which are also at the same step as one anothereblatnger on the scale
than /a/. Note that we will assume that the scale includesf éifie possible vowels but
that only the vowels that are of immediate relevance aredisiThis is a (necessary)
notational choice with no theoretical significance. Thelasting aspect of these scales
is that they need not mirror an easily recognizable phomtiension. For example,

the following is also a possible scale:
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(3) VOWEL SCALE

S ={e,0} < {i,u} <{a}

In fact, any ordering of elements of a single type (for exaanpegments, consonants,
vowels, tones, and so forth) is a possible scale in Struc@ptimality. The scales are
characterized by their logical structure, explored furtihe§ 2.2, rather than in terms
of the relationship between a position on the scale and sdwoegtic property.

By their very nature, logical scales must be seen as leaorestructed and language-
specific. This mirrors the idea that has been advanced bypusaphonologists that
many apparent phonological universals and relationslapgden phonetics and phonol-
ogy are the result not of some property of an innate lingtistimpetence but arise

instead from the facts of language learning and languagegeha

1.1.2.3 Scale-referring constraints

Scales, as a representational device, need some interfdcéhe grammar. This is
provided by scale-referring constraints (to borrow a teromf de Lacy (2002a)). Just
as there are two types of constraints in classical OT, theraa types of constraints in
Structural Optimality. Those of the first type a®uctural harmony constraintfhat,
like markedness constraints, simply evaluate output &tras without making refer-
ence to any correspondence relation. Those of the secorditgpelational harmony
constraints These constraints, like faithfulness constraints, etalstrings in conjunc-
tion with a correspondence relation. Relational harmomstraints, in turn, exist in
two flavors. One evaluates an input-output pair in conjamctith a correspondence
relation between the input and the output (like a convealiaithfulness constraint).
The other evaluates only an output string in conjunctioritcorrespondence rela-
tion between the elements in it. This second type of cormedpoce has already been

explored by investigators such as Walker (2000a,b); Hang@01); Rose and Walker
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(2004)

The proposed structural harmony constraints may be defmémllaws:

(4) a. ENDMOST[Y
For any element from the scale that is present in the outpatetare no

steps on the scale between that element and the low end afdlee s

b. ToAY

Any element from the scale that is present in the output ieatdap (high

end) of the scale.

Cc. EXTREME[Y
An element from the scale that is present in the output ismtite middle

of the scale (that is, there are not steps on both sides of it).

The constraint EDMOST acts as if it is “gradiently violable.” That is to say, it retns
one violation for each step on the scale between the offgrelament and the low end
of the scale. We can view it, however, as a constraint agaurdt steps on the scale
(that reside between some element in the scale and the lovofethe scale) rather
than against the elements themselves and, in so doing, igenmethe constraint in
categorical rather than gradient terms. The other two caims$, Top and EXTREME,
are unambiguously categorical.

The relational constraints have the virtue of being defvalholly and simply from
aspects of the definition of the scale and negation. As witlibeussed in greater detail
below, a scale is a order over a set which is antisymmetrieueduivalence. This
means that ifa is less than or equal tb andb is less than or equal ta, thena and
b are equivalent. For such an ordering, there are two esteglaitions: the ordering
relation, which is written as<, and the equivalence relationship that is writter=as

The relational constraints are statements about thedereda

12



(5) Relational scale-referring constraints

Type Relation String-internal Input-output
directional identity a<b NoWAX NOHIGHER
directional anti-identity —a<b  WAX HIGHER
identity a=b PLATEAU SAME
anti-identity —a=b NOPLATEAU DIFF

At a deep level, the only difference between the stringrivdband input-output ver-
sions of these constraints is the type of correspondenataeship to which they refer.
As they are defined here, it appears that the string-inteanadtraints are different in
that they make reference to the linear order of elementamithoutput string which
the input-output constraints do not. This is illusory, tiectional asymmetry actually
being a product of the properties of correspondence relstiips and not an aspect of
the formal definition of the constraints. In the followingddrand informal set of defi-
nitions, this technical niceties and others are ignoreddeioto give the reader a better

idea of what these constraints do in actual analyses:

(6) String-internal relational constraints

a. NoWwax[g
For any corresponding elememtsandf in an output wherer precede$
and botha andp are inS, 8 is not higher inSthana. No rises along scale
S

b. Wax[{
For any corresponding elememtsandf in an output wherer precede$
and botha andp are inS, 8 is higher inSthana. Rise along scal&.

Cc. PLATEAU[Y

For any corresponding elemertsandf in an output where bothr and

13



are inS, a andp are at the same step $ No changes along scak

d. NOPLATEAU[Y

e. RATEAU[Y For any corresponding elemerdsandf in an output where
botha andf are inS, a andf3 are not at the same step$ No plateaus

along scales.

(7) Input-output relational constraints

a. NOHIGHER[Y
For any corresponding input-output pair3 wherea is in the input ang3
is in the output, if botta and are inSthenp is not at a higher step ia

in S. No raises aloné between input and output.

b. HIGHER[Y
For any corresponding input-output pair3 wherea is in the input ang3
is in the output, if botta and are inSthenp is not at a higher step ia

in S. Must raise along between input and output.

c. SAME[Y
For any corresponding input-output pairf3 where, if botha and are in
Sthenp is not at a different step ir in S. No changes alon§ between
input and output.

d. DIFF[Y
For any corresponding input-output pairf3 where, if botha and are in
Sthenf is not at a different step i in S. Must change alon§ between

input and output.

The other important constraint set that figures into StmattOptimality analyses

consists of constraints on correspondence relationshijpgse constraints may, de-
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pending on the specific constraint, either mandate or pamatirrespondence between
elements in the output. For a complete treatment of thes&ti@onts, see 82.4.

A final note regarding constraints is in order, which is thedls-referring con-
straints do not replace OT constraimgoto. It is still to be assumed that at leastM,
DEeP, and markedness constraints are present in Structurah@Iityy grammars. Such

independently motivated constraints will appear in vagianalyses in this study.

1.1.3 Empirical motivations

The development of this formalism was prompted by the excsef certain phenom-
ena which were difficult to explain otherwise. These phenuatend to share two char-
acteristics: they are difficult to describe in terms of bynfgatures but easy to define
in terms of scale and they make reference, at times, tosakthat do not have clear
phonetic correlates. Phenomena having these propertiesieichain shifts (including
circular chain shifts), ordering effects in coordinate gmunding and reduplication,

and certain other phonological effects in reduplication.

1.1.3.1 Chain shifts and circle shifts

Chain shifts are phonological mappings where underlyingdaresponds to surface
[b] but underlying /b/ corresponds to surface [c]. In rulséd phonology, it was easy
to model chain shifts since the output mapping could be geedrby a sequence of
two ordered rules. However, as pointed out by investigdikesFoley (1970, 1977),

this was not a very insightful way to look at chain shifts sintcbroke what seemed
intuitively to be a single process into a sequence of two gsses. That the two rules
must be viewed as separate processes is evidenced by tlhiedbttiey have indepen-
dent definitions and must be ordered relative to one anofk&Foley demonstrated,
the use of phonological scales allowed chain shifts to egterkas single operations.

A similar position was taken by Gnanadesikan (1997) in hakwn chain shifts, and
15



Kirchner (1995, 1996) also assumes a scale-like relatipr{sdally, a kind of phonetic
grade) in his OT treatment of chain shifts. Thus, it is wethbsshed that scales are
useful for modelling many types of chain shifts.

None of these earlier models, however, were well suited tdehchain shifts which
were not monotonic in some phonetic dimension because #Hiesswere assumed to
have some phonetic content (though this is less true of Rohegdel than the others).
A chain shift like that in Eastern A-Hmao is easy to capturetigh a theory similar to

these earlier proposals:
8 H—M —L

However, the cognate chain shift in Shuijingping Hmong iscmmore problematic

(note thattH means ‘super high’):
(99 HM —TH —H

It is not clear what phonetically-grounded scale could velied in this case. Struc-
tural Optimality, however, predicts that exactly this tygfechain shift is possible, and
even allows these two cognate chain shifts to be modelldukisame fashion.

Just as Structural Optimality predicts the existence ofrckhifts of the conven-
tional kind, it also predicts the existence of circular chshifts (or circle shifts). In the
simplest case, a circular chain shift is one where undeglyan is mapped to surface
[b] and underlying /b/ surfaces as [a]. This is what was kngwebrlier generative
phonologists as aalpha-switching ruleand is widely called #oggle up to the present.
In fact, however, far more complex circle shifts exist, thbihe known cases are con-
fined to the tone-sandhi systems of Southern Min dialectshaié€se. It has previously
been argued that such patterns are marginal and even nowlpgeal (Tsay and My-
ers 1996; Moreton 2004b). However, if this study | show thatle shifts are actually
more widespread than most earlier investigators haveveelj@argue that phonological

theory should account for them, and show that logical saaesdo this very naturally
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and elegantly. Furthermore, | show that contrast preservanalyses of these patterns,
particularly Barrie (2006), are not adequate to accounttferwhole range of attested

circle shifts.

1.1.3.2 Ordering effects

While constraints that govern the linear order of conjuntscoordinate compound (a
compound without a single morphological or semantic heaal) seem to have little to
do with chain shifting alternations, | show that many of theng issues—patrticularly
the issue of scales that do not align neatly with phoneticedisions—characterize
both phenomena. Furthermore, | demonstrate that the same kf scales and the
same constraints can account for both chain shifts andiogleffects.

Chain shifts appear whenl&IHER outranks 8ME and S\ME outranks EIDMOST.
It is HIGHER that drives the unfaithful mappings between input and aut@udering
effects are driven by the string-internal version 0GHER, which is called V&x. This
constraint forces the conjuncts in a compound to be orderéubs there is a rising con-
tour along some scale. For example, in Tangkhul, coordicategpounds are arranged
so that higher tonic vowels always come before lower toniwels. Thus, conjuncts
with the tonic vowel/e/ will always come before those with the tonic vowe/':

(10) a. kd-pi - kd-pem
NOM-sleep NOM-sit

‘lodging, etc.’

b. ko-[ek -kd-za
NOM-drink NOM-eat

‘foot/diet, etc.’

The constraint that is active in compelling the orderinghis same constraint (at a
fundamental level) as the one that forces a chain shift taroddis is one of the most

surprising and interesting insights of Structural Optiityal
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However, as mentioned above, there is another similarityédxen chain shifts and
ordering effects, namely that the scales involved are noessary correlated in a
monotonic fashion with some phonetic dimension. A good gdarof this is found
in Hmong (Mong Leng). In this language, conjuncts with a highe and the final
syllable are ordered before those with a low tone. Those wilbw tone, however,
are ordered before those with a mid-térighis situation is reminiscent of that in the
Shuijingping chain shift we examined above. This paralhalprovides an example of
how Structural Optimality is able to capture the paraltelisetween phenomena that

would otherwise seem completely unrelated.

1.1.3.3 Graded dissimilation and other scalar effects in @uplication

A final empirical motivation for logical scales can be foundcertain effects in redu-
plication constructions. In some cases, as in that of Jiagfitese effects are closely
related to the ordering effects that exist in coordinate mpoumds, but with the spe-
cial twist that the grammar must chose the right form for thé&ithful conjunct or
“reduplication.” In other cases, like that of A-Hmao, theuation is more complicated.
In Eastern A-Hmao, it has been observed by Wang and Wang Y1B86there is a
three-way patterning of vowels in the nominal reduplicatemnstructions, with one
group consisting of the unrounded vowels, the second dimgisf the rounded vow-
els except for/u/, and the final consisting ofu/ alone. | posit a scale consisting of
these three categories—unrounded, rounded,/aptd-and show that the generaliza-
tion governing vocalic alternations in this constructiethiat the two conjuncts cannot
have tonic vowels that are at the same point on this scaleceSime vowel in the
first conjunct is alwaygi/ or /u/, this predicts that the first conjunct has/ when

the second conjunct has an unrounded voyiglwhen the second conjunct has/,

2This is a great oversimplification, as will be seen in §5.6,the point stands and is made even

more pointedly in that section.
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and can vary betweefi/ and /u/ when the vowel in the first conjunct is rounded by
is not /u/. This prediction is correct, and the analysis is made ptes$ip the idea
that there can be language-specific phonological scalethahthere is a class of con-
straints like NDPLATEAU which penalize corresponding vowels at identical points on
a scale. Reduplication constructions, then, also prowdakeace for logical scales and

the general theory of Structural Optimality.

1.2 Overview of Chapters

This work proceeds from a full introduction to the formalfatecture of the theory in
Chapter 2 to a presentation of the empirical motivations @pylications of the the-
ory in Chapters 3—6. Readers who are not interested in thwmitsd details of the
theory may safely skip Chapter 2 and rely on the briefer ard technical presenta-
tion in 81.1.2 as their introduction to the formalism thatlwe used throughout this
study. However, beyond its presentation of the construadscanstraints of Structural
Optimality, Chapter 2 also includes a demonstration of sofitbe typological conse-
qguences of the theory in 82.7 and readers who skip the eadwions of Chapter 2
may nevertheless want to read this section.

The next two chapters of the dissertation deal with chaiftssbf different types.
Chapter 3 shows how logical scales can be used to accountaisical chain shifts,
taking as examples tonal chain shifts from Western Hmoragigliages and consonant-
place chain shifts from the speech of children acquiringliShg Chapter 4 shows
that the same types of constraints and scales account diefparcircular chain shifts
(which have typically been problematic for Optimality Thg@and certain other theo-
ries of phonology). Furthermore, the chapter shows thdt shdts are not so isolated
a phenomenon as has been previously believed and that tloeigalhin tone sandhi

circle therefore ought not be dismissedsasgeneriut should be seen, rather, as but

19



one example of a robust phenomenon. This fact, | argue, stiawfluman grammars
do not share a property with classical Optimality Theoryngrears calledHarmonic
Ascent Grammars having this property do not allow changes betiwgrri and output
that do not reduce markedness, and therefore cannot germ@@itlar chain shifts. In
the case of both “conventional” chain shifts and circle tshif examine the historical
factors that lead to the development of these patterns @ d@inat a true explanation
of their properties is to be found in the circumstances thagithem into being rather
than some synchronic imperative like contrast presematio

Having examined patterns of input-output mapping in thenfof chain shifts, the
study turns, in Chapters 5 and 6, to more output-orientediqgunena. In Chapter 5,
| show that the theoretical tools that have already beenepfb chain shifts provide
the most insightful account for a seemingly unrelated phesimn, namely ordering
effects in coordinate compounds. This Chapter, providestaildd overview of this
little-discussed phenomenon, giving examples from a tyaoélanguages, discusses
at some depth the relationship between co-compounds, lmherpressions, and echo
reduplication, and shows how facts about these relatipssire relevant to the ordering
effects under discussion. More relevant to the generalétieal thrust of this work,
it shows that an analysis of these ordering effects in terfrStuctural Optimality
captures a variety of insights about these effects thatavoelinaccessible otherwise.

The final chapter in the body of this study, Chapter 6, showsttie some other-
wise puzzling phonological patterns in reduplication aexcted to exist by Structural
Optimality and the theory of logical scales. These inclua®uhce-back” reduplication

in Jingpho and graded-dissimilation in Eastern A-Hmao.
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Chapter 2

Logical Scales and the Theory of Structural Optimality

Karma police, arrest this man.
He talks in maths.

He buzzes like a fridge.

He’s like a detuned radio.

Thom Yorke, “Karma Police,”
OK Computer

2.1 Structural Optimality

This chapter starts with the notion that grammar is aboutsire rather than substance
(Hjelmslev 1961) and on that foundation outlines a theorpludnological grammar
(Structural Optimality) in which patterns and process aredirectly motivated by syn-
chronic phonetics but reflect the interaction between abstepresentational structures
and grammatical constrairtdt seeks to develop, within the broader framework of Op-
timality Theory (Prince and Smolensky 1993), an approagbhtmnology that uses as

a primary explanatory device a system of scalar relationdsaaset of constraints that

1This is not to say that there is no relationship between plogical form and phonetic substance,
but rather that this relationship is largely the result ofdencies in language change rather than being
the result of intrinsic properties of a universal grammad anmediated by “phonetic interpretation”.
Likewise, Structural Optimality does not rule out the esiste of distinctive features which correspond
to phonetic contrasts. Indeed, it relies upon the possilifidefining classes of entities, thus assuming
the existence of a system of distinctive features. What i®hare the higher-order scalar relationships

argued to hold between the entities “composed” of such featu
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make reference to them. These scales lack inherent phandtstance, relating con-
trasting entities in a paradigm rather than subdividingratic spacé As such, the
theory of Structural Optimality presented here can be seenradical response to the
phonetic literalism of many (probably most) instantiaiaf Optimality Theory (see
esp. Hayes 1996; Flemming 1995, 2004; Steriade 2002 buPaisce and Smolensky
(1993); de Lacy (2002a)).

The first sections of the chapter are devoted to giving fordesicriptions of the
scales and constraints employed throughout the rest ofigiserthtion and providing
a theoretical rationale for their existence. The secontl gfathe chapter presents a
factorial typology of input-output mappings and argueg the typology matches the

actual set of such mappings.

2.2 The Definition and Structure of Logical Scales

The heart of the theory presented here is the notion of a pbgital scale as a logical—
rather than a strictly substantive—entity. These phorioligscales are not-ary

features in the same sense as Foley’s (1977) multivariatares or Gnanadesikan’s
(1997) ternary scales. They are not simply multivaluedintisive features meant to
replace the binary (and privative) features of almost aliegative phonology. That
sort of feature—the sort that defines a phonological carestitin terms of its substan-
tial properties—might be called antrinsic feature It is treated, at least in geometric
models of phonology, as an entity rather than a property. stlaées developed in this

work might be classified, instead, estrinsic featuresn that they classify sets of con-

2As will be seen, bycontrasting entitiesve do not mean the set of entities that are in surface or
underlying contrast in a particular language. Rather, tlegyesent the set of entities of some type
that can be distinguished from one another by the grammacamngotentially be reflected by surface

phonetic contrasts.
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trasting entities of some type rather than being the substahwhich such entities are
constructed. That is to say, they are properties rathereghttes.

In many respects, this type of scale is to be compared witrstim@rity hierar-
chy. All entities of the type “segment” have some positiontle® sonority hierarchy.
However, it has seldom proved useful to introduce sonosty enultivalued distinctive
feature (but see Selkirk 1984). Instead, analyses haverattught to derive the sonor-
ity hierarchy from more basic binary or privative featur8¢efiade 1982; Levin 1985;
Clements 1990) or to position the sonority hierarchy as aerlay” that categorizes—
rather than defines—the members of the class of segfdiitis is precisely the func-
tion of the logical scales described here. A difference ibaambserved between this
class of scales and the sonority hierarchy: while the sonbrerarchy may have one
or more consistent phonetic correlates (Parker 2)aBg scales defined here are not
required to do so.

Rather than being strictly defined over some phonetic diloankgical scales are
simply orderings over all the contrasting entities of sogpet Ordering in the case,
is intended in the mathematical sense it is given in set thegrwill be seen later. To

see a highly abstract example, take the following elements:
(11) {ab,c,d}
The possible scales would include all of the following:
(12) a. {a} <{b} < {c} <{d}
b. {a,b} < {c,d}
c. {a,b,c} <{d}

Speaking more concretely, take the example of a vowelrgishain shift, a type of

alternation that exists quite widely. Given a process thmseis underlying low vowels

3For an example of this conception of sonority, see (de La©pa)

4But see also Ohala (1990)
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to surface mid vowels but underlying mid vowels to surfacghhvowels, we could

construct the following scale that shows the relative reteships between them:
(13) {a,e0,i,u}

However, the formally possible scales composed of thesehvsagments include all

of the following as well:

(14) a. {iju} <{e,0} <{a}

b. {ae,0} < {iu}

While it is doubtless true that some scales are more prol{#ide is, likely to exist
in human languages) than others, this consideration istipatiagted in our discussion
of their formal structure. All that is required of the scaleghat they meet the four
conditions that define ordering relations for totally oeteisets, namely reflexivity,
antisymmetry (under an equivalence relation), transgytignd comparability.

Before these conditions are defined, it is important to ustded what relations,
orders, and ordering relations are. A relation is a set aéi@d pairs. The most familiar
examples of relations are probably binary operators suaheggialities. For example,
< is a set of this kind. It is true that2 3 and 2< 2 but false that X 2 because the
set< contains the pair$2,3) and(2,2) but not the pair3,2). | use the example of
< because this is the most common name for ordering relatfonseasons that are
somewhat beyond the scope of the current study. An order &racpnsisting of a
relation and another set. Thus, the ordering of the set ofrabtumbersi), could be
written as(<,N). Different types of ordering relations can be describedims of a
number of properties.

Assuming an ordering relation named the four properties of totally ordered sets

(as applied to the scales employed here) can be defined awsoll
(15) a. a<a/(reflexivity)
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b. if a<bandb < athena= b (antisymmetry)
c. ifa<bandb < cthena < c (transitivity)

d. a<borb<a(comparability)

Reflexivitymeans that an element stands in the ordering relatigrid itself. To say
that the order is antisymmetric, is to say thahifloes not stand aftdy in order and

b does not stand aftex, thenb must be the same a@s This sameness could take two
forms. In the natural numbers, itidentity. if 5 is less than or equal wandx is less
than order equal to 5, then it holds thais identical with 5. However, logical scales
are not antisymmetric under identity but un@guivalence It as if somex could be
less than or equal to 5 and 5 could be less than or equal ta,that thatx would not
actually be 5, but rather a kind of “&hat is at the same place in the sequence as 5, but
which is not identical to it. The equivalence relationstgpepresented here with the
symbol=. Transitivityimplies that orders do not “loop back” on themselves. Folynal
it means that, given three elements, andc, if a is less than or equal tb andb is
less than or equal tg thena is less than or equal @ Finally, comparability requires
that eithera is in the ordering relation tb or b is in the ordering relationship ta, or
that any pair of elements within the set can be compared wighamother.

A totally ordered set (and thus, one of our scales) is a @aifl) consisting of a
set and a relation that orders that set in a manner consigiirthe criteria in (15). As
will become clear as the theory is developed, all of thespgmtes are indispensable to
the evaluation of the constraints that we will define acrbsse scales. It is essential,
in the first place, that any element in the set (always cangigif all entities of a
particular type) be comparable to itself (reflexivity) andevery other entity in the set
(comparability). Itis equally important, for reasons thét become clear in Chapters 3
through 6 (as well as in our discussion of directional aattiifulness and the constraint

ENDMOST), that these orderings (our scales) be transitive, thahe, they contain
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no “cycles.” If scales did not have this property, it would ibgossible to make the
assertiora < bin a scale.

The most immediately important of these properties, howegeantisymmetry.
This importance derives from the fact that antisymmetry liegpthe existence of a
relation in addition to< (the ordering relation) which we will cakquivalenceand
which is indicated by the symbet in (15b). Being equivalent is tantamount to being
at the same step on a scale. Note that it is incorrect to defitigyenmetry in terms
of identity—as is usually done—in this particular case csiit would rule out the
possibility of having two non-identical entities that aredated as equivalent within

some scale. For example, given the scale:

(16) {a} <{e,0} <{iu}
it is essential that ando behave in equivalent fashion, even though they are not the
same entity. It is this relationship that is captured thiotige equivalence relation.
Given the ordering relation with which we started, and tlgsiealence relation that is
a byproduct of the antisymmetry of our ordering, we have fhe relations we need
to define constraints over our scales, since the scale ireferonstraints that we will
define are stated directly in terms of these two relationstlaeid negations.

Scales having these properties actually have a differemitn©rphic) representation,
which is the basis of the notation for scales that will be useithis dissertation. For
every total ordering of elements that is antisymmetric urate equivalence relation
there is a total ordering of sets that is antisymmetric uagedentity relation. In such
a representation elements that are equivalent in the fipst ¢f ordering are grouped

together into sets and it is these sets that are ordered, Jives a set
(17) {ab,c.d}

and the following ordering relation (remembering that omufg relations are sets of

ordered pairs, and subsets of the Cartesian product of thiesge¢hey order and them-
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selves)

(18) {(a,a),(ab),(a c),(ad),(b,b)(b,c),(b,d),(c,b) (c,c), (c,d),(d,d)}
implying the equivalence relation

(19) {(aa),(bb),(b,c),{c,h),(c,c),(d,d)}
we have an ordering that could also be represented as

(20)< ({a},{a}), ({a}, {b.c}), ({a}, {d}),
{{b,c},{b,c}), ({b,c}, {d}), ({d},{d})

This representation is an ordering over a partition of thie Sance the ordering is, by

, {{a},{b,c},{d}}, >

definition, transitive, we can eliminate redundant infotima and rewrite this ordering

as follows (using the novel notation that is employed elsawlin this dissertation):

(21) {a} <{b,c} <{d}

It should be noted that that (21) is a notational variant ofas$¢ diagram of (20) as

shown in (22):

(22) d

b C

e
It is important to remember, though, that even though scaldde presented with
this more economical notation, the formal definitions of stoaints will assume the
former representation in which orderings are asymmettinder equivalence but not
necessarily identity.

One convenient aspect of the latter representation of schtavever, is the fact

that they provide a convenient indication of how “large” aleds; that is, how many
levels (or sets of equivalent entities) there are in a sdakhould be evident from the

definitions given so far, however, that no special importaie@ttached to this measure.

27



A scale may be unary, binary, ternary,reary. Evidence will be presented in Chapter
5 for the existence of scales with six or more levels.

These levels exhaustively classify all entities of sometyjs the wordypeis used
here, it implies a grouping of phonological entities (featj nodes, segments, rhymes,
syllables, feet) into class hierarchies. For example, wghinsay that plosives are a
subtype of consonants, and that consonants are a subtypgroéats. Any set that is
classified by a scale (that is, over which an ordering rataliolds) must correspond
exactly to some type in this class hierarchy. Of course gaste can easily imagine the
existence of multiple different ordering relations thatilcborder a single set, we must
also be able to imagine the existence of multiple scales theesame type. Logical
scales are like features in that a single entity may be artassified by more than one
scale. Just as a vowel may be both [+round] and [-back], evam £ntity may occupy
the third position on one scale and the first position on aroffhis point will become

important in the discussion of tonal chain shifts and ortgeffects.

2.2.1 Natural and Unnatural Scales

It should be abundantly clear from the formal definition giaove that there is not
a principled way of distinguishing a natural (and typoladii likely) scale from an
arbitrary scale. Both entities are simply totally orderetssHowever, it is undeniable
that most of the phenomena that have been treated as secalleisome natural pho-
netic grade. In fact, almost all phonological scales pregas the literature up to this
point divide some phonetic dimension into discrete unitsis View of scales, as the
direct correlate of gradient phonetics, is much more retsta than the view expressed
above. In fact, it is too restrictive, as | argue in the chegbelow. There are a number
of phonological phenomena that can only be explained bysdhht argphonetically
unnatural or evenarbitrary.

Even granting that such phenomena exist, it still must bdagxgd why natural
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scales are more common than unnatural scales (a state w$ dlfffat clearly holds).
This problem is part of the much larger naturalness probigpmonology. If phonology
does not encode naturalness directly, why is it that mosthohplogy is phonetically
coherent? And if phonology does encode naturalness diractlv do speakers acquire
unnatural phonology? | argue for the resolution to the radti@ss problem proposed by
Ohala (1981, 1993, 1995a,b) and more recently taken up ro{Bolbey and Hans-
son 1999a,b; Hale and Reiss 2000; Blevins and Garrett 1988}; Blevins 2004).
Phonological processes usually have parallels in phopeticesses because phonol-
ogy is the grammaticalization of phonetics, a process @¢gllonologization(Hyman
1977). The avenue of phonologization lies in the domain afileag—misperception
and false inferences motivated by a learner’'s phonetic kenye lead to systematic
(and phonetically “natural”) differences between her graanand lexicon and that of
earlier cohorts of language learners. Such a frameworls fre¢uralness from Uni-
versal Grammar and locates it, instead, in more generali(alegphendently motivated)
physical, physiological, and cognitive processes. By #mestoken, it frees Universal
Grammar from the shifting moorings of substance and alldvwaplogy to be a theory

of grammar rather than a theory of motor control or psychsjsy

2.2.2 Logical Scales and Richness of the Base

It might be argued that logical scales are incompatible whin Optimality Theory
doctrine of Richness of the Base (RotB), seen as a fundaimgentaof the OT res-
olution of the duplication problem. Theuplication problemwas a notable embar-
rassment of early derivation theories of phonology. It whseoved by certain practi-
tioners of derivational phonology that many phonologicaés duplicated the effects
of morpheme structure constraints (that is, MSCs) in maiirtg the integrity of cer-
tain phonotactic facts (Chomsky and Halle 1968:328; Kemstoand Kisseberth 1979,

1977). That is to say, the same phonotactic generalizatvens encoded (redundantly)
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in both the lexicon and the grammar. Optimality Theory sdekassign both of these
effects to the grammar, and thus remove them entirely fragnl@kicon. To achieve

this end, Optimality Theory stipulates that there be no leagg specific constraints on
underlying form (no MSCs). This aspect of the theory—thaté¢hare no arbitrary or

language specific constraints on inputs to the grammar—esvkras Richness of the
Base.

It might seem that the scales defined above make an end-runcaRotB by limit-
ing what entities of a particular type the grammar can mdatputhat is, these scales
might appear to place language-specific restrictions osiplesinputs by only includ-
ing a subset of the logically possible entities in a giverlescahis is an artifact of how
the scales have been discussed and exemplified thus farpaadact about the theory

itself. Given the scale
(23) H={iju} <{eo} <{a}

one might assume that we have limited the universe of disepdor vowels, to the
five items categorized here. However, the actual scaletipagithe whole set of pos-
sible vowels. The vowel set given in (23) is minimized only feasons of notational
convenience. This assertion that scales categorize dtlesndf some type might be
problematic if we assume that the set of possible voweldiisiia. However, if phono-
logical entities are made up of a finite number of universahijtives® and if these
primitives can only be combined in non-recursive and nermative structures, it fol-
lows that the set of combinatorial possibilities is finitehal is to say, the number of
entities of any type will always be finite, and the inventofyclassifiable entities will

be the same across languages.

51t is assumed here that these primitives are features of utmsegmental type. Other possible
formulations, in which these primitives are whole segmemntsuld be conceivable within the same

framework, however.
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It seems, then, this theory does not present a direct clgglemRotB, but that it
does present some very interesting learning challenges.ighf all possible elements
of each type must be organized into scales, and if all scaéesanstructed, speakers
must organize scales with very limited evidence on whiclséharderings can be based.
We will make the assumption that all scales begin their lifén\& single partition, The
ordering relation on each type set begins as the Cartestalugirof that set with itself,

so for the sef’, we would haveT x T, T).

2.3 Structural Harmony Constraints

Having discussed the formal structure of phonologicalessalve will now introduce
the mechanism by which the rest of the grammar interacts sutth scales. Opti-
mality Theory, in its conventional formulation, consisfsconstraints over outputs—
structural harmony constraints or (to use the more commmn)ténarkedness” con-
straints and constraints over input-output correspore(itaithfulness” constraints).
The approach argued for here employs markedness-likeragntstthat can make ref-
erence to scales. Similar claims have been made by Gnakad€$P97) and de Lacy
(2002a).

| will propose three families of scale-referring structdrarmony constraints: &b-
MOST, Top, and EXTREME. By far, the most important of these isNEMOST. How-
ever, the other constraints appear in certain of the folgvanalyses so they are given
definitions here as well. In order to make the definitions ef¢bnstraints more con-

cise, | introduce a number of definitions here:

(24) a. T isthe set of all elements of some type.
b. Sis the totally ordered sét, T).

c. =is an equivalence relation such tlzat b entailsb < a.
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d. < is a total order, antisymmetric under identity, over egiguae classes
defined by= overT such thatA B< E, a € A, B € B, andA < B entails

thata < BandnotB < ainS

e. Cis an output candidate.

2.3.1 BNDMOST

| propose a family of scale-referring structural harmongsteaints called EDMOST®,

which is sometimes abbreviated, in this work, asDE This constraint penalizes seg-
ments (or other entities) that are classified by a scale textent that they are not at
the far ("unmarked”) end of the scale. Informally, we wikkét it as if it assesses one
violation for each increment that lies between the entitguestion and the end of the

scale. Formally, it may be defined as in (25):

(25) ENDMOST[Y
There is no equivalence cladsn S/ = for which there is some € C,A and

some equivalence claBsin S/ = whereB < Ain E.

(26) ENDMOST[Y (informal)

There is no step on the scale between an entity in the Scatel the bottom of

the scale.

This constraint is formulated specifically so as to avoi@mrefice to gradient violability
or cardinality. What the constraint penalizes are stepssicade—sets in a partition—
that sit between entities belonging to the scale and thedbstep (partition) in the
scale, rather than concrete entities in the output stringhis formulation, this con-

straint is no more gradiently violable than any other caistrthat could be violated

6This constraint is not meant to replace all other “markeshesnstraints. Indeed, the theoretical
apparatus introduced here assumes the whole standard cbleamstraints on prosodic structure, to
name but one set of examples.NEMOST, though, is posited as the only scale referring structural

harmony constraint.
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at multiple points within a single candidate, and does nguire the grammar to count
or perform arithmetic any more than these other constrailitee counting problem
remains an issue within OT, despite the fact that it was adeik as early as Prince
and Smolensky (1993), since the formalism seems to redugrgtammar to compare
the length of lists of violations, and while this may not beaaithmetic operation in
and of itself, it appears that the computational mechantbatsare needed to compute
this relation either include arithmetic operations or arficgent to construct computa-
tional mechanisms capable of counting and arithmetic. iBhi®t a problem that can
be solved here, however, and it is sufficient to note theb®#OST is not gradiently
violable in any special sense, even though it will be tredhed way in subsequent
discussion (wholly to ease the exposition of ranking arguisje

ENDMOST could equally well be decomposed into a series of consgagierenc-
ing specific points along a scale. This could be achieved slegantly by decompos-
ing ENDMOST constraints into sets of “stringent” scale referring coaists of the type

detailed in de Lacy (2002a). For example, if there was a scale
(27) S={i,u} < {e,0} < {a}

instead of the constraintNBMOST[S], we could propose the following constraints,
which would have the same effect, except when they werer-nateked” with other

constraints:
(28) a. *a
b. *alelo
c. *alelolilu
This formulation would have three disadvantagd$it would make the theory slightly
less restrictive by allowing the scale-referring markesdremonstraints to be inter-ranked

with other constraints(2) it would require constraints to make specific reference to

points along the scale, rather that to relative positiona@the scale an(8) it would
33



make the notational description of analyses considerabigeroomplex. However, all
of the analyses given here would work equally well NfEvOST was atomized into a

series of smaller constraints.

2.3.2 Top

In addition to BENDMOST, we must posit two other scale-referring structural harynon
constraints. The first of these i9P, which penalizes elements that are the top of the
relevant scale. Contrary to first appearanaep i not simply the inverse of EDMOST;
while fewer violations of KDMOST are incurred by candidates that are near the bottom
end of the scale than by candidates that are near the top ¢hd stale, ©ris only

sensitive to whether or not a candidate is at the highestostepe scale.

(29) ToA Y
There is noa € C such thatA, B are equivalence classes®i =, a € A, and
A<BIinE.

(30) ToA 9 (informal)

An entity in the scal& must be at the top of the scale.

2.3.3 EBEXTREME

The last of the Structural Harmony constraints positedimgtudy is XTREME, which
penalizes candidates that are not at the extreme ends degaGan other words, those

that lie in the middle). It is defined as follows:

(31) EXTREME[Y
There is noa in C for which there are three (distinct) equivalence classes

AB,CcS/=suchthatr € A/ B< A andA<CinE.
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(32) EXTREME[Y (informal)

There is no entity at a step on the sc8lwith both a step above it and a step

below it.

2.4 String Internal Correspondence

The theory described here rests upon the theories of stitegaal (syntagmatic) cor-
respondence that are developed by Walker (2000a), Hang88&1), and Rose and
Walker (2004) (among others). While this theory does nadlly relate to the the-
ory of phonological scales, it is essential to the defininbscale-referring correspon-
dence constraints. Specifically, in order to reduce thedigmaatic and syntagmatic
(anti-) identity constraints to a single set, it is necegs$arallow correspondence rela-

tionships of this type. This current in the ocean of Optityaliheory comes with two

major claims:

1. Just as there are correspondence relationships betngets and outputs, there

are also correspondence relationships between entittas ioutput.

2. Unlike input-output correspondence, this syntagmaticespondence is gov-
erned by violable constraints that are part of the ordindrg@nstraint hierarchy.
These constraints consist of one hierarchy that enforaessmondence between
elements of various degrees of similarity and another rebgathat penalizes
correspondence relations between entities that are ndd$e proximity to one

another.

As developed by Walker (2000a), Hansson (2001), and Rosé\atkker (2004),
the theory of string internal correspondence was focuskeagpily upon long-distance
relationships between consonants. To this end, Rose ankek\M@004) propose a

similarity-based hierarchy correspondence constrasis €33):
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(33) Similarity-based correspondence hierarchy (consisha
CORR-T+T > CORRT~D > CORRKeT > CORRK+D

‘identical stops’ ‘same place’ ‘same voicing’ ‘any oral pgd
(Adapted from Rose and Walker 2004:491)

These constraints compel similar consonants to enter ortespondence relationships
with one another. They interact with faithfulness consitiathat hold over consonants
in the output (e.g. BENT-CC), input-output faithfulness constraints, arRloRIMITY
constraints, in determining whether output consonant#arerrespondence with one
another in the winning candidate. This later class of caists, FROXIMITY, deserves
special comment. While Hansson (2001) factors a proximigyanchy into his hier-
archy of correspondence constraints, yielding a large murabconstraints that refer

both to similarity and proximity, Rose and Walker (2004) ipassingle constraint

(34) PROXIMITY

Correspondent segments are located in adjacent syllables.

The ranking of this constraint relative to the similarityetarchy determines which
types of correspondence relationships will obey proxinaityl what types of corre-
spondence relationships can exist beyond adjacent sgflabrhis constraint will be
assumed in the analyses given here. However, at least fpopes of demonstration, it
will be necessary to posit an additional constraint thaitatés against any correspon-
dence relationships at all, even those between entitiedjacent syllables. We may

call this constraint MCORR:

(35) NoCORR
Let C be an output candidate;df, 3 € C then—(a « 3); thatis,a andp are

not correspondents of one another.

Some significant additions have to be made to the theoratizehinery constructed

by Rose and Walker (2004). In particular, the case studiesrideed here involve corre-
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spondence relationships between rhymes, vowels and taties than between conso-
nants. Furthermore, the similarity comparisons that nedxtmade cannot be derived
simply from the featural make-up of the entities under corspa’ The similarity re-
lationships that establish correspondence relationshiggveral of the case studies
presented here are based not simply upon intrinsic featardent but rather upon po-
sitional factors. Specifically, it can be observed that vievaad tones in prosodic head
positions preferentially enter long-distance corresgmee relationships with one an-
other.

One way of formalizing this observation is to allow corresgence relationships
between two syllables rather than forcing correspondeglegionships to hold directly
between individual segments. If two syllables were in cgpomndence, each of their
respective subconstituents would be in correspondenteon# another through a kind
of CORRESPONDENCE BY INHERITANCE Through this type of mechanism, it would
not be necessary to devise correspondence constrainteethated, for example, to
tones born by stressed syllables. We could give the rele@dtraints the following

definition:

(36) CoRrRoO «— 0/P
Let 01 ando» be syllables in a syllabified output strigy if o1, ando, are in
P, the set of all syllables in some structurally prominentippas ando; < 0>
in C theno, «— oy; that is,01 (and its subconstituents) are in a correspondence

relationship with, or depend upoa; (and its subconstituents).

’Of course, the similarity hierarchy that Rose and Walkeb@@ropose cannot be derived directly
from a measure of shared features. Rather, it attachest@egiaority to two kinds of featural relation-
ships: place of articulation and voicing (in that order).wéwer, the hierarchy proposed by Rose and
Walker is different from the similarity relationships debed here in that Rose and Walker's hierarchy
makes no reference to the context in which the consonants,dmat only to facts about their intrinsic

content.
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In informal terms, this may be restated as follows:

(37) If there are two syllables in an output candidate, omegding the other, and
if they are both in the same, specific, prominent structuoalitppn (head of
the foot, beginning of a Prwd, and the like) then the first $th@orrespond to

(depend upon) the second.

Given this constraint family, we could posit the followinigndarity-based correspon-

dence hierarchy:

(38) Similarity-based correspondence hierarchy (sydighl

CORR-G «+ O > CORRO «+ O

‘stressed syllables’ ‘any syllables’
The intuition captured in this hierarchy are quite simpgispmewhat paradoxicate-
teris paribus two stressed syllables are more similar to one anothertthartwo un-
stressed syllables. Further, unstressed syllables arer®smilar to one another than
one stressed and one unstressed syllable. The purposs sfifhilation is to account
for the fact that correspondence relationships betweerelowr tones in prominent
positions appear to be able—indeed, prone—to skip overpnominent entities that
lie between them. An example is vowel disharmony in A-Hmawoaeduplication. In
this language construction there is a difference requirgti@t holds only between the
tonic vowels of the two conjuncts (skipping, and not appdytio, the unstressed vowels

that lie in betweer$}

81t might be noted that under a base-reduplicant correspureeory (McCarthy and Prince 1995)
analysis of this construction, the disharmonic vowels wa@lteady be in correspondence. Given a rather
idiosyncratic notion of positional faithfulness, it may pessible to generate this pattern in that model,
without a special correspondence relationship betweefirthevowels of the two conjuncts. However,
as will be seen in Chapter 5 below, the analogous orderimg#sfin coordinate compounds require an

identical type of relationship which cannot be reduced &eb@duplicant correspondence.
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(39) a. a"ndi"™ ‘edge’ a"ndiM-aMinduMt  ‘thereabouts’

, H

b. aBma"™ ‘eye’ a H

ML

maH-aMimgMh eyes, etc!

The ranking that generates this kind of correspondencéiaeship would is one in

which COrRrR-6 — ¢ dominates MCORR which dominates GRR-0 «— O

(40) CORR-G < G > NOCORR > CORR-0 + O

2.4.1 Properties of correspondence relationships

It is important to note that correspondence is not simply iadexation relationship.
Coindexation relationships are transitive: if some entitis coindexed with another
entity 8, and is coindexed withy, it follows thata is coindexed withy. As should
be evident to anyone with a passing familiarity with basgupicant correspondence
theory (BRCT) or with various lexical phonology optimalttyeory models (LPM-OT),
correspondence relationships are not transitive in ttipeet. We can state this more

formally as in (41):

(41) NON-TRANSITIVITY OF CORRESPONDENCE
Correspondence relationships are not transitpeez— BAB «— y) = a « .
Thata is in a correspondence relationship witlandp is in a correspondence
relationship withy does not entail thatr is in a correspondence relationship

with y.

We must view correspondence, then, as a dependency ralaitorather than a rela-
tionship like coindexation.

It is also essential that correspondence relationshipsyrametrical. As Hansson
(2001) notes, this move might seem to be ad hoc, but it is bgw@mpletely necessary

to OT as it is currently practiced (that is, in its Correspamce Theory incarnation).
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This same point was raised earlier by Archangeli (1999) (amd different way, by
Walker (2000b)). As both Archangeli (1999) and Hansson 2@@monstrate, the Op-
timality Theory constraints Mx and Dep are indistinguishable without asymmetrical
correspondence. This fact is concealed somewhat in ingipib relationships, where
asymmetry is implicit (inputs influence outputs; outputsria influence inputs, ex-
cept perhaps in lexicon optimization). In correspondemtationships within strings,
however, this becomes more obvious. If one can posit canstraf the MAX-BR type,
which penalizes reduplicants which lack some structuradan the input, but does not
penalize reduplicants which have some structure not foutttkiinput, correspondence
relationships must be understood to be asymmetrical.

Hansson (2001) makes the claim that correspondence redaijus, at least within
consonant harmony, are right-to-left. This is consisteiih & number of details of
consonant harmony, and Hansson makes an strong case foegtnstion in corre-
spondence relationships. | will not make this assumptiod,\sill instead treat corre-
spondence relationships as having the opposite diretitip(eft to right). However,
it should be noted that this decision has been made purefefthetic reasons and that
an identical analysis of the cases examined here could beufated with the opposite

directionality.

2.5 Syntagmatic Relational Harmony Constraints

Given a notion of string-internal correspondence, it isstlae to define sets of con-
straints over elements in such a relationship. These @nt&rallow the theory to
account for phenomena such as assimilation, dissimilatiot ordering effects. Many
of these constraint types are already discussed in thatliter, as will be seen below.
What makes these constraints novel—and what justifies tioe%l monikers—is that

they are evaluated relative to phonological scales.
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It will become evident, as the exposition proceeds, thaddlmnstraints are com-
pletely parallel to the input-output constraints desdilmeSection 2.6. In essence, | am
not proposing six novel constraints. Rather, | am proposinge novel constraints, the
only significant difference between the two incarnationgadh constraint being that
the output-oriented constraints make reference to lineecgalence where the input-
output correspondence constraints make reference togeetdence (input preceding
output). A major strength of this theory is its ability to dret a correct typology of
both input-output mappings and scalar relationship acstg¥ys using constraint sets
that are completely isomorphic.

All of the correspondence constraints described here aegaacal. That is to say,
a single pair of corresponding entities can only violate ast@int once, regardless of
how ill-formed they are relative to that constraint. A caastt of this type does not
count violations in terms of number the of scale steps betvee actual pair and the
pair that would satisfy the constraint (asiivoST superficially appears to do). For

example, suppose there is a scale

(42) H={a} <{e} <{i}

and a constraint IIRTEAU-H, which says that members of an input-output pair should
have the value alonBl. Under this state of affairs, the input-output pgir i) would

have the same violation profile ds, e), that is to say, both pairs would incur one
violation of the constraint. In explaining the constraibe&dow, | will assume the scale

over the vowels given in (42) and will use examples in theofeihg (contrived) format:

(43) op"a kop"i
t
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2.5.1 RATEAU

PLATEAU is essentially a scale-referring version of the constrAGREE (Lombardi
1999; Bakovt 2000). As such, it is functionally equivalent to the#im constraint of
Gnanadesikan (1997). Hansson (2001) insightfully notas ¢bnstraints of this type
are essentially syntagmatic analogues to theNIT constraints of classical Optimality

Theory.

Informally defined, RATEAU states that segments or other constituents, that are in

a correspondence relationship within a string must be as#mee point along some
scale, assuming that they are both classified by that scabés cbnstraint may be

defined more explicitly as follows:

(44) PRLATEAU[Y
Assume thaSis the totally ordered s€, T) and that— is a correspondence
relation on an output strin@; for anya,B € Cif a,B € T anda «+ 3 then

o =, thatis,a < B andB <a.
Less formally, it may be defined:

(45) PRLATEAU[S (informal)

Corresponding elements are at the same point on the Scale

Given the vowel scale in 42, the following candidates (amotigers) would satisfy

PLATEAU:

(46) a. op"4d kop"a b. op™ kop"i c. op™i kop"i d. op"é kop"6
t ] t ] t ] t ]

Candidates that would violate.RTEAU include those below:

(47) a. op"4 kop"i b. op"é kop"i c. op"6 kop"a d. op"i kop"é
t t t ] ]
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PLATEAU may be motivated by the same set of phenomena that have hateinech
previously through syntagmatic agreement constraintaghavarious types of assim-
ilation (both local and non-local). The heavy work of esistlihg correspondence
relationships between entities in the output is performeddirespondence constraints

as described in Section 2.4.

2.5.2 NOPLATEAU

NOPLATEAU represents the side of the correspondence coin oppasitesRU . It pe-
nalizes candidates in which corresponding entities in thipuwt have the same scale
value. Among other things, this constraint motivates didsitions, both the local and
the non-local variety. Given the scale we formulated abow2i, the following candi-

dates would satisfy NPLATEAU:

(48) a. op"a kop"i b. op"é kop"i c. op"6 kop"a d. op"i kop"é
t ] t t ] ]

However, these candidates would satisfgPLATEAU :

(49) a. op"4 kop"a b. op"i kop"i c. op™i kop"i d. op"é kop"6
t t t t

It can be formally defined as in (50):

(50) NOPLATEAU[Y
Assume thaSis the totally ordered s€t, T) and that— is a correspondence
relation on an output strin@; for anya,B € Cif a,B € T anda « (3 then

-(a=p),thatis,—a <Bor-B<a.

Informally, the following definition will suffice:
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(51) NOPLATEAU[S (informal)

Corresponding elements are not at the same point on theScale

The exact parallelism between this constraint andmBAu makes an interesting pre-
diction, namely that all cases of assimilation have a digatory counterpart. The
same claim has been made earlier by Hyman (2000). This hgpigtinas yet to be
tested fully, but currently appears both promising and |emolatic. For example, it is
relatively easy to think of cases of voicing or place asstioh between contiguous
consonants but relatively difficult to think of examples bé&topposite type of pro-
cesses (place dissimilation or voicing dissimilation bedw contiguous consonants).
\oicing dissimilation does occur, but it is typically a lowgstance (rather than a local)
effect. Likewise, it is relatively easy to think of cases pfeading vowel harmony,
but relatively difficult to think of examples of spreadingldarmony. Cases of vowel
disharmony are typically limited to echo reduplication swoctions.

Perhaps the best resolution to this problem is not to disbByBLATEAU which
is, as will be shown below, necessary to account for certaomplogical phenomena,
but rather to attribute this disparity to factors lying adésof the grammar. It has
been claimed by Ohala Ohala (1981) and others that theraffaeedces in the factors
that give rise to assimilation and dissimilation histoliicalt seems very likely that
speakers are perfectly capable of learning dissimilatiattepns (Pycha et al. 2003)
but that history is relatively unlikely to present speakeith the opportunity. Vowel
harmony, for example, may arise from the misinterpretabgrspeakers of vowel-

vowel coarticulation (Ohala 1994b,a; Przezdziecki 2805)owel disharmony, on the

9There are counter-examples to this generalization. Twhefttest documented cases of vowel
dissimilation are the low vowel dissimilation found in c@rt Oceanic languages (Blust 1996a,b; Lynch

2004) and the backness dissimilation found in Yucatec M&yartier 2000)
10This hypothesis is not without its problems and clearly aaratcount for all aspects of vowel

harmony (e.g. unbounded spreading, certain biases intidinedity). However, it does provide a con-
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other hand, would have to arise from some other mechanismhaps stylistic devices

that require metalinguistic knowledge.

2.5.3 Wax and NOWAX

Both PLATEAU and NOPLATEAU have analogues in constraint families that have been
proposed by earlier investigators. | will now introduce taew constraints, Wx and
NoWax. WAX is like NOPLATEAU in that it enforces a difference requirement be-
tween corresponding elementspWAX is like PLATEAU in that it penalizes certain
types of differences between corresponding elements.llibecome clear how this is
true shortly. Though they share these similarities withrtsggmmetrical cousins, they
are actually simpler thanlRTEAU and NOPLATEAU in that they consist of nothing
more than the ordering relation we have calfe@nd its negation. That is to say, they
are the most primitive constraints that could be statedringeof our scales—they can
be constructed wholly without logical conjunction.

Wax and NoWAX appear to be different from theLRTEAU constraints in that
they make use of linear precedence relationships. HoweNam the matter is exam-
ined more closely, they rely on the asymmetry that is inhteirethe correspondence
relationship described in §2.4 AX says that there must be a difference between two
corresponding elements along some scaleWMx penalizes such a difference. This
is not accomplished by adding some additional technologgh¢otheory, but rather
by stripping away, for the sake of these constraints, sonteeofechnology we have

needed elsewhere. Seen in this light, it is actually the morenative-looking con-

vincing account for the genesis of vowel-vowel assimilatidn example from the authors own research
concerns Tankghulic languages. In Standard Tankghulgtiseno vowel harmony but there is very

significant anticipatory coarticulation between the vawial unstressed prefixes and the vowels in the
following stressed roots. In East Tusom, in this same canterascent system of vowel harmony has

developed.
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straints RATEAU and NOPLATEAU which require additional stipulation, and not the
directional constraints BWaAX and WAX.

NoWAax is defined, quite simply, as follows:

(52) Nowax[9
Assume thaSis the totally ordered s€t, T) and that— is a correspondence

relation on an output strin@; for anya,B € Cif a,B € T andf < o then
a<p.

By way of illustration, the following candidates would sfyi NOWAX :

(53) a. op"d kop"a b. op™ kop™i c. op™ikop"6 d. op"é kop4
t ] t ] ] t

These candidates, however, would violate\iax

(54) a. op"a kophé b. op"é kop"i c. op"a kop"i d. op"é kop"6
t t ] t

Its counterpart, WX, is simply the negation of this constraint:

(55) WAX[Y
Assume thaSis the totally ordered s€t, T) and that— is a correspondence

relation on an output strin@; foranya,B € Cif a,B € T andf < a then

-a <.
Informally, WAX is even simpler

(56) WAX[Y (informal)

If there are two elements and in the scaleS, anda corresponds t@ then

B is higher onSthana.
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The violation profile of VX is opposite that of MWAX (since it is the negation of
NoOWAX), so the candidates in (54) satisfy this constraint whiteséhin (53) violate it.
This constraint family is motivated by the existence oftielieffects” in the ordering of
coordinate compounds, where two stems in a word are orderdthssome character-
istic of the first is “lower” along some scale than the cormeging characteristic in the
second. Take, for example, Jingpho, where coordinate cangsmare ordered so that
the tonic vowel of the second stem is more sonorous than the vowel of the second
stem if this is possible without changing the vowel qualityeither stem (Dai 1990a).

In this case, we would have the “sonority” sc&e
(57) S={iu} < {eo0} <{a}
And the constraint WX -S:

(58) WAX-S
Assume thaSis the totally ordered s€t, T) and that— is a correspondence
relation on an output strin@; for anya,B € Cif a,B € T andf < a then

-a < .

The effect would be to penalize candidates in which the sigars linearized in order
of decreasing sonority. To see how this functions in coedetms, see 85.5.

There are two logical ways of accounting for ordering pheaoawf this kind. One
is through a constraint of this type (a constraint that favautputs where there is a
directional cline along some dimension). The other apgrasito posit an asymmetry
between the positions in which the two conjuncts could beiad (a head versus a non-
head) and posit markedness constraints that favor (for pbegrhigh-sonority vowels
more than low sonority vowels in head positions. As will berséelow, this second
approach is inferior to the first both in that it requires tinguist to posit the existence

of prosodic structure for which there is no other evidence.
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WAaX is the syntagmatic analogue of the input-output constidi®HER, which

will be discussed below in Section 2.6.3.

2.6 Input-Output Relational Harmony Constraints

The same set of scale-referring constraints that can bevateti over syntagmatic cor-
respondence relations must also be posited for input-ougations in order to model
the set of attested input-output mappings. They are giviterent names only as a

matter of convenience. The relationship between the twoodetames is given in (59):

String Internal  Input-Output Description

PLATEAU SAME general identity
(59)  *PLATEAU DIFF general anti-identity
*WAX NOHIGHER directional identity
WaXx HIGHER directional anti-identity
2.6.1 3AME

SAME is the input-output version of LIATEAU, and both of these constraints are scale-
referring versions of the standard OT constramgENT. Its formal definition is as in
(60), and—as can be seen—is formally identical to the defimiof PLATEAU given

above.

(60) SAME[S
Assume thaSis the totally ordered s€t, T) and that— is a correspondence
relation from an output candidatéto an inputl; for anya € C and € 1, if

a,B €T andf «— athena =, thatisa < andf <a.

This family of constraints is the most obvious extensiontodmological scales to cor-
respondence theory. It does not significantly increasedhadl power of the theory,

since it is simply an extension of an already existing medmario a subtly different
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type of representation. By way of exemplification, the cdatks in (61) satisfy 8vE

while those in (62) do not:

(61) a. (kaip,kaip) b. (keip,keip) . (keip,koip) d. (Kiip, kuip)

(62) a. (kajp, kejp) b. (keip, kijp) c. (koip, kujp) d. (kajp, keip)

2.6.2 DFF

The constraint family DFF instantiates a far more controversial idea that consgaint
like PLATEAU and S\ME. It enforces a general anti-identity requirement overe&orr

sponding pairs in the same manner asMNATEAU. It is defined as in (63):

(63) DIFF[Y
Assume thaSis the totally ordered s€t, T) and that— is a correspondence
relation from an output candidatéto an inputl; for anya € C and € 1, if

a,B €T andf «— a then—(a = B).

The violation profile of DFF is exactly the opposite of that fola®1E, and its violation
profile is, therefore, opposite that oABE such that the candidates in 62 satisfyFP
and those in (61) violate BF.

Anti-identity (Alderete 2001), as exemplified byi#», is controversial partly be-
cause it undermines one of the most interesting formal tegulOptimality Theory,
namely the principle of Harmonic Ascent. Moreton (2004k)vded a formal proof
that an optimality theoretic grammar consisting wholly ainkedness and faithfulness
constraints (a CassicAL OT grammar) can generate any mapping except an infinite
chain shift and a circular chain shift. Circular chain shidre impossible because, in
Classical OT, any difference between input and output mmaptave a candidate rel-
ative to markedness. Suppose that some OT grammar mapsAnpubutput B. It

follows that B must be less marked, in some dimension, thahigimpossible for any
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such grammar to map B to A since A is different from B and B is lemrked than A.
Thus, a circle shift in which A is mapped to B but B is mapped tis Aredicted to be
impossible. This principle is called Harmonic Ascent.

It is hard to argue with the formal beauty of Moreton’s Theoyer the attractive-
ness of Harmonic Ascent. There is considerable evidenogever, that Harmonic
Ascent is merely a property of Classical Optimality Thergrammars and not of
human languages.

Moreton (2004b) addresses the best-known counter-examphe general claim
that circular chain shifts do not exist outside of morphglogamely the Southern Min
tone sandhi circles. Take, for example, the famous insthnoe Xiamen/Mainstream
Taiwanese, where arrows point from inputs to the outputssiindace in sandhi context

(Wang 1967; Cheng 1983; Ballard 1988; Chen 2000; Moretod B0

(64) The Xiamen/Mainstream Taiwanese tone sandhi circle

24

v

22
44 21 32q
v
53 54q

Moreton concludes that all phonological explanations teate been offered for this
phenomenon are ad hoc and offer no real insight into its tatra. He argues, further,
that the Taiwanese tone circle is not necessarily a coaxi@mple Harmonic Ascent
because it involves an interaction between syntax and pbgnoThis explanation is
not wholly satisfying, in particular because there are otases of circular tone shifts
that do not appear to be syntactically conditioned (Wang\&adg 1986; Dai 1990c;
Johnson 1999; Mortensen 2003). Furthermore, excludinghahology that is sensi-
tive to morphology and syntax from our search for the rangeoskible phonological

grammars would radically alter the endeavor, limiting tdenéssible evidence, for the
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most part, to relatively low-level automatic processes.

This discussion is relevant because admitting any anftitigeinput-output con-
straint into the phonological grammar undermines Harm@ésient completely. In the
string-internal domain, in contrast, this is not a problemspnstraint like MPLATEAU
could never produce a circular chain shift, any more thanrkeamess constraint could.
It is the cross-level nature of IEF that undermines Harmonic Ascent. Given the same
scenario as above, even if A is more marked than B, B can stithpped to A if DFF
(or an equivalent anti-identity constraint) is ranked abmarkedness.

Anti-identity is not the only mechanism proposed within {Oylity Theory than
undermines Harmonic Ascent. Perhaps the best-known sugogal is McCarthy’s
(2002) Comparative Markedness. In this theory, markedoesstraints are decom-
posed into matching pairs of (two level) constraints: onentoer of each pair counts
new violations (violations that are not present in the fdilithful candidate or FFC)
while the other member counts old violations (violationattare present in the FFC).
This theory is able to account for various types of phonaalgopacity including de-
rived environment effects, counterfeeding and counterbfeg. McCarthy points out
that this framework can generate both infinite chain shifts@rcular shifts. For exam-
ple, when old markedness is ranked above faithfulness whjch turn, ranked above
new markedness, a circular chain can result, as demortsinatés) and (66) (adapted

from (McCarthy 2002)):

lel || o*HIGH | o*MID | IDENT(high) | N*HIGH | N*MID

65) | e (a) i x

(b) e *)

il || o*HIGH | o*M D | IDENT(high) | N*HIGH | N*MID
(66) (a) i *|

'@(b)e * *
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McCarthy considers this to be a major problem with compeagatiarkedness. As will
be shown below, this may actually be a strength of comparatiarkedness theory,
since circular chain shifts are attested—a strength thsthares with the theory de-
scribed here.

Comparative markedness grammars have the potential tordetsmg that gram-
mars containing DFF cannot do: to generate infinite chain shifts. As is noted by Mc
Carthy (2002), it is possible to motivate unconditionedrgpesis with comparative
markedness constraints. Given a grammar with an undondir@tseT and NOCODA
and Max ranked above BP, if gFINAL -C dominates BpP which dominateg FINAL -

C, then unconditioned epenthesis can result, as demadtirat(67) (adapted from

(McCarthy 2002)):
Ipata/ || oFINAL-C | DEP | NFINAL-C
(67) a | (a) pata?i *x *
(b) pata *1
Ipata?i/ || oFINAL-C | DEP | NFINAL-C
b. | & (a) pata?i?i wx *
(b) pata?i *1

In (67), epenthesis occurs because it is always better ® haew vowel at the end of
a word than an old vowel (which would violate the higher rahk&INAL -C). Since
some segment has to be epenthesized, and since syllabkesohaave a CV shape, a
full syllable will always be epenthesized, regardless af lhang the input string is.

A major virtue of a theory containing IBF is that it can generate a circular chain
shift (of a certain type) without being able to generate dmiite chain shift (with-
out additional theoretical machinery).I#¥ is incapable of motivating epenethesis as
epenthesis, and it therefore cannot generate unconditiepenthesis. It should be

noted that one could mimic epenthesis in a grammar contibirrF by defining a
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scale over a set of strings such that each string was one sétpnger than the string

at the preceding step. Indeed, under the same set of assmsptiwould be possible

to define a scale over a set of unrelated strings, allowing tmmpletely random chain

shift. However, for independent reasons, scales are dedim@artitions of all entities

of a given type, with the further (logical) qualification thhese entities are neither re-
cursive nor sequential (a necessary stipulation if the fsehtities classified by a scale
is to be finite). Strings are sequential structures, and atetimerefore, classified by

scales. As a result, the theory cannot generate infinitexcaits.

DIFrF by itself (or rather, in interaction with standard markeskeonstraints and
the scale referring constraints we have discussed thusdaronly generate a very
limited set of chain shifts, all of which contain circles.cBieircles are always minimal;
they are “exchanges” between the “least marked” and “sed¢east marked” points
on the scale. Generating longer chain shifts, includingyésrcircular shifts requires

additional technology.

2.6.3 HGHER and NOHIGHER

This technology is already implicit in the constraints thaive been defined so far.
Among the syntagmatic correspondence constraints, ldotred the general “dissimi-
lation” constraint family MPLATEAU and the directed dissimilation constrain¥/

It is reasonable that the kind of correspondence relatiprsdptured in VX should
exist between input-output correspondence pairs as wdilis dnalogy is somewhat
trickier than the analogy between&EAu and S\ME or NOPLATEAU and DFF since
HIGHER makes reference to a linear precedence relation which duegpear to exist
across input-output pairs. The solution adopted here ratstate the linear precedence
relationship into a “level-precedence” relationship stitéit the input “precedes” the
output. This notion that the input-output relationshipasallel to a left-to-right prece-

dence relationship syntagmatically is not entirely novel aould be seen as a natural
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outgrowth. Applied to VKX, we are able to infer the existence of the constraint family

HIGHER:

(68) HIGHER[Y
Assume thaSis the totally ordered s€t, T) and that— is a correspondence
relation from an output candidatéto an inputl; for anya € C and € 1, if

a,B €T andf « a then—(a < B).

The candidates in 69 satisfy&HER, while those in 70 violate it:

(69) a. (kaip,keip) b. (kap,koijp) c. (kep,kip) d. (koip,kup)

(70) a. (kajp, kajp) b. (keip, koip) c. (koip, kajp) d. (kijp, keip)

HIGHER could be seen as a directional anti-identity constraintloks not simply
demand that the input be different than the output (in theesaay that VX does not
simply require that the preceding segment be different ftbenfollowing segment).
Rather, it requires that the output be higher on the scaletttainput. Like WX, this
type of constraint is only interpretable with referencedalss. Thus, to the extent that
this family of constraints is successful in modeling exigiphenomena while ruling out
unattested mappings, the idea thadry relationships underlie phonological grammars
is supported.

If the power added to the theory byi#F was staggering, the power added by
HIGHER is all the more so. Indeed, it makes it possible to replaceatispgments
with unrelated output segments, among other thihgdowever, it is a significant con-
tention of this work that a grammar lacking constraints ef thGHER type is descrip-

tively inadequate and that all of tiygpesof phenomena predicted by HER do exist,

1Though such replacements are not common, they do occucielipé the tonal domain. Various
types of crazy rules probably fit into this category as wdllleast when they are viewed as surface

phenomena.
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even though it is doubtful (indeed certain) that not all & ffossiblenstantiationsof
these types of phenomena are to be found in actual humandgagu

Logically, there must be a counterpart todHER, a constraint that is here called
NOHIGHER. This constraint is equivalent todWaAx and differs from HGHER in
being simpler—in consisting of the ordering relation al@ame not to the negation of

the ordering relation. A formal definition of IHHER follows:

(71) NoHIGHER[Y
Assume thaSis the totally ordered s€, T) and that— is a correspondence
relation from an output candidatéto an inputl; for anya € C and €1, if

ao,B€TandfB «— o thena <.

As should be clear from the definition, the violation profieNbOHIGHER is exactly
the opposite of that of KHER. Thus, the candidate pairs in 70 satisfpMNIGHER

while those in 69 violate it.

2.7 A Factorial Typology of Mapping Schemas

Having described the set of input-output constraints amddtner constraints with
which they interact, it is now possible to construct a faetotypology of possible
input-output mappings. The following schemas are thoserésalt from the possible
rankings of 3ME, DIFF, HIGHER, and ENDMOST (relative to the same scale). It will
be shown that each of the types of mappings predicted to isxadtested in a natural
language.

For each description, the mappings will be presented astdatepseudo-graphs
where each edge (arrow) corresponds to a mapping relatppwai vertex at the be-
ginning of the arrow corresponding to the input and that atethd of the arrow corre-

sponding to the output. For example, the graph in (72) rgotssa grammar where M
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is mapped to L, H is mapped to M, and L is mapped to itself (daesiternate).

(72) Chain shift from Eastern A-Hmao (Wang and Wang 1986):
4 /4
H ™M L)

2.7.1 The Identity Mapping

If SAME is undominated, the result is the identity mappfd his follows from simple

logic: if the most important requirement is that the inpuidentical to the output then
any candidate pair in which the input differs from the outplt be defeated by the
fully faithful candidate. This state of affairs can be déétas in (73):

(73 A ) B ) C ) D |

2.7.2 Neutralization

If ENDMOST dominates all of the other constraints, then a neutratina the lowest
rung of the scale will always restift This, like the identity mapping, can be proved
without demonstration. If the most important requiremsrthiat outputs be at the low-
est point on the scale, then any output candidate which tes/feom this requirement
will be defeated by a candidate that resides at the lowesit poi the scale. This is

shown in (74):

P
@) A B C D]

12The identity mapping is generated by 6 of 24 possible rarofdghe constraints under discussion
(SAME, DIFF, HIGHER, and ENDMOST).

13The neutralization mapping is generated by 6 of 24 possifrikings.
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It is easy enough to find cases of input-output mappings tlactmthis schema. A

convenient example can be drawn from Dananshan Hmong (\e8tg) 1

=
(75 ML~ LG MH LMf_ |

This type of mapping, however, presents a interesting ty@smbiguity. It can never
be ascertained, either by the language learner or the §hguhether a given pattern
of neutralization occurs across a scale of three or moreiments (as presupposed by
(74)) or within a two-step scale in which all of the elements the “endpoint” are at
the penultimate step on the scale (or some intermediat@gogmwithout independent

knowledge about the structure of the scale.

2.7.3 Neutralization with “Bounce-Back”

If D IFF dominates both EDMOST and S\ME and ENDMOST dominates HGHER then
all inputs will be mapped to the end-point of the scale with &xception of inputs at
the end of the scale, which will be mapped to the penultimaietpn the scale. This

can be schematized as in (76):

T
@) A B C D

—

Intuitively, this mapping results because botkt1osT and DFF can be satisfied as
long as inputs are not at the endpoint of the scale. HowewueF, €n only be satisfied
by mapping inputs at the endpoint of the scale to some othat.pbhis point will be
the point which incurs the fewest violations o EPOINT without actually being at the
endpoint. That point is always the penultimate point on ttades This kind of “return”
to the penultimate point on the scale will be referred to lasr&bounce-back.”

That the ranking

14A “neutralization with bounce-back” mapping is generatg®tf 24 possible rankings.
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(77) DIFF > ENDMOST > HIGHER, SAME

generates the mapping given in (76) is proved by demonstratithe tableaux in (78):

/A/ || DIFF | END | HIGHER | SAME

(a) A *! *%k% *

(78) a| (pB *k * *
(C) C *! * *
= (d) D * *

/B/ || DIFE | END | HIGHER | SAME

(@) A sy R
b.| e | o | = R

) C g * *

= (d) D * *

/C/ || DIFE | END | HIGHER | SAME

@ A Kk *
C. (b) B x| *
() C | * *
w (d) D * *
/DI || DIFF | END | HIGHER | SAME
@) A ok % *
d. (b) B x| *
w () C * *
(d) D *| *

The ranking

(79) DIFF > SAME > ENDMOST > HIGHER
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generates a mapping of the same type. Proving this, andrttikusclaim made above,
is trivial. It is possible to satisfy IFF for any input, so the winning candidate will
never be the fully faithful candidate (thus the winning caate will always violate
SaME which is rendered ineffectual by being ranked belovrH). Since ENDMOST
dominates HGHER, the output will always be at the endpoint of the scale exiette
case where the output is at that point. In that case, the buitiiube the unfaithful
candidate which violatesNDMOST the fewest times.

This type of mapping, strange though it may seem, is attastadew languages.
One particularly clear example is to be found in the toneesysdf Western A-Hmao

(Johnson 1999) (see also (Wang and Wang 1986)):

80) L. L M

-
In this language, the lowest to tones are mapped to M, but Maigped to the L tone
rather than|L. That is to say, it “bounces back” to the second worst tonéemims

of markedness (as evaluated byuvosT). It is because of cases of this type that
Harmonic Ascent cannot be allowed to tie the hands of the gratical apparatus.

With the exception of Lai (2002) and Mortensen (2003), reddy little attention
has been paid to phenomena of this type. As noted above imoB8&t6.2, Classi-
cal Optimality theory, or any version of Optimality Theorywhich harmonic ascent
holds, this type of mapping cannot be generated. Howevesnitoe captured in terms
of comparative markedness, but only at the expense of adlangower to generate in-
finite chain shifts. The scalar mechanism proposed herdegalgenerate the attested
pattern without predicting the existence of unattestetepas such as unconditioned

epenthesis.
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2.7.4 Chain shift
Under the ranking
(81) HIGHER > SAME > DIFF, ENDMOST

a classical chain shift resul®s The rationale is simple: outputs should be higher than
their corresponding inputs. Where this is not possibledbse the inputs are at the top
of the relevant scale), the next best option is for outputsetadentical to the corre-

sponding inputs. This mapping is depicted by the schemaz (8

A formal demonstration that the ranking in (81) generatesrttapping is given in the

tableaux below (83):

/D/ || HIGHER | SAME | DIFF | END

@ A * sk
(83) a. (b) B *| -
= (C) C * *

(d) D *1 *

/C/ || HIGHER | SAME | DIFF | END

@ A . .

b. | e (b) B . o
© C " N
(d) D * *

15Chain shift mappings are generated by 2 of 24 possible rgskin
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/B/ || HIGHER | SAME | DIFF i END

e (a) A * -
C. (b) B x| * ok
(c) C *| * *
(d) D *1 *
/Al || HIGHER | SAME | DIFF ; END
= (a) A * PR
d. (b) B * x| ok
©) C | * *
(d) D *| *

Chain shifts of this type are widely attested. A fairly laggdlection of such chain shifts
(as well as other examples of counter-feeding processes)den compiled by Moreton
(20044a). A perfect (four-step) example exists izebl (Guthrie 1968; Clements 1991;
Kirchner 1995, 1996) as shown in (8%)

(84) amsme/*ig
Three-step chain shifts are far more common, both in adathgnars and in the speech
of children. A common chain shift in the speech of childrearténg English is the

fricative place shift (Dinnsen and Barlow 1998):

(85) sm a O - fin D

In this shift, &/ is realized asf]] but /6/ and f/ are both realized a$][ These chain
shifts are different from many examples of counterfeedipgaity. The theoretical

mechanism given here will only generate chain shifts thatype-preserving (that is,

18In the same context, #¢bi back vowels are raised in a three-step chainso —u.
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chain shifts in which each “step” consists of the substiutdf an element of some
type for another element of the same type). Types of cowsddimg opacity which
do not satisfy these conditions must be generated througle sther mechanism. As
will be argued below, there are reasons for distinguishiegé two types of processes

(true—type preserving—chain shifts and epiphenomenattesteeding).

2.7.5 Ring (circular chain shift)

The input-output constraints described here are able tergén circular chain shifts

(“rings”) under seven different rankings, all of which mée following condition:
(86) HIGHER > ENDMOST A (ENDMOST > SAME V DIFF > SAME)

That is to say HGHER dominates EDMOST and either RIDMOST or DIFF dominates
SAME. This ranking can be expanded into the following three @ablfriendly) rank-
ings:
(87) a. HGHER > ENDMOST > DIFF, SAME
b. HIGHER, DIFF >> ENDMOST, SAME

c. DIFF > SAME > HIGHER >>> ENDMOST

Under all of these ranking§ HIGHER is able to “drive” the shift up the scale. Also, in
each of these rankings, the “rounding of the horn,” thatis,happing from the top of
the scale to the bottom, is driven bwBMOST. This results in a mapping like that in

example (88).

@) D ¢ B A
\—/

1"The “ring” mapping is generated by 7 of 24 possible rankings.
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Proving that the rankings in (87) generate the mapping i (@8uires us to solve
each of the cases individually.

The first case is the ranking
(89) HIGHER > ENDMOST > DIFF, SAME

which, of course, subsumes two strict rankings. The tal@a(0) prove that these

rankings generate the mapping given in (88), that is, thegt fenerate a ring mapping.

/D/ || HIGHER | END | DIFF | SAME

(@ A . *
(90) a. (b) B **| *
w (c) C * e

(d) D *| *

/C/ || HIGHER | END | DIFF i SAME

(@) A k| N
b. | e (b) B o .
© C " s |

(d) D * *

/B/ || HIGHER | END | DIFE i SAME

o (a) A 5
C. (b) B *| *k *
© C " 5 5
(d) D g *
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/Al || HIGHER | END | DIFF | SAME
@) A * x| %
d. (b) B *| - *
(c) C *1 * *
ww (d) D * *

Likewise, the tableaux in (92) prove that the ranking (ora$éour strict rankings)
(91) HIGHER, DIFF >> ENDMOST, SAME

produces a circular chain shift.

/D/ || DIEF i HIGHER | END | SAME

@ A sk *
92) a. (b) B - *|
w () C * *

(d) D *1 *

/C/ || DIFF { HIGHER | END | SAME

(@) A | #
b. | & (b) B o o
©c || = . N

(d) D * *

/B/ || DIFF | HIGHER | END | SAME

= (a) A U
C. (b) B *| * *k
(©) C 1 * *
(d) D * *
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IA/

DIFF

HIGHER

END

SAME

@ A

*|

*k*k

(b) B

*|

*%*

(c) C

*|

ww (d) D

*

The final case, where the ranking is

(93) DIFF > SAME > HIGHER > ENDMOST

is shown to produce a chain by the tableaux in (94):

(94) a.

D/

DIFF

SAME

HIGHER

END

@ A

*

*k|*

(b) B

*|

*%

w () C

*

*

(d) D

*|

IC/

DIFF

SAME

HIGHER

END

@ A

*kk|

ww (b) B

*%

(c) C

*|

(d) D

*|

B/

DIFF

SAME

HIGHER

END

w (@) A

K%k

(b) B

*|

**

(c) C

*|

(d) D

*|
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/Al || DIFF | SAME | HIGHER | END
@ A | * Kok
d. (b) B * * K|
) C x| * *
w (d) D * *

It is notable that so many rankings (seven of them, in factjegate this mapping,
especially in light of the fact that this type of mapping iswsacommon. However,
there is one very well-known example of a circular chaintshi@mely the circle shifts
of various dialects of Southern Min (including Taiwanesd Ximmen).

The Taiwanese tone circle is depicted in (95), with Chao tamabers representing

the values of the toné%

©5) 22 21 53 44
24

The other known cases of circular chain shifts having maae tivo points are all tone
shifts and are all found in Southern Min languages (see Bhll888). It is notable,
however, that this analytically-challenging phenomenalisfout as a natural predic-
tion from the theoretical mechanism that has been requireg¢ount for other, more

robustly attested, phenomena.

2.7.6 Comparison of Typological Predictions

We have seen that a Structural Optimality grammar contgithe constraints &vE,

DiFF, HIGHER, and ENDMOST can generate five different types of mappings: iden-

18I this system (Chao 1930), “5” represents the highest pituth “1” the lowest pitch, with level
tones represented by a sequence of two identical numbersoariolur tones represented by a sequence

of two or more non-identical numbers.
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tity mappings, endpoint neutralizations, neutralizasianth bounce-back, finite chain
shifts, and circular chain shifts. All of these mappings, we&e seen, correspond to
patterns in actual languages, and—taken broadly—all nmggpbetween underlying
inventories and surface inventories that are found in maatanguages consist of pat-
terns of these types.

Classical optimality theory, without constraint conjunator similar mechanisms,
predicts the existence of neutralization mappings andtityemappings only. Once
local constraint conjunction is added to the mix, an Optitpalheory constraint set
can generate identity mappings, neutralizations, anchatafts (as well as being able
to capture a variety of different types of phonological aggcHarmonic Ascent holds
for such grammars, so they can never generate bounce-lfacksefings, or infinite
chain shifts.

In contrast, Harmonic Ascent does not hold for OT grammaeckiding compar-
ative markedness constraints. Among such grammars are thasgenerate identity
mappings, neutralizations, chain shifts, and bounce-bacitralizations. Some gram-
mars of this type also generate infinite chain shifts, whigpear to be unattested in
natural languages. These grammars do not appear able tatgetiee type of circular
chain shifts where the loop contains more than two pointsifu@ted as “rings” here).

In contrast, the constraint set described here generdtesdlonly the attested
mapping patterns. In so doing, it provides a partial sotutio the opacity problem
in Optimality Theory, accounting beautifully for those ggof counter-feeding opac-
ity that are type-preserving (that is to say, classical chshifts). It does, by itself,
provide an explanation for other types of opacity (non-tgpeserving counterfeeding,

counterbleeding, and derived environment effects).
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Chapter 3

Chain Shifts and Scales

It is not a field of a few acres of ground,
but a cause, that we are defending, and
whether we defeat the enemy in one
battle, or by degrees, the consequences
will be the same.

“The Crisis”
Thomas Paine

3.1 Chain Shifts: Problems and Prospects

Chain shifts have always presented an interesting probdgshonological theory. On
the one hand, they are easy to formalize: on the other hanuafizations of chain-
shifts have not tended to capture the insight that certaamcthifts function as a single
process. In theories with ordered rules, chain shifts as#yemodeled with a sequence
of two or more rules. Take a case where underlyiaigd mapped to surface] but
underlying ¢/ is mapped to surfacd][ Using ordered rules, we would reduce this

chain to two processes:
(96) a. lel—i]
b. /a/— [e]

It is notable that the only connection between these ruldgigpiphenomenal interac-
tion between them. They are no more connected than the hdésvbuld be used to

model a rather different type of counter-feeding opacigkdthe famous example of
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/katab/ ‘to write’ and badw/ ‘Bedouin’ in Bedouin Arabic. In this language there is a
process that raises underlying fo [i] in open syllables and another process of glide
vocalization. The process of glide vocalization rendemselaaising “surface untrue”

since badw/ features anal in an open syllable:

(97) /badw/ /katab/
badw ka.tab  Syllabification
badw ki.tab  Raising ofa/ in open syllables
badu — Glide vocalization
[ba.du] [ki.tab]
According to McCarthy’s (1999; 2002) representation oEtbase, we could expect
/badw/ to surface ashadu] but /badu/ to surface ashidu].

Our intuition is that there is a difference between these tiypes of processes—
scalar (chain-shifting) and non-scalar. One appears$e &om a single source (vowel
reduction, for example, assimilation between vowels, @atity phonation—causes
that will be investigated later). The other results from separate processes that, like
the rules that could be used to model them, are related ontllyeogrdering interaction
between them.

This same problem is shared by certain contemporary appesdo counter-feeding
couched in Optimality Theory. In Sympathy Theory and Corapae Markedness
(McCarthy 2002), opacity is modeled by introducing an intediate level of represen-
tation (the sympathy candidate and the fully-faithful caiate, respectively) parallel to
the output. Like the rule-ordered approach to chain-shifis kind of model divides
chain-shifts into separate processes. There are threbla@eceptions to this trend:
Gnanadesikan’s (1997) use of ternary scales to model chaiits, Kirchner’'s (1995;
1996) distantial faithfulness model and Lubowicz’s (208&)trast-preservation theory

of chain shifts, which captures a different (and interegtinsight about the nature of
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chain-shifting opacity.

Just as there are two types of counter-feeding opacity ichsymic chain shifts,
there are two classes of chain-shifts in diachronic phangdlo One type consists of
two sound changes whose mutual relationship is purely a®ntal. The second type
consists of two sound changes that were triggered by the santtioning factor. A
central argument of this study is that true synchronic clsaifits usually arise from
diachronic chain shifts of exactly this type—that they esamt a single process with a
single cause, rather than a sequence of processes.

Synchronically, Chain Shifts result when&HER dominates 8ME, which in turn
dominates FF and ENDMOST. HIGHER demands that the output be higher along the
relevant scale than the input. It is the force that motivatesement towards one end
of the scale. If the input is at the high end of the scale alrethd grammar must settle
for the next best option—the case in which the input and thpwilare at identical
points on the scale. The steps up the scale will always bemairsince minimal jumps
are better relative to®DMOST but have identical violation profiles relative tadHER
and \ME. DIFF ends up being irrelevant because it is dominated Ay

This can be made more clear with a concrete example. Asswerfeltbwing scale

(98) H={i}2 > {e}1>{a}o

The input-output pair ¢/, [i]) satisfies HGHER, violates 3\ME, and incurs two viola-
tions of ENDMOST. This candidate is less optimal that the pai,([e]), since this pair
also satisfies HsSHER while only violating ENDMOST once and does not differ from

(/al, [i]) in relative to S\ME:

IMore accurately, there are two typesaoinditionedchain shifts in diachronic phonology.
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a | HIGHER(H) | SAME(H) | END(H) | DIFF(H)

(99) (@) a *| *
w (b) e * *
(c) i * **|

For the inputé/, only output ] can satisfy HGHER, so it is selected as the output:

e || HIGHER(H) | SAME(H) | END(H) : DIFF(H)

(100) (@) a *| *
(b) e *| * *
w (C) i * *%

For the inputi/, no output can satisfy I$HER, so the grammar does the next best thing:

it selects the output candidafi¢, which satisfies the next-highest ranked constraint:

i || HIGHER(H) | SAME(H) | END(H) | DIFF(H)

(101) @ a ) -
(b) e *! * *
= (C) i * *%

Any simple chain shift can be generated by this ranking seéhem
Having walked through an overview of both the motivationstfe treating chain
shifts as scalar phenomena and the formal structure of thlgs@s, it is now essential

that we look at several actual chain shifts.

3.2  Western Hmongic Tonal Chain Shifts

Tonal chain shifts are quite common in the languages of CamthSoutheast Asia,

specifically among languages with tone sandhi of the “Clihgge?. For example, a

2Though it is probably not helpful to divide tonal processes iabsolute categories, it seems that
some tonal systems do have different properties than ottMasy (though not all) Sinitic languages

have a type of tone sandhi in which one tone is replaced byhanat some context. This type of
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number of examples from Chinese languages are describedllard(1988). Here |
will argue that a significant number of these chain shiftgioated from a consistent
conditioning factor perturbing multiple points along thigch grade, that is, that they
result from the same types of factors as true chain shiftergdély. These shifts, |
will demonstrate, begin as sets of phonetically coherdptrations but may develop
(through subsequent changes) into phonetically arbipergesses.

A patrticularly striking illustration of this point can be m@ on the basis of a tone
sandhi chain found in Western Hmongic languages. The @igiimcumstances that
lead to the emergence of this chain are best preserved innBhaa, but the same
system exists, in slightly obscured form, in most of the otlh@guage varieties of
the Western Hmongic grodp Its evolution may be traced from the Proto-Western
Hmongic form (preserved in Dananshan and, to a lesser eX&dfmao) to the com-

plicated and arbitrary looking shifts found in the Mashdialects of Xinzhai and Shui-
jingping.
3.2.1 Dananshan Hmong

Dananshan is a dialect of Hmong spoken in Dananshan vil&agieghou, China. Hmong

belongs to the group of languages that are caletbngicby Western linguistics and

process lies in contrast to tonal processes found in ceffaican, Mesoamerican, Tibeto-Burman, and
even Sinitic, languages where tonal alternations can by ehsiracterized by processes like spreading,

contour simplification, downstep, and so forth.
3For a delineation of the membership of this group, see Joh(®@02). For earlier comparative

observations relating to this chain shift, see Downer (}@6id Ratliff (1992b,a)
4The Mashan dialects form one subdivision of the Western Hyiwfamily. They are genetically

closer to Far Western Hmongic languages (such as Danartshraamg Daw, Mong Leng, and A-Hmao)
than the Guiyang dialects but nevertheless lie outsidedh&estern Hmongic group, as can be demon-
strated by developments in the tone sandhi system that arecshy all Far Western Hmongic languages
but not by the Mashan dialects. For primary data, see Nied&898); for a subgrouping based on an

analysis of these data, see Mortensen (2005).
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are know adMiao by linguists in China. Like many other Hmong-Mien (Miao-Yao
languages, Dananshan has a large tonal inventory and aestibg set of tonal alter-
nations.

The complete inventory of contrasting tonal melodies onddahan monosyllables

is given in (102):
(102) a. LevellH,H, M, L

b. Contour: HM, MH, ML, LM

The tone sandhi system of Dananshan consists entirely efdoanges that occur fol-
lowing a falling tone—either HM or ML. Certain of these chasghave a very long
pedigree in Western Hmongic. These are reflected, in Daaansis the neutralization
of L, ML, LM, and MH as LM. The changes which will concern us mdbhough, have
developed fairly recently (demonstrated by the fact thay thnly occur in one genetic
subgroup within Far-Western Hmongic, the Chuangiandiatedt group). They form
a lowering chain in whichfH (super high) becomes H (high) and H becomes M (mid)
following a falling contour tone (Wang 1985; Niederer 1998)

Concretely,H is lowered to H after both HM and ML (the only falling conteun

the language), as shown in example (103):

(103) a. ntou™ ‘cloth’ sa'™ ‘blue’ ntou™saM ‘blue cloth’
b. tsi™  five’ teu ™™ ‘peck’ tsiMteu”  ‘five pecks’
c. kuM  ‘trench’ tse'™ ‘house’ kuM-tse™  ‘sewer
d. nqaiM-  ‘flesh’ tle™™ ‘dog’ nqai M-tleH *dog flesh’

In the same context (following HM and ML) H is lowered to M:

(104) a. autM ‘two’ pua?  ‘hundred’” au"puaM ‘two hundred’
b. plout™  ‘hair npua" ‘pig’ plou™npua™  ‘pig hair’
c. nplogM- ‘leaf ntop" ‘tree’ nplogMtntonM  “tree leaf’
d. naM- ‘vear cont  ‘year naM-cogM ‘year’
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This type of tone change occurs both within polysyllabic @g(most of which are
compounds) and between words within the prosodic word. Tast rommon extra-
lexical domain for tone sandhi in Dananshan and relatedulages is between a nu-
meral and a noun classifier. It is important to note that thteseelements do not
form a morphological or syntactic constituent. While theqgass is circumscribed by a

particular context, this context is not strictly lexieal

3.2.1.1 Oirigin of the Chain Shift

It is not difficult to image how a chain shift like that seen iafanshan could originate.
The falling tones (which may have originally been realizedvil. and ML) had a de-
pressing effect upon the tone of a following syllable as alted tonal coarticulation.
This seems to accord generally with the two most robust ot tonal articulation:
first, that tonal coarticulation (at least in Chinese lagps tends to be perseveratory
rather than anticipatory, and second, that perseveratmiticulation tends to be as-
similatory while anticipatory effects tend to be dissinoly (Xu 1997). The glottal
gesture necessary to produce a falling tone would seem itatailagainst gestures
needed to raise the pitch of the following syllable to H (highTH (super high). This
automatic lowering of tones following falling contours wduhus be most noticeable
on the higher tones (e.g. H an#ll). This automatic effect could then be phonologized.
Phonologization of this pitch perturbation was probablyedi by the fact that there
were already a set of (much older) tone sandhi alternationdittoned by the same
two tones, as described above (Wang 1985; Mortensen 2003hislis the correct
approach to this problem, it follows that the emergence e$¢halternations was the
result of a conspiracy between phonetic factors and gramabdiactors. It would be

an important example of the way grammatical knowledge cas thie inferences that

5This could be seen, of course, as “precompiled phrasal phgpbas argued for by Hayes (1990).
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speakers take from their sensory experience of speech. éwnéh hand, there seems
to be a clear phonetic motivation for the lowering effect. tBaother hand, there were
already tonal alternations in the same environment, ttthbdt involve the same pat-
tern of change. The fact that the new, phonetically groundiedrnations emerged in
exactly the same environment as the existing tone sandnalions is too striking to
be coincidental.

This chain-shifting pattern seems to have originated asd &f uniform pertur-
bation across a phonetic grade. Tone is a naturally gradiemension—pitch is a
continuous rather than a discreet parameter. Other fattatare sometimes important
in distinguishing tonal categories, such as voice quality duration, are also contin-
uously variable. The depressing effect of a preceding ecordapplied to elements at
various points within the pitch grade, so that both thetone and the H tone were sub-
ject to a similar effect. This account of the Western Hmonmatahain shift is superior
to an account that relies solely upon conventional featemrgetries, as we will now

demonstrate.

3.2.1.2 Problems with an Autosegmental Account

Dananshan Hmong has a tonal inventory that seems to matgbréukcted by geomet-
ric theories of tone like those of Yip (1980) and Bao (199%atly. In this language,
there are two rising tones (represented as in 106), twaépliones (as in 105) and
four level tones (as in 107). This is exactly the tonal ineeptthat would result if
one accepted Bao’s (1999) assertion that the sequenceeofdatures on a TBU (tone
bearing unit) is maximally binary, that there is one binagtfire for tone melodies and
one binary feature for register. This would result in a segight tones: two falling
tones (105), two rising tones (106), and four level tone§g1This matches the tonal

inventory of Dananshan exactly:
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(105) h |
>~

S
HLHL
[HM]  [ML]
(106) h |
SN N
L H L H
[MH] [LM]
(107) | | h
L H L

L ™M [H]

h
/

H
[ TH]

However, as shall be seen, these tonal representationoateeipful in accounting

for certain tonal phenomena within this language. This istnosay that they are

useless for the language generally, or even that they aragyiaut only that some

other representational device is needed. This device iala.sc

Assuming these representations, it is not terribly diffitcolmodel the first step in

the scale. As shown in (108), we could view the change ftbihto H as the result of the

spreading of a L from the preceding syllable. This spreaeingld be accompanied

by the delinking of the H on the second syllable. Formula@ngile such that this

spreading occurs just in case the L tone is preceded on the §Bkd by a H may be

somewhat awkward, but it is by no means impossible.

(108) HM+1H —HM +H

tsi teu
L
H L H
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The problem comes when we look at the next step in the chairthdhcase a low
register H must become a high register L. This does not seasilge to model using

autosegmental spreading and the chosen system of ref@atsest

(109) HM+H—HM +M

pl(.)u np1.1a
h h
[~ |
H L L

There is not a source for a | register feature, nor a readaylavle source for a H tone
feature for the second TBU. While it would be possible to dyrgtipulate changes
in the values of the features, this would be unsatisfyingvduld not tell us anything
about the process, and it would disguise the fact that thésusified process with a
single substantive correlate, namely, an incrementakdserin pitch. For better or for
worse, such an account would have no connection to the diachscenario we have
proposed for the development of this pattern.

What would a better analysis of this pattern look like? It Wdoalmost certainly
have to involve some hierarchical relationship (that | wall T) amongTH, H, and
M such thatTH is mostT, H is lessT thanTH, but moreT than M, and M is least
T of all. This could be implemented a number of different waj®r example, we
could propose some tone feature [raise] that allows re@i@ssociation (so that an
instance of this feature can be associated in feature gepmigh another instance of
the same feature). This kind of solution has been discusgd&ildments (1991) for
Nzebi vowel raising (though Clement rejects such an analysisvarfaf a geometric
model allowing multiple [open] features). What such a solutvould do is express—
in an indirect way—a scalar relationship among the torésH, and M. The solution

adopted here is to state the scale directly. To wit, theresisa#eT, a subset of which
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is the relation:

(110) {M}2>{H}1>{TH}o

The structure of the full scale will not concern us here. Whidltconcern us is the re-
lationship between the motivations for the pattern we olesand the formal grammar
we will construct from the constraint families explainecda®. The force-depressing
level tones after a falling tone can be formalized asiaH#R constraint which we
will call HIGHER[T]. It states that output tones are higher along the stdtean their
corresponding inputs. This competes withME([T], corresponding to the force that
maintains identity between the input and output tones amoMOST[ T ], which corre-
sponds to the force antagonistic to the lowering effect mf#ER[T]® that prevents a
complete neutralization of all of the tones on the scale o IMcounts one violation
for each stem between then end of the scale (where M residdsgrgy tone in the out-
put. Thus, an output [H] would violateNBMOST[T] once and an output H] would
violate ENDMOST[T] twice.

The ranking of these constraints follows the same simplersehwe have already
discussed. HHER[T] is undominated: if possible, outputs should be higher thair
corresponding inputs. AE[T] is ranked just below HsHER[T], meaning that—in
the event that it is not possible to go any farther up the setie next best move is not
to change at all. The ranking oNEMOST|[T] is irrelevant as long as it is dominated

by both HGHER[T] and SAME[T]. If ENDMOST[T] was to dominate SME[T], a ring

5The irony of employing a constraint called&HER to produce a lowering effect does not escape
the author. The scale could easily be reversed, this camistiauld be renamed@wER, and ENDMOST
could be changed todpmosT, yielding exactly the same results, but in the interest ohieological

consistency, the current scheme has been employed.
’In actuality, it is not necessarily true that a grammar noitaiming ENDMOST[T] would map both

TH and H to M. H will always be mapped to M, but the winning carad@lfor the output corresponding
to TH would be indeterminate unless some other low-ranked cainstvere invoked. The presence of

ENDMOST|[T] resolves this indeterminacy
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would result: when the scale could be ascended no furthenehkt best option would
be to go to the bottom end of the scale. The same result wouldhtbéf DIFF[T ] was

to dominate 8ME[T]. The results of these rankings are shown in Tableaux (1113):1

TH || HIGHER(T) | SAME(T) | END(T) : DIFF(T)
(111) @ H " i
ww (b) H * *
(C) M * **!
H HIGHER(T) | SAME(T) | END(T) | DIFF(T)
(112) @ TH -
(b) H * - -
w (C) M *
M HIGHER(T) | SAME(T) | END(T) : DIFF(T)
(113) @ T : _ :
(b) H *1 * *
w (C) M * =

This proposal compares favorably with earlier approacbeshain shifts in Opti-
mality Theory advanced by Kirchner (1995, 1996), Gnan&@es{1997), and Dinnsen
and Barlow (1998). It is true that this analysis shares sbimgtwith each of these ear-
lier proposals. Like Gnanadesikan’s and Dinnsen and Bafowoposals, the current
analysis depends upon the existence of scalar represgrstati relations. As in Kirch-

ner’s (1995) proposal, the chain shift here is claimed torbed by a single constraint

8The analysis alluded to here employs fully-specified adyitesentations. They reject this proposal
in favor of a different analysis in which uses underspecifeggtesentations mirroring, they argue, the
representations of children producing these forms (Dinresel Barlow 1998:84ff). Part of their reason
for rejecting the first analysis is that they believed thdesttaat they posited was an ad hoc mechanism

with no motivation. This is not a problem in the current theor
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(his RAISING constraints). However, all of these earlier approacheseshéability in
the form of “distantial faithfulness” (Dinnsen and Barlo®38). In each of these anal-
yses, there is a faithfulness constraint that penalizgsutsithan deviate from the input
beyond a specified threshold. Both Gnanadesikan and DirarsgBarlow formulate
this constraint in terms of scales, while Kirchner seesadisal faithfulness as a con-
straint over a continuously variable space. Kirchner, a,feomposes his equivalent of
distantial faithfulness out of two atomic constraints byam&of constraint conjunction.
In either case, a constraint of this kind allows for chairftshiy allowing outputs to
be only one increment from the input. If the constraint(syidg the chain shift was
undominated, the result would be neutralization. If it wasnéhated by an ordinary
faithfulness constraint, the identity mapping would pieva distantial faithfulness
constraint can be satisfied while allowing the output to ioverrelative to markedness.
Both Gnanadesikan (1997) and Dinnsen and Barlow (1998) hoodeterfeeding
opacity using a constraint familyfENT-ADJ and DSTFAITH respectively) that has
no real motivation outside the domain of chain sKiffEhese constitute a type of faith-
fulness constraint that does not distinguish between dsitiiat are identical to the
input and those that are adjacent to the input on some scal@nadesikan:78 defines

IDENT-ADJ as follows:

(114) INDENT-ADJX scale]
Given an input segmeit and its correspondent output segmgBnthena and
B must have related values on scale x, where the defined redadi@ identity
and adjacency. (In other words, the output may not have mamad than one

step on the scale.

9Gnanadesikan (1997) also emplog&ENT-ADJin her analysis of “attraction” effects. These, how-

ever, can be modeled without this type of constraint.
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This constraint type is useful for only a limited number oepbmena, primarily chain
shifting phenomena. In contrast to these constraints,dhstraint families employed
here are motivated by a whole host of phenomena. A constihtis type seems nec-
essary in modeling ring shifts (circular chain shifts witlora than two points). In its
syntagmatic formulation (namely AX), a constraint of this type is needed to account
for phonologically driven ordering effects in coordinatengpounds. 8ME is simply

an IDENT constraintin scalar guise. As will be seen below, it is nsagsto the account
of “register-preserving” effects in tone sandhi systemsprag other things. In its syn-
tagmatic incarnation, itis an@RrREE constraint of the type needed to account for certain
harmony phenomena. As foNBMOST, itis simply a scalar markedness constraint and
is needed to account for both neutralization effects argishifts. DFF, while not es-
sential to the account of chain shifts, is also motivated tyrize-back effects (along
the input-output dimension) and long-distance anti-hanyreffects (syntagmatically).

In other words, the account given here avoids introducingamhhoc relations among
corresponding elements on the order of distantial faittdss.

Kirchner's model is far more economical. UsingA%E constraints which make
direct reference to the duration of vowlswhich he suggests are independently mo-
tivated, he composes what is essentially a distantialffditbss constraint by means of
constraint conjunction. Constraint conjunction, likesyiss suggested by Kirchner to
be independently necessary to account, among other tHorggress clash avoidance.
However, constraint conjunction itself, is problematidhat it predicts the existence
of a host of highly unusual phenomena. Research by MoretdrSamlensky (2002)
shows that constraint conjunction makes some correct {@esting predictions about
possible chain shifts. However, there is still good reasdvelieve that local constraint

conjunction is too powerful a mechanism without some addél constraints on its

10kirchner (1996, 1995) attempts to account for two vowesiraj chain shifts, one in Basque and

the other in Mebi.
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operation. A more serious problem with Kirchner’s approachis extreme phonetic
literalism. It rests, to a good degree, on access to a plwdmtiension (in his case
studies, duration) and thus does not adapt transparentlyaio shifts that lack a cor-
responding phonetic dimension.

We will now see that there are chain shifts of exactly thistyghich nevertheless
have the same logical structure as the natural chain std@manshan. In other Western
Hmongic languages, the chain shift that is so perfectlygoresl in Dananshan has
changed in form. In some cases (like A-Hmao), the generalesbfithe chain shift has
remained the same—only the conditioning environment has béered. However, in

the Mashan dialects, a more radical set of changes has té@n p

3.2.2 Eastern A-Hmao

Eastern A-Hmao, which like Dananshan is a member of the Fest&h Hmongic
group, has a chain shift that is directly cognate to the oneddn Dananshan. How-

ever, rather than being a shift of the form
(115) TH—H—M

it appears instead as

(116) H—>M — L

Relative to the Dananshan chain shift—almost certainlydidehronically prior pat-

ternt!—the tonal values in the A-Hmao chain are more widely spraacbés the whole

The reasons for this inference are as follows: Both Dananahd Western A-Hmao (for which,
see Johnson (1999)) have thg+'—H —M?” shift, despite the fact that they belong to different brhas
of Far Western Hmongic. Furthermore, the register split Bst&rn Hmongic would have produced, at
its inception, a sequence of relatively high tones and arathrelatively low tones. All of these tones
in the chain shift belong to the high register. As such, a tmn which consists solely of relatively

high tones is very likely to be closer to the original chaiiftsh
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tone space, rather than just across the upper registeg Kirtd of change is unsurpris-
ing. Tonal values in East Asian tone languages tend to wama&s freely, and small
changes in the relative pitch of tonal categories are to peard. Note, however, that

this change in tonal values has not altered the relatiortblipheld between the tones

in the chain.

(117) atu®  ‘son’ kiM ‘grandchild’ tu PkiM ‘descendants’
b.mau" ‘Miao’ sa™ ‘Han’ mausaM  ‘citizenry’
c.tif land’ tcheeyM  ‘place’ ti ftcheey - ‘location’

d qut  ‘old” tshoM  ‘clothing’ quMtshot ‘old clothing’
It is notable, however, that the conditioning environmenmtthe sandhi alternations
seems to have changed. In the examples in (117), the tone alyttable preceding
the alternating tone is always'H rather than the falling tones we saw in Dananshan.

Additionally, the MH tone triggers the same sandhi altaoreg as H:

(118) a.yfmM?  ‘lusheng sw  ‘sound yiuMPsuM  ‘lusheng sound’
b. 161 MH ‘long time’ nti?  ‘long’ 161 MHntiM ‘for a long time’
c. nfile MH ‘year’ cauM ‘year’ mnhie MH cay b ‘age’

d.dzfieM?  ‘animal’ mpaM ‘pig’  dzfieMmpal ‘beast of burden’
This fact appears unsettling until it is revealed that thé&t tonditions sandhi is cog-
nate to the Dananshan HM tone and the A-Hmao MH tone is cogo#te Dananshan
ML tone. In other words, the substance of the tones condlitgpthe sandhi alterna-
tions has changed, but their behavior relative to the othreed has not. If we were
to give this chain shift an analysis unrelated to the angalgsbposed for Dananshan,

we would miss the generalization that we are observing ésfigrthe same process.

2There are two kinds of Highs in Eastern A-Hmao: one which diors the tone sandhi alternations
described here but does not lower to M in sandhi context aedloat does not condition these alterna-

tions but does lower to M in sandhi context. These are cogndd@nanshan HM antH respectively.
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What will be seen next is that the tones in the chain itself otegnge quite markedly

without changing the structure of the chain.

3.2.3 Mashan Dialects

In the Mashan dialects of Western Hmongic, the relationbeigveen the steps in the
chain has been altered considerably. In Xinzhai Hmong (A@@0; Niederer 1998),

for example, the chain now appearsts
(119) MH—LM —ML

in the context following M, LM, and H. That is to say—in thisvéronment—MH goes

to LM:

(120) a. zeiM ‘honey’ mwMt  ‘bee’ zeiMmw™  ‘bee honey’

b. nout™M ‘day noMH  ‘this’ nouMno™M ‘today’

MH

c. ntea® ‘post pla ‘house’ nteaplat™  “pillar

while LM goes to ML:

(121) a. touM  ‘boy’ zoutM ‘young touMzouM-  ‘young boy’

b. zeu™M ‘heart’ zaw'M ‘good’ zeu"MzawM‘- ‘conscience’

c. sop” ‘fat’ mpo™M  ‘pig

sonMmpoM- “lard’
Here, the lowering tendency is still in evidence for the fastp on the chain shift.
However, the second step looks instead like a “metathesteéacontour. This situation
undoubtedly results from the free movement of “tones” @istl tonal categories)
within a multidimensional tone-space.

Data from Shuijingping Hmong illustrate a much more radamtelopment. In the

first of two chain shifts, HM becomé&d in sandhi context, as shown in (122):

1370 be precise, there are actually two chain shifts in placenefin all of the Mashan dialects. This

matter will be taken up in more detail in the discussion ofifgping.
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(122) a.

e.

f.

kaM ‘medicine’ teo HM
zeiM ‘honey’ mory "V
nat ‘bag’ nto "M
non - ‘day’ na HV
ntecatt  ‘post’ pra M
teconHt ‘guide’ ka HM

TH, on the other hand, becomes H (123):

(123) a.

b.
C.
d.
e.

f.

he M ‘chicken’  he M
pko M ‘yolk’ ha ™M
bt ‘leg’ zuH
tit ‘RECIP he TH
pogHt ‘grotto’ pra M

tcain - ‘complete’ pay ™

liquor  kaMteo MM ‘brewer’s yeast’
‘bee’  zeiMmon™  ‘bee honey’
‘book’ nalnto ™ ‘book bag’

‘this’ non “na ™ ‘today’

‘house’ nteaHlpar ™M pillar

‘road”  teonMtka™  ‘show way’

‘crow’  heMheH ‘cock’s crow’
‘egqg’ pkoMhal ‘egg yolk’
little’  Tolzuf ‘calf’

‘curse’  tithel ‘quarrel’
‘cliff  popHtpra™  ‘grotto’

‘air teain "-pan™  ‘catch cold’

Here, the members of the chain have themselves undergoma aktircular chain

shift in their history. ¥'H has become a falling tone HM (like the old tone Al), *H

has moved into its place g1 and M too has been raised to H. *HM (historical Al)

ends up as M, completing the chain. This migration of tonégaries around the

tonal space has greatly altered the substance of the torased in this process, but

the relationship between these categories has been pedsérchain shift which was

phonetically natural and well-motivated at its birth hasdmae phonetically opaque.

In the second of the chains, M becomes the rising-falling tollL (124):

(124) a.

b.

C.

d.

kuaM ‘bug’ ntso"™ML  ‘louse’ kuaMntsoMH?  ‘head louse’

heiM ‘dig’ hopML  ‘hole’ heiMhogMH  ‘dig a hole’

nat  ‘ear sog*M.  ‘rice’ nalsogM"  ‘ear of rice’
mut  ‘NEG  lag*M- ‘growr mutlagMM ‘not grow’
mott ‘eat’  hua"ML  full noMthuaMH  ‘eat until full’
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Oddly, LML becomes MH (125):

(125) a. ?iM ‘one’ 1LiMH ‘month’  ?eiM1itM ‘one month’
b. tuaM ‘ctP WwMP  ‘thehoe’ tuaM™  ‘hoe’
c. mut ‘NEG npagM?  ‘believe’ mulpag™™  ‘not believe’
d. teat ‘nine’ mo'"  ‘night  teaMtmo'™ ‘nine nights’

Thus, the two chain shifts are as follows:

(126) a. HM—TH —H

b. LML —-MH —ML

In the Mashan dialects, there is a secondary tonal splittafig four of the tones, the
“high” tonal register that includes all of the tones thattjggpate in the lowering chain
shift discussed here and abédtie In this split, the tones of syllables with aspirated
onsets$® were lowered, and aspiration was subsequently lost. That refsthis split,
the chain shift was “split” as well. In other words, there wé¢hen two chain shifts
reflecting the historical pattern rather than just one.

The second step in both chains preserves the lowering tepdea observed in
Dananshan and A-Hmao. This contrasts with Xinzhai, whegddtvering tendency is
manifest in the first step of the scale. The Shuijingping geesents two problems for
analysis. The first is the issue presented by the Xinzhaiwlataxamined: some of the
alternations have lost their phonetic grounding, while agmmg structurally identical
to the natural alternations from which they are derived. 3émond problem is equally
interesting: following the split, the same set of relatioips are retained in each se-
ries. However, a conspiracy between time and coincidenseshased the phonetic

coherence which once characterized these alternations.

14xinzhai also underwent this split and displays the same loehmin shift was Shuijingping. How-

ever, because of a lacuna in the data, | do not use Xinzhdiusgtrite that development.
SActually, this set included not just aspirated plosives afidcates, but also “aspirated” fricatives

and voiceless sonorants (nasals and liquids).
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We are left with an analytic conundrum: if a feature is pakiteat minimally dis-
tinguishes the corresponding members of each series, ltheuexpected that the two
series would behave identically except in processes thit mederence to that feature.
However, such a feature could have no consistent phonetielate: it would be purely
diacritic in its function. Furthermore, equally abstrasatures would be needed to re-
late HM to LML, TH to MH and H to ML. On the other hand, we could avoid positing
such diacritic features and instead posit rules or comgtr#hat apply separately to the

tones in each series. To wit:

(127) a. TH —H/{M, L, HL}
b. HM —TH/{M, L, HL}
(128) a. MH—ML/{M,L, HL}_

b. LML —MH/{M, L, HL}

This approach seems flawed, however, in that it does not iafite parallelism be-
tween the two chains. It treats them as completely unrelatedesses and does not
capture the fact that, in both a historical and a synchroenss, HM is tofH as LML

is to MH and{H is to H as MH is ML1®,

A similar phenomenon can be observed both internal to Stgjng and between
Shuijingping and Mashan (and the other Western Hmongialagegs discussed above).
At its birth, the chain shift could be described entirely@nns of pitch, just as it still
can be in Dananshan Hmong and A-Hmao. Through time, howt#wertones have
wandered in the tone space, leading to phonetic changeswvitbrresponding changes

in their phonological behavior. The Mashan chains no lonligslay scalar properties

16Just as problematically, it cannot capture the gener@izahat all of these changes have pre-
cisely the same conditioning environment. This appearsta boincidence, even though it clearly is
not. However, discussing the mechanism by which conditigenvironments are captured in Structural

Optimality is beyond the scope of this chapter.
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in the substantive domain. However, in the logical domakythre no less scalar
than the Dananshan and A-Hmao chains. Once we assume thextouasic scales
have no inherent phonetic content, but are, rather, albstktions over contrasting
phonological elements, it is possible to find the face belimedmany masks of this
protean chain. This type of analysis has already been givewvea for the transparent

Dananshan chain. Just as the partial scale

(129) T={M}2>{H}1>{TH}o

was posited for Dananshan, we posit the partial scale
(130) T ={H, ML} 2 > {TH, MH}1 > {HM, LML} ¢

for Shuijingping. Assuming a “diacritic” feature (or trai scale}’ that distinguishes

the “upper” register from the “lower” register:
(131) R={LML, MH, ML} 1 > {HM, TH, H}o

and a 3ME constraint that prevents changes along this scale, we cdelrios pattern
of alternations with a grammar that is substantially idgadtto the one presented for
Dananshan. If we call the register sc&8ethen our grammar would consist of the

rankings:

(132) HGHER[T] > SAME[T] > END[T], DIFF[T], SAME[R]

1’From a historical standpoint, the Mashan dialects actuwiye a three-register system. The four
historical tones were first bifurcated based upon the vgiofnonsets, where syllables having voiceless
or preglottalized onsets ended up in one category and $gdakith plain voiced onsets ended up in
another. This split is shared with most of the other WestemoHygic languages. The second split was
based upon aspiration. Syllables with aspirated onsetkifimg voiceless sonorants) were assigned to
a lower register and other syllables were assigned to a higgester. It is to this later split that we make
reference here, but all three levels in the register systensymnchronically relevant in Shuijingping in
that all tone sandhi alternations are “register presetViAg such, the scal® described below should

almost certainly have three levels rather than two.
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where \ME[R] is not crucially ranked relative to the other constrairiteven here but
must dominate HsHER[R], DIFF[R], and ENDMOST[R].

The resulting grammar will generate both of the relevantrchahifts:

HM || HIGHER(T) | SAME(T) | END(T) | DIFF(T) | SAME(R)
(@ HM *1 2
133) |~ (b) TH * *
(c) MH * * *|
(d) H X ok
(€) ML x| o *
TH || HIGHER(T) | SAME(T) | END(T) | DIFF(T) | SAME(R)
(@) TH *| * *
(134) (b) MH | * * *
= (C) H * **
(d) ML * o *1
H HIGHER(T) | SAME(T) | END(T) | DIFF(T) | SAME(R)
(@) TH * *! *
(135) (b) MH ] * * *
e () H * ok *
(d) ML %] * ok *
LML || HIGHER(T) | SAME(T) | END(T) : DIFF(T) | SAME(R)
(a) LML *| *
(136) w= (b) MH * *
(c) TH * * *!
(d) ML *1 %
(e) H ] ok *
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MH || HIGHER(T) | SAME(T) | END(T) : DIFF(T) | SAME(R)

(@) MH | * *

(137) (b) TH N R R *
= (C) ML * wx

() H R ot *

ML || HIGHER(T) | SAME(T) | END(T) | DIFF(T) | SAME(R)

(@) MH * ! &

(138) (b) TH " * x R
e (C) ML * * *

() H N o " !

Not only that, it can generate all of the tonal chain shiftsiveee observed thus far

(provided only that the tones in the scales are changed éard¢bgnates).

3.2.3.1 Naturalness, productivity, and the proper scope gshonology

There are a number of possible objections that could beddsan analysis of this
sort. These fall into phenomenological and methodologieé¢gories. On the phe-
nomenological side, it is perfectly reasonable to questiether speakers possess
any productive knowledge of the highly abstract altermegtiove have been discussing
here. Indeed, some scholars have suggested that this tygeecsandhi consists almost
entirely of fossilized historical patterns stored in the@den and not productively com-
manded by speakers (Ballard 1988). On the methodologidal # must be decided
whether phenomena of this kind should be treated as phoyaltag|.
One might attribute these phenomena to some mechanisnieygisonology. In

this vein, Tsay and Myers (1996) dismissed Taiwanese tomghsas “allomorph se-
lection.” Under such a model, the selection of normal vessuxihi allomorphs would

be directly equivalent to the mechanism by whakiersusan are chosen in English.
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For each form participating in the sandhi alternation theoelld be two allomorphs:
one for the normal form and one for the sandhi form. The allgghcselection rule
would then choose an allomorph based on the phonologicalosmaent of the mor-
pheme. This mode of explanation can easily account for méitteadata seen here. It
is problematic, though, in that it can account for almosbélexical phonology and a
large part of postlexical phonology. In fact, it is possitdeziew any model of phonol-
ogy that attempts to account for alternations as an allomsetection mechanism. If
this pattern is to be dismissed as “allomorph” selectiorhitle or no relevance to
phonology, a principled explanation should be offered teedntiate this direct allo-
morph selection—presumably a function of the morphologser “real phonology”.

One possible criterion is naturalness. On this view, pHoaky natural phonol-
ogy is phonology proper; phonetically aberrant “phonoldggiongs in the domain of
morphology. This argument presents two major problemsgeneral and one specific.

The general problem is that confining phonology in this wasariably leads to a
kind of methodological circularity. As practitioners of yblogical discipline, pho-
nologists seek to discover the range of possible phenommetieeisound patterns of
human languages. This endeavor becomes an exercise itotauibit is limited by
subjective criteria such as naturalness. To circumscritmplogy with an arbitrary
naturalness requirement would be to practice typology kiy Rait more bluntly, it is
pointless to seek the range of possible phonological graswmlaen the boundaries of
that range are definitionally predetermined. In fact, thenabrph selection hypothesis
seriously erodes the restrictiveness of morphophonadtieory since it predicts that
any allomorphy should be possible.

This global problem is closely related to a more specific [mokraised by the data
discussed here. A-Hmao, and especially Dananshan, loakvedy “natural” while

the Mashan cases look less so. However, even in these cades ¢k original low-
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ering pattern is preserved. To exclude the Mashan data auatof unnaturalness
would require a criterion that defined the cut-off point beéw “natural” and “unnatu-
ral” phonology, but wherever it was set, such a boundary doligguise the fact that
“naturalness”™—in so far as it can be given a principled deéiniof any kind—is a gra-
dient, rather than a categorical, concept. On these groamysarbitrary naturalness
criterion should not be invoked to exile these data from &&m of phonology.

Another (more principled) objection that can be raised & tf productivity. It
must be granted that the tone sandhi processes that havaliseassed here vary in
productivity. In Dananshan, for example, the tone sandbecgss is not particularly
productivé® (Wang 1985). In A-Hmao, the process seems to be much moreiprod
tive, as suggested by Downer (1967) and the text provided aggN1986). In the
Mashan dialects the tone sandhi appears to be quite preduatthough Xian (1990)
is inexplicit on this point. The even more surprising tonad$a alternations found
in Southern Min languages (for which, see 84.1) are comigleteductive, excluding
certain classes of loanwords. Interestingly enough, tbees not seem to be a clear
correlation between the phonetic transparency of the tandhs processes and their
productivity, at least in the languages represented heren Branting, for the sake of
argument, that none of these processes is completely greelutis not clear that these
processes should be excluded from phonology proper. Indegceat deal of lexical
phonology is not productive or is productive only in a specsiubset of the lexicon.
If the tone sandhi processes discussed here are to be depladeain the domain of
phonology, then much of what has been called phonology ip#s¢ much join them
in their exile.

What criteria, then, can be offered to distinguish phonigiai¢y conditioned al-

lomorph selection processes from phonology proper? Redpibty for an allomorph

18wang (1985) notes specifically that these processes do not ota stratum of recent loans from

Chinese, though they do occur in older loans. See also Nee&998).
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that is unambiguously suppletive must clearly be delegatdte morphology. Further-
more, processes that apply to an arbitrary subset of thedexie.g., a single lexical
item as in the case of Englistian). All of the chain shifts we have examined can be
derived by the application of very simple (if “unnatural)les and apply to a large,
non-arbitrary subset of the lexicon of the languages in tijpesIn other words, it is
right to attempt to example them with the same set of toolsl igeexplain the rest
of phonology, and if necessary, to enrich the set of exptagatevices employed in

phonological analysis such that it able to account for them.

The Western Hmongic tonal shifts are historically and striadly coherent but
(in the case of the Mashan dialects) phonetically arbitrav have argued that they
are nevertheless phonological phenomena, and have arguedférmal mechanism
able to account for these shifts in such a way as to captuneuthéerlying similarity
while allowing for their phonetic divergence. These formadchanisms are abstract
phonological scales and constraints referring to thedesc@iven formal mechanisms

of this power, it is now possible to account for other proldgimchain shifts.

3.3 Fricative Place Chain Shift in Acquisition

As mentioned above, there is fricative place chain shithengpeech of many children
acquiring English. This shift is described in detail by Dsen and Barlow (1998), who
provide several different analyses of the phenomenon,oagping it from different
perspectives. This chain shift has the effect of moving elaiss fricatives one step
“forward” in the articulatory space so that is realized asf]] but both 6/ and £/ are
realized asf].

After examining several different analyses (some of whrefatt this process as a

chain shift and some of which do not) they settle on accouasgt on “shadow spec-
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ification,” a type of underspecification intended to allove ttame representations to
function as a basis for production and perception in languseyelopment. In their
Optimality Theory analysis using shadow specificatitim andfin have the same un-
derlying representation 1/, while sin is represented underlyingly asu/. This im-
plies that learners displaying this pattern do not distisigyerceptually betwee]
and [], but do distinguish between these sounds afid The grammar effectively
forces /F/ to surface a|[and &/ to surface ast], meaning that—under this analysis—
the phenomenon is not a chain shift at all. They fail to sgebibwever, what happens
to representations like underlyingf/which presumably would surface & ¢r under-
lying [s] which would apparently surface ag1°.

In contrasting this analysis with the analysis attributedhem above, a chain-
shifting analysis in which the underlying representatiaresfully adult-like, the three
places of articulation are treated as a scale, and too greatment along this scale
is penalized by DsTFAITH. They reject this analysis on several accounts. First, they
express doubt that the scale they need to pdéit (L, O/ = 2, s/ = 3) can have any real
basis in phonology. Secondly, they point to the fact thasthigects, after speech ther-
apy, show a pattern of lexical diffusion, where some leximahs come to be realized
with adult-like values for these sounds and other wordsnéte chain-shifted realiza-
tions. They discount, out of hand, the possibility that thigcal diffusion is due to the
coexistence of competing, coexistent grammars (what heea balled “cophonolo-
gies”). However, a mechanism of this kind is independentbtivated for the lexical
stratification found in adult speech (see, e.g. Itd and M&4&95, 1999) for the case
of Japanese), so Dinnsen and Barlow’s rejection of thataggtion is at best prema-

ture. They also note the questionable appeal to the othemwimotivated constraint

9This is consistent, in some sense, with the data from adiguisn that learners who display the
chain shift pattern, after therapy, may display lexicalatwn such that adult/ sometimes corresponds

to [6] and sometimes tas]. Likewise with adult #/, mutatis mutandis
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DISTFAITH. This problem (and its resolution) has been discussed above

There are some respects in which the first analysis given bhpd2in and Barlow
(1998) is superior to the first. One is that of economy—thé dixplanation requires no
special assumptions about underlying representationishwhay be identical to adult
representation. This mirrors the general observationdhi&dren’s perceptual develop-
ment leads their articulatory development; that is, theymerceive distinctions before
they can produce them. The only additional representatemicd which is needed is
the scale. More significantly, the first account treats tharelshifting process as a
unified phenomenon, where both steps are driven by markedridse second anal-
ysis makes the two steps of the chain shift completely disjoThe first step, they
attribute to greater markedness gfrelative to #/2° The second step, they attribute to
the absence of an underlying contrast. At the expense oireliing the appearance of
opacity, they have been forced to give disparate analyssmitar phenomena.

Based upon what we have already seen about the relatioretiaiedn phonological

scales and the substance of the items they classify, thepgesof a scale with the form

(139) {f}2>{6}1>{s}o

is no longer surprising (and comes at no additional thezaktiost). Indeed, this scale
looks relatively grounded compared to the tone scales weusls®d above. Structural
Optimality provides a way of capturing the insight that thigin shift is a unified
phenomenon and avoids making the prediction that the affechildren perceive no
contrast betweerf//and b/ (but do perceive a contrast betwe®h @dnd A/) without
employing DSTFAITH or any other chain shift-specific theoretical mechanisnve®i
the ranking schema we have already developed, and the soale(139), the chain

shift above follows naturally, as shown below (140-142):

20This, in itself, seems to be a rather strange state of af@ikse, cross-linguistically, the opposite

pattern generally holds.
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/sm/ || HIGHER(P) | SAME(P) | END(P) : DIFF(P)
(140) (@) sm * *
= (b) 0m * *
(c) fin * *k|
/6m/ || HIGHER(P) | SAME(P) | END(P) | DIFF(P)
(141) (@) sm * 25
(b) 6m *| * *
ww (C) fin * *%
/fm/ || HIGHER(P) | SAME(P) | END(P) i DIFF(P)
(142) (@) sm * *|
(b) 6m *1 * *
ww (C) fin * ok *

The theory developed to account for the tonal chain shift§¥@stern Hmongic predicts
as a side-effect the possible existence of consonant phete shifts. This case shows

that such effects do in fact exist and call for the same typmafysis.

3.4 Conclusion

We have shown how the theoretical mechanisms of Structysah@lity account for
the chain shifting phenomena as unified processes. This esmavel accomplishment,
since—as we have seen—earlier investigators have be ablectmle much the same
insight in OT grammars, albeit by different means. Howeteis proposal has ac-
complished several things that earlier proposals haveSighificantly, it has provided
an analysis of chain shifts in terms of a mere four constrigies, all of which are
independently motivated. As will be seen, these same typesrstraints and scales

are needed to account for circle shifts, bounce-back sffectiering effects in coor-
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dinate compounds, long distance dissimilation effectsl, @her phenomena. Just as
significantly, we have been able to capture—in a way that wbtiee previous theories
would be able to do—the logical relation that persists whHenwinds of diachrony
sweep away the phonetic naturalness that characterizes) yahain shifts without de-

stroying their underlying structure.
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Chapter 4

Circular Chain Shifts

| see how plenty surfeits oft,
And hasty climbers soon do fall;
| see that those which are aloft
Mishap doth threaten most of all.

“My Mind to Me a Kingdom Is”
Sir Edward Dyer

Questions about circular chain shifts (hereatftiecle shift9—whether they exist
and, if so, how they are to be analyzed—have become a promssere in phonolog-
ical theory (McCarthy 2002; Lubowicz 2003; Hsieh 2004; Zh2006; Barrie 2006).
The increased interest in these processes is intimatelydieertain formal properties
of Optimality Theory. As classically defined, Optimality &try predicts that phono-
logical circle shifts should not exist, as was demonstratefutably in a formal proof
constructed by Elliot Moreton, a finding which will be refedrto hereafter aslore-
ton’s Theoren{Moreton 2004b).

This chapter will examine four different cases that havenlescribed as circular
chain-shifts, namely the tone circles in Southern Min (€s&), Western and Eastern
A-Hmao (Hmongic), and Jingpho. | will demonstrate that thedretical equipment
that is necessary to model these circle shifts (and “bolaci-effects”) is exactly the
same as that required to model the conventional chainsséximined in Chapter 3,
the coordinate compound ordering effect to be examined ap€in 5, and the graded-
dissimilation effects in reduplication to be analyzed ira@ter 6. This chapter will be

a first foray into to the domain of anti-faithfulness, wherempirical arguments for
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both anti-identity and directional anti-identity will begsented. These same themes
will become crucially important in Chapters 5-6, where il we shown that the input-
output anti-identity constraints needed for analyzingwuer chain shifts and bounce-
back effects are simply a special case of correspondenc&raons that must also
exist in string internal forms. This unified case for anemdity, and its predictions for
phonology, will be shown to compare favorably with analysesircle shifts that rely
upon contrast preservation, or which try to deny their exise altogether.

While there has been a long debate (Wang 1967; Hsieh 1970gCt@68, 1973,
Moreton 2004b; Barrie 2006; Zhang 2006) about the naturepampler analysis of cir-
cle shifts, this debate has continually been mired in theesardential swamp since its
beginning. One of the reasons so little progress has beemr méal resolving this
issue—perhaps the principle reason that this is so—is tletdebate has centered
wholly around the analysis and reanalysis of the same csloi¢, namely the (jus-
tifiably) famous tone sandhi ring of Xiamen and Mainstreanwaaese (two closely
related dialects from the Southern Min branch of Chinesey.lokg as this is so, it
is unlikely that a general understanding of circle shiftd #imeir properties will ever
emerge. This chapter is an attempt to address that misséeg pif the scholarly puz-
zle. | will show that Structural Optimality can account rigdior a variety of types of
circle shifts.

Our discussion will begin, in 84.1, with a discussion of thenMone Sandhi cir-
cles, both the famous circle from Xiamen and Mainstream @agge in §4.1.1 and
striking variety of other Southern Min tone circles in 82-34.1.4. It will be seen that
these latter shifts are not only amenable to Structuralr@gdity and intractable for
contrast-based theories of tone circles, but also fill opisga the typology of chain
shifts predicted by the basic architecture of our theoryvilealso discuss the histor-

ical origins of these patterns and ask what this means farhspnic analyses of this
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type of tone sandhi. It is significant, of course, that cirshgfts are not confined to
Southern Min. We will then explore in-depth analyses of leirghifts (bounce-back
effects) in A-Hmao (84.2) and Jingpho (84.3) these casgstbednswer the concern,
expressed by a number of phonologists, that circle shiftaataccur outside of the
Min dialect group in Sinitic (Schuh 1978; Moreton 2004b).eYhalso present striking
confirmations for a number of mechanisms within Structuati®ality, including both

general and directional anti-identity.

4.1 Southern Min Tone Sandhi Circles

The Southern Min dialects of Chinese are known for their dempgystems of tone
sandhi. In these languages, every tone typically has a siste that surfaces in sandhi
environment. The sandhi environment, for most of the dtalacthis group, at least, is
very general: the base tone occurs in isolation and phraakyfithe sandhi alternate
appears when the syllable bearing the tone is non-final. eraisrnate tones may
either be identical to one of the base tones (structureeprggy, so to speak) or may
be distinct from any of the isolation tones (structure-thuid), contrast-preserving). We
will refer to the general class of tones that appear in thdlsiazontext asandhi tones
and the tones that appear only in that contexiwre sandhi tonesThis distinction will
become important in our subsequent discussion, in botlyishsonic and diachronic
dimensions.

As we have already discussed, the concentration of thetiatteof phonologists
upon the Taiwanese tone sandhi circle belies the greatesshof circle shifts that
appear in other Southern Min dialects. Some of these shaoenaon history with
the Taiwanese circle; others are quite independent. Baibstyf circles are useful in
evaluating theoretical claims that have been made aboetdiocles and in arriving at a

more adequate theory of this phenomenon. These othersirale particular relevance
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to the claims recently made by Hsieh (2004) and Barrie (200&0) tone circles are
driven by the need to avoid marked structures while alsodiwgineutralizations. A
few tone circles, however, cannot be explained this way dube fact that, for these
patterns, the input inventory is identical to the outpueimory. Before we progress
to these cases, however, it is my obligation to introduceb#téer-known tone sandhi

circle of Mainstream Taiwanese and some dialects from atdiamen (Amoy).

4.1.1 Xiamen and Mainstream Taiwanese

Mainstream Taiwanese has seven “tones.” Specifically,gtahiavo-way tonal contrast
in checked syllablegyllables with an obstruent coda) and a five-way tonal estin

smooth syllablegsyllables without an obstruent coda), as shown in (1):

(1) smooth 24 highrising
22 low
21 low falling
53 high falling
44  high
checked 32q low checked
54q high checked

The general rule for tone sandhi alternations in Xiamen fokews:
(2) T-—T /“non-finally”
The specific alternations are given in (3):

(3) a. Rising andhigh become low.
b. Low becomes low falling.
c. Low falling becomes high falling.

d. High falling becomekigh.

101



Thus, there is a complete “chain” leading from high back tghhi Data illustrating

these alternations (taken from Chen (2000)) are given in (4)

(4) a.pang ‘fragrant’ p’angtsui ‘perfume’ (‘fragrant'water’)

44 22.53

b. we ‘shoes’ we tua ‘shoelaces’
24 22.21

c.p ‘sick’ pilang ‘patient’ (‘sick’+‘person’)
22 22.24

d.ts'u ‘house’ ts'uting  ‘roof’ (‘house’+‘top’)

21 53.53
e. hai ‘ocean’ hai k ‘ocean front’
53 44.24

In some dialects, there is a second circle, a simple toggteyden the checked-syllable

tones (Wang 1967; Cheng 1983; Ballard 1988; Moreton 2004b):

(5) a. Low falling becomes high falling.

b. High falling becomes low falling.

As in Chapters 2 and 3 above, | will employ the convention ahgislirected graphs

to represent interrelated phonological alternations (neutralizations, chain shifts,
and circle shifts). The graph for Taiwanese tone sandhmergin (6). The tones are
represented, following the convention in discussions f pthenomenon, using Chao
tone numbers. The post-posed lettgis used to designated tones occurring in checked

syllables.
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(6) The Xiamen/Mainstream Taiwanese tone sandhi circle

24

2
44 21 32q
v
53 54q

This graph represents one of the subvarieties of Taiwamesatich there is a second
circle between the two tones that occur in checked syllahesushengtones). This

is a type of Taiwanese that we will consider in our initial s, making allowance
for some of the earlier analyses that were based on tonensysteother subvarieties

in which bothrushengiones have pure sandhi tones as the sandhi-context aéiernat

4.1.1.1 Adigression on “psychological reality”

Outside of Southern Min dialects, there is no other languamsvn to have precisely
this type of circular chain shift. In fact, many investigattill doubt the existence
of circular chain shifts as phonological phenomena (Md@§a2002; tubowicz 2003;
Moreton 2004b), given the fact that relatively few of thesseas have been reported.
The great rarity of phonological patterns of this kind, camell with the great difficul-
ties that have presented themselves when phonologistsati@vepted to model these
phenomena with mainstream theories have motivated atseimpémove the infamous
tone circle from the range of phenomena for which phonokglweory is responsible
to account.

One of the earliest and most convincing arguments agaeestirnig the tone circle,
and other related tone sandhi patterns, as tonal phenomanaere distinct from the
tonal phonology seen in other languages, where tonal alierrs could be elegantly
modelled as featural changes, was to label them “paradigmelacement” Schuh
(1978). Without denying the reality of the phenomenon, $chasserted that it was

something unigue—a phenomenon that was not particulaefuli; understanding the
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features of tones and the of structure tonal processesaglsesvhere. A not-unrelated
position has been advanced by a number of other investgjatotably Ballard (1988)
for Southern Chinese dialects and Downer (1967) for Hmagngithat tone sandhi
alternations of this kind are really the relics of sound gdemnthat have occurred in
the history of these tone systems. Under this point of vibesé tonal alternations are
neither well understood in terms of synchronic featuralyses nor particularly useful
in understanding tonal alternations elsewhere.

A more common objection to treating the tone circle as papihaiology proper—
really a rephrasing of Ballard’s position—is the assertitat the alternations described
in this case are not “psychologically real” and should tfeeshave no bearing on theo-
ries of synchronic phonology. This argument rests upon taions which | argue to be
overbold: first, that the psychological unreality of the 8@&un Min tone sandhi alter-
nations has been satisfactorily demonstrated and seduatdpsychological reality—
whatever that may mean—is the proper criterion for decigihgt phonological theory
need and need not explain.

Most attempts to test the psychological reality of Xiameaiihdétream Taiwanese
tone sandhi have relied upon wug-tests (Berko 1958). Inetiests, speakers were
presented with nonce forms and asked to either composegshoas of them or to re-
cover individual morphemes from a disyllabic phrase. Irsthtests, the participants
uniformly showed little accuracy in either producing oreesing tone sandhi in nonce
forms, sometimes doing no better than chance. These réswisbeen held to demon-
strate that the tone sandhi patterns in Taiwanese simpigsept fossilized allomorphy
with no status in the synchronic grammar. This assertiowgher, is probably prema-
ture. At the most basic level, it is unclear that the “wuggégiat have been performed
to test Taiwanese tone sandhi do not seem to be comparablegtdests of the type

devised by Berko (1958). In these tests, children were akadply a particular mor-
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phological operation to a base. Because the semantics bateewere made clear, and
because the participants were prompted to apply an operttithe base that could
not be applied to utterances of other types, participantisehgreat deal of informa-
tion about what the nonce form they were dealing with was sseg to be (a singular
noun in the participants native language). It is not cleat the same level of infor-
mation was available to the participants in the Taiwanese tests, to the extent that
the way that the participants were treating the stimuli &ens of a rather different
type than that intended by the experimenters, perhaps eot&vintended Taiwanese
words (regardless of whether they were given direct infitva¢hat this was the case).
It is therefore not clear that the results of these tests taa#l aomparable to Berko’s
wug tests, nor is it clear that passing or not passing sucét ésta reliable criterion for
establishing “psychological reality.”

This is due, in no small part, to the fact that “psychologiellity” is not a well-
defined concept. There is no experimental procedure thawslthe experimenter to
plumb the depths of the human mind—we are limited to obsemsatof behavior. By
the same token, while it is clear that the ability to apply &hgeneralization to new
forms shows that the generalization is part of that indiglulinguistic competence,
there is no solid basis for saying that the refusal of speatceextend such a general-
ization to a particular set of forms presented to them by geementer indicates that
those speakers have no knowledge of that generalization abity to employ it in
language use. A more humble approach to the subject is tcheaye do not know
what knowledge and cognition is driving linguistic behaylaut only what the patterns
in that behavior are.

The argument, then, is that “psychological reality” shopldy no role in deter-

mining what phonological theory, as such, is responsiblexigaint. In practice, in

1This is not to say that the psychological aspects of the spattdrns of languages are uninteresting

or unworthy or examination. Rather, it is an argument thanaihogical theory driven by the classical
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fact “psychological reality” is usually invoked as a meamsliesmissing a pattern or
phenomenon for which one’s theory of choice is unable to aetoOne of the best
examples of this is the subject at hand, namely the Min tondtsaircles. Because of
the selective way in which this criterion is typically apgdli it has a deleterious effect
upon the development of phonology. Investigators, presewith two generalizations,
A and B, where A is compatible with existing theory and B is,raot likely to inves-
tigate the psychological reality of B (e.g. Min tone sandhaiher than A. The result
of this practice is simply the reinforcement of existingadean the face of potentially
disconfirmatory facts. Aside from the fact that they may oirin some respects, the
linguistic behaviors of thinking humans, there is littl@sen to believe that any exist-
ing formal theory of phonology bears any special relatigmnsb cognition. If these
endeavors are rightly-guided, the psychological realitihe patterns of linguistic be-
havior, either that predicted by a formal grammar or produezg a human, is not of

crucial interest in formulating a formal theory of phonojog

4.1.1.2 Allomorph-selection hypotheses

Of course, if one argues that Southern Min tone sandhi dae®present a psycholog-
ically real set of phonological processes, one neverthatasst account in some way
for the existence of these productive alternations. Thet maely repeated of these
explanations is the “allomorph selection hypothesis” witseeks to place the locus of
Xiamen/Mainstream Taiwanese tone sandhi in the morphaiater than the phonol-
ogy. Early echoes of this idea are to be found in Hsieh (19906 and Ballard (1988).
However, the best known expression of this hypothesis ig @asd Myers (1996). This
type of hypothesis has the advantage of freeing the phopdtom the burden of gen-

erating these highly “unnatural” and unusual patternspjtears to be consistent, too,

linguistic trope of expressing language patterns at thidsgpossible degree of generality is a discipline

of value in its own right, regardless of the psycholinggisttncomitants of these patterns.
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with the relatively poor performance of Taiwanese speaiketise wug tests criticized
above.

However, as pointed out by recent investigators like Hs2€104) and Barrie (2006),
this approach to the problem has difficulties of its own. tiitsfails to account for
why certain classes of loanwords participate in the prackghe pattern was simply
fossilized allomorphy resulting from sound changes thauoed in the histories of
these languages, there is no good reason to expect thatultdsdqaply to any loanwords
at all.

There is a more fundamental philosophical problem withéreguments, though.
In saying that these alternations are simply allomorphyhwio relationship to the
phonology, we miss the crucial generalization that, in sandntext, syllables bearing
one tone in the input share the same tone in the output, wiveaya differs from
their shared tone in the input. At least since the neo-gramams, the central trope of
linguistics, and especially phonology, has been to idemtiif that is systematic about
language, and find the most general way of capturing thiesyegicity, leaving behind
only the irreducible core of a language, a language familyg synchronic grammar.
In adopting a loose psychologism as the basis for decidingft whtterns a theory of
phonology should account for and what patterns a theory ofplogy should ignore,
we undermine and abandon the whole traditional enterpfisestern linguistics. This
is not to say that an understanding of the psychology of laggus not important—it
is useful and interesting in its own right. However, consitiens of this type should
not free phonological theory from accounting for regulastand subregularities in the
grammars and lexicons of language.

Of course, it is difficult not to believe that the phenomenwvoived in Southern
Min tone sandhi involves the lexicon in some way, or evenithgan type of allomorph

selection. Indeed, by definition, the same is true of all moghonology. Within a lan-
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guage, there exists a finite set of “allomorphs” for each ‘pheme” (to the extent
that the morpheme is a meaning construct; see Anderson )1 ¥#nological gram-
mars, especially during the generative period, have beended to choose which of
these allomorphs occur in certain environments by the egpdin of principles—rules
or constraints—that are general to all forms sharing paleirgphonological properties
(or, to be more realistic, all forms within a particular mbgbogical or lexical subclass
that share particular phonological properties. Southeimtibhe sandhi is completely
regular within its lexical domain (that is, within all wordsit a specific class of recent
loans from English); thus, a theory of morphophonology ttaatnot account for this
set of alternations generally, rather than simply as a fipag's may be psycholinguis-

tically realistic, but is descriptively inadequate.

4.1.1.3 Rule based analyses

The earliest generative analyses of Xiamen/Mainstreanwarase tone sandhi were
formulated in terms of SPE-style rewrite rules. On the faicie, there are three ways
that one could generate a circular chain shift like that iarXen and Mainstream Tai-

wanese using rules of this type:

(7) a. Minus-alpha notation. Feature-switching could allow the generation of
these patterns.

b. Build only to destroy. A non-structure-preserving rule could change the
representation of one item to a new category prior to theiegipn of
rules implementing a chain shift; following the applicatiof the chain-
shift rules, this new category must be eliminated in favathefcategory to

which which the next item on the chain formerly belonged. To w

i. A—A/ i. B—A ii. C —B iv. A’—=C
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Th

c. Multiple representations for one surface form The “beginning” of the
circle and the “end” could be given different underlying negentations,

even though their surface forms are identical.

e first—and most famous—of these was the analysis progns@dng (1967).

This extremely clever analysis generates the whole cigilega single, rather simple,

alpha-switching rule:

(8)

o HIGH B HIGH

[ FALLING —a FALLING

This allowed Wang to generate the following sequence:

(9)

+HIGH —HIGH —HIGH +HIGH +HIGH
— — — —
—FALLING —FALLING +FALLING +FALLING —FALLING
- 44 22 21 53 44

However, this analysis is problematic in a number of respeleirst of all, as pointed

out by Chen (2000), there are topologically identical tomeles—which are clearly

related historically to the Mainstream Taiwanese circlervhich this analysis cannot

work.

The reason for this was a theme of Chapter 3 which wslb &le fundamental to

many analyses in Chapter 5: tones tend to wander in phometeesbut this wandering

does not necessarily change their structural relationécamother. The fact that the rule

proposed by Wang can only account for the one case, in th@fatker cases that have

identical properties aside from the phonetic ones, is soimgtof an embarrassment,

and draws attention to the very contrived nature of thisyaigl

The final option was taken by Yip (1980) and several otherstigators. In Yip’s

analysis, [33] has two different representations. Thistha®ffect of reducing the cir-

cle to

a simple chain shift. Moreton (2004b) and Barrie (20@@h contend that this

analysis seems ad hoc. However, it is justified on theomral grounds that tonal

inventories should contain two mid tones (IH and hL). Funtigre, other analyses in

which

two underlying representations must have two surfaedizations have been
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advanced in work such as Hyman (1988). Furthermore, a sioolacept is indispens-
able to the analyses of White Hmong (Ratliff 1992b) and EaséeHmao (as seen in
83.2.2). However, the arguments by Moreton and Barrie thaisanalysis is some-
what arbitrary are not without merit—Yip requires, for exalm that both IH and hL
be realized as 22. While this approach is consistent witlkitng of abstraction away
from phonetics that is advocated in the current study, isdus appear to be compat-
ible with the general assumptions of the type of autosegahapiproach adopted by
Yip.

The greatest problem with all of these analyses, howevéhngigact that they are
not truly explanatory. While they allow us to model thesetgrais within a certain
framework, they provide no enlightenment as to why suctepagtshould exist or what

the fundamental nature of these patterns are.

4.1.1.4 Contrast preservation analyses

Efforts to address this lack of explanatory adequacy haweeda the form of analyses
that depend upon the notion of contrast preservation. Thie ea of these analyses is
that grammars maintain a balance between reducing the dreg&s of an inventory and
preserving underlying contrasts in the output. Such aealgse difficult or impossible
to implement in a meaningful way using rule-based formatisimowever, Optimality
Theory (especially certain variants of OT; see tubowiczO@) Flemming (2004))
has proved particularly well-suited for expressing anedysf this kind. Such analyses
have the great advantage that they can motivate such dlmrashrough two general
principles.

A very interesting example of such an analyses is presemntétsieh (2004), who
models chain shifts in terms of contrast preservation. Tdehoircular chain shifts,
he uses both contrast preservation and output-outputadhfiflness. As originally

formulated, the theory of contrast preservation presdmyddibowicz (2003) predicted
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that circular chain shifts should not exist. By adding tdarssational antifaithfulness,
motivated by a need for paradigmatic contrastiveness,hHs&s able to model the
Mainstream Taiwanese tone sandhi circle. In order for thegl@hto work, it appears
that Hsieh needed both contrast preservation and anfifltss in his model.

Barrie (2006), however, presents a model of the Mainstreamahese tone sandhi
circle which relies only upon contrast preservation—a \a&ightly modified version
of Lubowicz’s (2003) contrast preservation formalism. himstformalism, EvAL (the
function corresponding to the ranked-constraint gramnh@ is divided into two
stages: one in which PCONSTRAINTS(preserve contrast constraints) and markedness
apply, which she (Lubowicz) calls H-eyaland one where generalized faithfulness
applies, her H-eval Note the following architectural illustration taken frdmbowicz

(2003):

(10) Structure of PC grammar
a. Gen(Ilp)

b. H-evab(H-evah(Scen <i < m))

Where:
H-eval = PC and Markedness

H-evab = Generalized Faithfulness

These grammars do not evaluate individual input-candiplaténgs; instead, they eval-
uate “scenarios” which are relations corresponding to alevegstem of input-output
mappings. Owing in large part to this novel reworking of the f@amework, marked-
ness and faithfulness in Contrast Preservation Theoryosnewhat different from their
counterparts in normal OT. Most crucial for Barrie’s an&@y@nd therefore, for our

purposes) is the notion of tokenized markedness. Lubowi@@3) defines this as fol-

lows:
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(11) Tokenized Markedness
Assign a violation mark for every instance of output,puthere the number
of outputs equals the number of inputs that map ontg. dAssign a violation
mark for every token of a marked output in a scenario, whegentimber of

tokens equals the number of inputs that map onto this ottput.

Importantly, Tokenized Markedness constraints make eefs¥ to both input and out-
put (rather than just output, as in Classical OT) and peaatiarked outputs based upon
the number of kinds of inputs that are mapped to them. Thikeik is a markedness
constraint against rising tones (call it &) and only one input /LH/ is mapped to
LH, then the resulting scenario would incur only one viaatof *RISE. However, if
both /H/ and /LH/ were mapped to LH, then the scenario wouddiiriwo violations
of *RISE. The notion of generalized faithfulness is perhaps lessi@xtaithfulness
constraints of this kind are different from classical failhess constraints only in that
they are generalized so that there is only one type of fditb&s rather than several.
tubowicz (2003:145) makes the claim that her Contrast PPvaten Theory (PC

Theory) cannot generate circular chain shifts:

To sum up, in PC theory there is no movement unless it imprordC or
markedness. This shows that in PC theory, circular shiisaed out in

favor of non- circular mappings

However, Barrie (2006) appears to show that this is not tee,da the process of giving
an analysis of the Xiamen/Mainstream Taiwanese tone samaie. In his analysis,
there is a high-ranked constraint against rising toness&RThis forces “movement”

away from the /24/ rising tone:
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(12) Mapping away from rising tone /24/
24
2
44 21

53
The rising tone /24/ is mapped to [22] because there are adsketness constraints
against high tones (that is, [44]) and contour tones ([21] [&3]) so [22] is the ideal
output. However, output oriented constraints on regis&rafize scenarios in which

the contrast between /24/ and /22/ is neutralized, so /2&faigped to [21]. For the

same reason, /21/ is mapped to [53] and /53/ is mapped to [44]:

(13) Chain shift mapping

24
y

22\

44 21
Nz

This mapping, however, incurs two violations of the tokediznarkedness constraint
against high tones (*MsH) because both /53/ and /44/ are mapped to the high tone
[44]. The winning candidate is superior to this candidatthat it incurs no additional
violations (both of them involve neutralizations of pitabntour) but the circular map-
ping avoids the situation where two inputs are mapped to (@is violating *HGH
twice). Thus, the scenario that is selected appears to enthattested in Mainstream

Taiwanese and Xiamen:
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(14) Circle shift mapping

24
y

22
4
s’
This analysis has much to recommend it: it is clean, elegah&s on independently
motivated principles, and is predictive.

Unfortunately, however, one of the principle predictionad®a by this model, and
most other theoretical constructs like it, appears to bermnect. As Barrie (2006) notes,
the model he proposes predicts that circle shifts will ordgur when there is neutral-
ization somewhere in the system. Chain shifts in Ltubowi¢2G03) framework must
always be push chains and must be motivated by a high-rankekkoness constraint
that motivates some “movement” within the system. The clsaifting scenario is se-
lected because it allows markedness reduction while preggthe maximum number
of contrasts. If a circle shift involved no neutralizatiohere would be no markedness
reduction in the system and there would, therefore, be repretor the circle shift to
occur in the first place.

Problematically for these theories, however, circle shifith no neutralization do,
in fact, exist. Even within certain dialects of Taiwanesat tire closely allied to Main-
stream Taiwanese, there are simple exchanges betweem#witochecked syllables
(rushengtones) with no neutralization involved. However, circlaftshof this kind
are very widely attested within Southern Min. Several cagesrcles of this kind are
documented in 84.1.2. The most spectacular example ofyhes af shift, however,
is Yilan dialect (a Southern Min dialect from Taiwan) whichdiscussed in §84.1.4.
Dongshan dialect, which is discussed in 84.1.5, presemthaninteresting challenge
to contrast preservation theories in that it displays radization agwo different places

in the chain, a state of affairs that tubowicz (2003) spealificpredicts to be impossi-
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ble. After looking at these other cases which provide vempelling evidence against
contrast preservation theories, we will perform an analgsXiamen/Mainstream Tai-

wanese tone sandhi within Structural Optimality.

4.1.2 Checked-syllable (rusheng) circles

As Ballard (1988) notes, the circle shift that is most widdigtributed throughout
the Southern Min family is an exchange between the two tomasdaccur in checked
syllables. The distribution of this type of pattern is indesxtremely wide and must
be held, for a variety of reasons, to have developed at leést {and probably a few
times) independently. The reasons that this has occurrédeciome more clear when
we discuss the historical facts that led to the developmkairce shifts; however, a
brief explanation here is in order. Circle shifts are thecdaeslants of ordinary chain
shifts. A circle shift results when two points in the chainrgeewith one another,
producing a loop. For example, suppose that there is a chdtw$ere A—B but B
—B’. If B’ then merges with A, it will then be the case that A/BB but B —A/B’.
This sort of occurrence wax especially common in checkddlsigs since the inventory
of tones is greatly reduced in this environment, facilitgtinergers between base tones
and sandhi tones in a way that they are not facilitated in smsyglables.

We will look at four rather different cases nfshengircle shifts: those in Dong-an

84.1.2.1, Taiwanese dialects 84.1.2.2, Chaoyang 84, h2d3Chao-an 84.1.2.4.

4.1.2.1 Dong-an

In the Southern Min dialect spoken in Dong-an, there is deshbift between the two
tones that occur in checked syllables (Cheng 1983). ThigisfEant in part because
Dong-an is, genetically speaking, quite distant from thievdaese dialects (relative to

the size and diversity of the Southern Min dialect groupj thsplay the same kind of
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alternation. The whole set of tone sandhi alternations @svshin (15) and a directed

graph:

(15) Dong-an tone sandhi
la lla llla IVa
Illib Ib [5%] [5¢1] (IVb>
[11]
In the graph, tones that occur in the base inventory areabelicusing Roman numerals
[, Il, 1, and IV (for the four historical tones) and lowemse letters a and b (for the
high and low register respectively). Pure sandhi tonesratieated with Chao tone
numbers in square brackets.

As should be evident from the graph, there is neutralizatibone point in the
system, where lllb and Ib merge to become the low sandhi tbhp However, this
neutralization does not seem to be related to the circl¢ Isatfveen IVa and 1Vb (the
checked-syllable tones). That is to say, there does not sgemany respect in which

this circle shift makes the output tonal inventory less redrihat the input inventory.

This is no less true if we look at the system in terms of the phiorvalues of the tones:

(16) Dong-an tone sandhi

44 42 21 32q

3¢3 24 [55] [él] ‘ 44q)

Uﬁl/
If we look at it in isolation, the neutralization to [11] sesft® be part of a sort of low-
ering chain, and it also allows for the elimination of thengstone [24]. One possible
analysis would be to argue that 44q becomes 32q for the sasenethat 44 becomes
33, presumably a markedness constraint that penalizeseddaps a constraint against
high tones). This raises two questions: first, if such a cairgtexists, why does 42

become [55] rather than a lower tone (e.g. [11])? Closer ¢éopbint, how can we
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motivate the return mapping of 329 to 44q in the face of sucbretraint? This is not
a trivial problem. Ultimately, it will become a mute point a® look at three cases of
circular chain shifts with no neutralization anywhere ie gystem, namely 84.1.2.4,
84.1.4, and 84.1.4. However, before doing this, we will ftyiexamine three more

rushengeircles.

4.1.2.2 Tainan and other Taiwanese dialects

While Taiwanese tone sandhi is closely associated withitiggespattern similar to that
found in Xiamen (from a dialect we have called Mainstreamvaaiese), Taiwanese ac-
tually displays considerable internal diversity and difet dialects of Taiwanese have
tone sandhi patterns that are very different from the fanuinete pattern. One such

dialect is that spoken in Tainan (Cheng 1983):

(17) Tainan tone sandhi

a. la b Ilb Iva b. 44 13 33 3iq
N v U ) N U
b Illa Vb 33 31 53q

| ' v y

[21] lla [21] 513

[55] [55]

It is similar, in several respects, to the Dong-an systemwé¥er, it is quite clear on
historical grounds that it has to have developed separaiféig other dialects in the
group to which Dong-an belongs do not have this type of adtiion betweemusheng

tones, but rather have an alternation that looks like a psecuo this ring. The same

can be said of Tainan and the similar dialects of Taiwan.
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4.1.2.3 Chaoyang

Chaoyang dialect tone sandhi is notable in that it has dgthakn subject to detailed
phonological analysis. Both Yip (2002) and Hsieh (2004 )neixe this case in terms of
contrast preservation/maximization theories. Howevesiotable that neither analysis
seeks to account for what happens in checked syllablesgwhere is a circle just as in
the dialects discussed above. The whole system may be eepeedsas follows, based

on data from Ballard (1988):

(18) Chaoyang tone sandhi

a. lla— llla— Ib—llIb—1la
Ty
IVb Vb b
A

b. 42— 31— 55—~ 11— 33

v
559 1lq 313
A
Again, it seems difficult to derive the circle shift from peiples of contrast preserva-

tion.

41.2.4 Chao-an

The most interesting case ofrashengcircle that will be discussed here, however, is
that found in Chao-an (Ballard 1988). It is interesting ely because the tone sandhi
system isentirelyfree of neutralization, so there is no way of “leveragingutraliza-
tion elsewhere in the system to motivate the circle. The wiselt of alternations, in

terms of historical categories, is as follows:
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(19) Chao-an tone sandhi
la Ib llb lllb IVa
A A
[23] Ilia [21] [12] IVb

lla

[24]

If we think about this system as a graph, then no node has rharedne incoming
edge or more than one outgoing edge—every change is coptesstrving.

The pattern is no less problematic when it is viewed in terhphonetic values. As

can be seen below, it is hard to argue that the output inweigdess marked that the
input inventory:

(20) Chao-an tone sandhi
33 55 35 11 21q
[2¢3] 2¢13 [él] [iZ] h 4q)
s
[24]
In the output, all three level tones—which should be re&yivunmarked”—are elim-
inated. While one rising tone becomes a falling tone, a heyell tone becomes a
falling-rising tone, the mid level tone and high falling soboth become rising tones.
We can improve the situation somewhat if we reverse our agsans about which

tones are underlying and which are derived:

(21) Chao-an tone sandhi
23 24 21 12 4q
VR A S ST
[33] 513 [35] [11] 21q
213

[55]
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Under this scenario, two of the rising tones, 23 and 12, angirgted from the output
inventory. However, another rising tone, [35], is addech®inhventory. It is not clear,
then, that markedness reduction really plays any role sxdystem. What is even more
clear is that there is no sense in which markedness reductiome said to drive the

rushenggircle.

4.1.3 Chaozhou (Chaoshan)

Chao-an is not the only Min dialect with both a neutralizatfcee tone sandhi system
and a tone sandhi circle. One such case, historically intigoe from the other circles
and not involvingushengis that of Chaozhou (Li 1994). The base tones of Chaozhou

are givenin (22):

(22) Chaozhou tones (by historical categoryjLi 1994:304)
ping shang qu ru
yin  4(33) V(42) J4(213) 1(2)
yang 1(55) 1(35) J(11) 1(5)
As in other Southern Min dialects, Chaozhou tones each hage@hi tone. These are

listed below:

(23) Chaozhou tones and their sandhi toneéLi 1994:309)

category| la lla lla IVa Ib Ib b IVb
base 1(33) V(42) J4(213) 4(2) 1(55) 135 J(11) 1(5)
sandhi | 41(23) 4(24) 1(55) 1M1(4/24)| 4(213) J1(21) J(12) d/1(2/5)

It should be noted that the sandhi tone for llla is identiocalhte base tone for Ib and
that, likewise, the sandhi tone for Ib is identical to theédb&sne for Illa. For each
of the other tone categories, the sandhi tone is a pure séomi that is, it does not

correspond to any of the base tones. This circle shift is mambfor two reasons. First,
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it has clearly developed independently of the tone circleswave examined up to this
point. In this circle, llla becomes Ib and Ib becomes llla,at@rn that is not found

in any of the other languages we have examined. Secondgmifbrces what we have
already learned from the Chao-an example, namely thaeatafts need not be driven

by neutralization.

4.1.4 Yilan: a circle shift sans neutralization

This same point is to be made even more dramatically with #se of Yilan. It will
be noted, based upon the following diagram, that the Yilamsasystem is nearly the

same as that of Mainstream Taiwanese (Cheng 1983):
(24) Yilan tone sandhi
a. «llb b IVa Vb b. «33 15 21g 33q

v v v y v v
la lla [22] [44q] [11q] 55 11 [22] [44q] [11q]
lla 51

Xiamen/Mainstream Taiwanese, for comparison, displagg$ahowing system (stated
in terms of historical categories, and considering a suédiavithout therushengcir-

cle):

(25) The Xiamen/Mainstream Taiwanese tone sandhi circle

Ib IVa IVb
' y }
b IVa’ Vb’
la Ia
lla

Only a casual inspection is necessary to establish that theege to be descendants of
the same system, and that they are identical at some levedt Hifferent, however,

is that Ib is mapped in sandhi to a pure sandhi tone rathertthfltb. A comparison
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of the Southern Min tone sandhi systems inventoried by CH&6§3) and Ballard
(1988) show that the Ib- 1llb mapping is one of the oldest and most widespread of
the structure preserving tonal alternations in this grdugherefore seems likely that
Ib actually “broke away” from Ilib and the rest of the circleaarelatively recent time.
The result is a system that is entirely free of neutralizgtiwshich cannot therefore be

acting as a driving force behind the circle shift.

4.1.5 Dongshan

It should be fairly clear, at this point, that circle shifts Wiot need to involve neutraliza-
tion. However, this is not the only problem that Southern kdine sandhi rings present
to contrast preservation theories. Another predictionudddwicz (2003) PC Theory is
that chain shift scenarios will never involve neutralinatat more than one point on the
chain. However, the case of Dongshan shows that this predlist probably incorrect.

Consider the following sandhi system:

(26) Dongshan tone sandhi

a. lla b. 42
v v
la 55
Ib—>1lIb b Iva 1333 42 32q

\Illa‘/ I\/Lb5 \21’/ St‘rq)

What is perhaps most salient about this pattern is the fattthiere are two points of
neutralization: both Ib and Illa become llib; both IlIb and become la. This makes
little sense from a contrast preservation point of viewpa@eoth 1b and lla are highly
marked.

Structural Optimality, by contrast, can generate this tyfggattern (as well as those

described above) very easily. It is not necessary to go gir@aach of these analyses
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individually—it should already be evident from Chaptersrgl 8 how such analyses
would work. This will be made more clear, however, by an asialpf the famous
Xiamen/ Mainstream Taiwanese in 84.1.5.1.

Before moving on to that analysis, it is interesting to ndig& the Dongshan circle
shift has to have developed separately from that in Xiameaindream Taiwanese,
Yilan, and so forth. In all of those other languages, IIb ditiol have merged, and this
has produced part of the circle. In Dongshan, however, taam distinct. The two
patterns only share two mappings: 4 Illb and lla — la. Since neither of these are
part of the circle proper in Dongshan, it is quite clear thatcircle developed indepen-
dently. This is significant in light of the claim that the tociecle is a freakish sort of
phenomenon that developed only one time under a specigbitaog of circumstances
(Moreton 2004b). In fact, given the right prerequisitesldes not appear that develop-
ing a circular chain shift is particularly unusual. In ligiftthis fact, it is reasonable that
the theoretical tools necessary to describe and explaim glaenomena be developed.
We will now show that the framework developed in this dissgoh is well-suited to

those ends.

4.1.5.1 A Structural Optimality account

The logic behind a Structural Optimality account of cirdefts is quite simple. There

is a constraint, HEHER, which mandates that outputs be higher on some scale than
their inputs—it “pushes” mappings up the scale just as ithldan a normal chain
shift. Because there is anNBMOST constraint ranked below IHHER, the upward
movements are minimal. This would go on forever if not for thet that scales are
finite. Once it is impossible for an output to be any higher agtale that the input,

it becomes impossible to satisiyNEMOST. Since ENDMOST dominates 8ME (in

this case) the next best thing to being higher on the scatebs tat the bottom of the

scale. Thus, after climbing incrementally to the top of thals, we drop abruptly to
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the bottom.

This explains how the circle itself works, and is basicallliequate for cases like
Yilan. However, many circles have what we might called “dergfj—elements that
are mapped to an element in the circle but which have no elemeapped to them.
These could actually represent two different possibditigthin Structural Optimality.
The theoretically more “pure” claim is that there is a sececale and that the danglers
sit high on this scale while the elements in the chain sit atitbttom end. Because
of an ENDMOST constraint, there is an incentive for the danglers to droghéolevel
of the chain elements but no incentive for the chain elemintise to the level of the
danglers. The other solution, which will be adopted in thalygsis given below, is to
posit that the danglers are so highly marked that it is chretapskip the step on the
scale at which they reside than to allow an input to be mappédem. That is to say,
they are affected by markedness constraints that dominab@BsT. In a sense, this
approach may capture insights similar to those capturedansieds (2006) PC Theory
analysis. The difference is that it does not make the incomeediction about the
number of points of neutralization than can be present ireneshift scenario.

The most problematic part of an analysis in these terms is#ygtdeciding where
to divide the ring to form a single scale. This is difficult ri@cause it presents any
intricate difficulties but precisely because the differgsolutions are so difficult to dis-
tinguish. This is not to say that they are always indistispable, but only that this fact
is under-determined in most cases. Somewhat arbitrardyyvil employ the following

scale:
(27) T ={24} < {22} < {21,32q} < {53,54q} < {44}

This places the rising tone 24, the “dangler,” at the bottéth@scale and the high level
tone 44 at the top of the scale. The checked tongshéng, indicated, as elsewhere,

with a -q, are placed on the scale with smooth-syllable tdaoeghich they are pho-
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netically similar (and with which they may be underlyingtientical). We will assume
that there is a high-ranked faithfulness constraint (omeiely, a high-ranked set of
faithfulness constraints) that prevent checked syllafstas being mapped to smooth
syllables and thus limit the possible outputs for undedyoimecked tones to the two
tones 32q and 54q.

The remainder of the rankings are identical to (one of) thimsesloped in 2.7.5
with one exception: there is a constraintIsSR ranked below HGHER[T] but above
ENDMOST[T] which penalizes the occurrence of the rising tone 24 in aistpThus,

as shown in (28), 24 will be mapped to the next point on thesscamely, 22:

(28) Tableau for /24/

24 FAITHCHK | HIGHER[T] | *RISE | END[T] | SAME[T]
(@ 24 *| *
w (b) 22 * *
(c) 21 **| *
(d) 53 il *
(e) 44 ok ok *
(f) 32q * - *
(9) 54q *1 *kk *

However, as can be seen in 29, when it is not possible to go igmgihon the scale
because the inputis 44, and therefore at the top, the outgtrabt “fall” all of the way
to 24 because the markedness constraint against rising ttmmeinates the EDMOST

constraint, which penalizes outputs which are not at theoboof the scale.
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(29) Tableau for /44/

44

FAITH CHK

HIGHER[T]

*RISE

END[T]

SAME([T]

(@)

24

*

*|

*

(b)

22

*

*

(©)

21

*|

*%k

*

(d)

53

*|

*kk

(€)

44

*|

*kkk

(f)

32q

*|

*%

(@

54q

*|

*%%

The rest of the mappings for the smooth syllables are liksdtior normal chain shifts:
the output will be the option that best satisfiesdosT[ T ], by being maximally close

to the bottom of the scale, while still satisfying&HER[T|:

(30) Tableau for /22/

22

FAITHCHK

HIGHER[T]

*RISE

END[T]

SAME([T]

(@)

24

*|

*

(b)

22

*|

(©)

21

*%k

(d)

53

*kk|

(e)

44

*kk|*

(f)

32q

*|

*%

(@

54q

*|

*k%
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(31) Tableau for/21/

21

FAITH CHK

HIGHER[T]

*RISE

END[T]

SAME([T]

(@)

24

*|

*

(b)

22

*|

*

(©)

21

*|

*%k

w  (d)

53

*kk

(€)

44

Hkkk|

(f)

32q

*|

*%

(@

54q

*|

*k%

(32) Tableau for /53/

53

FAITH CHK

HIGHER[T]

*RISE

END[T]

SAME([T]

(@)

24

*|

*

(b)

22

*|

*

(©)

21

*|

k%

*

(d)

53

*|

*kk

= (€)

44

K*kkk

(f)

32q

*|

*%

(@

54q

*|

*k%

For checked syllables, the situation is related but slgtifferent. BecauseAtTH CHK
is ranked so highly, the scale is effectively shortenedtikedao its interaction with
HIGHER[T] and ENDMOST[T]. For practical purposes, there are only two outputs that
need to be considered: when the input is 32q, it is possibdatisfy HGHER[T ], and

even though this incurs one more violation oflEvOST[ T ] than the identity candidate

would have, 54q is the best candidate.
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(33) Tableau for /32q/

32q|| FRAITHCHK | HIGHER[T] | *RISE | END[T] | SAME[T]

(@ 24 * & & &
(b) 22 *1 & k 2
) 21 *1 & 2
(d) 53 | ok *
() 44 *| ok B
() 329 “ -

= (9) 54q :

However, if the input is 54q, satisfyingIHHER[T] without violating FAITHCHK is
impossible. Itis possible, to improve on the input with negato “markedness,” specif-

ically ENDMOST[T], so the optimal output is 32q:

(34) Tableau for /54q/

54q || FRAITHCHK | HIGHER[T] | *RISE | END[T] | SAME[T]
(@) 24 * & & &
(b) 22 *1 & k 2
© 21 x| B >k *
(d) 53 | B Kok
() 44 *| ok B
= () 32q * ok i
(@) 54q * Hokk| *

A minimal circle shift with no neutralization in checked Bbles is the result of this
ranking.

It should be clear based on this demonstration and the eax@orations of the
type of mapping scenarios that can be produced in Strudptinality, that the other
patterns that we have presented above yield as easily toathe kind of analysis.
In other words, there can be little question whether Stma¢t@ptimality is powerful

enough as a theory to capture these patterns. The only guéstirhether there is some
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less-powerful theory that can capture all of the attestétepes with more insight. This
is a somewhat open-ended question that cannot be answetted early point, when
these phenomena are still so poorly understood. Howeveainitbe said that contrast
preservation theories on the order of tubowicz (2003), i B42006), and Hsieh (2004),
are not the key to understanding circle shifts in Southern tdne systems. This will

be the subject of §4.1.6.

4.1.5.2 Relevance for contrast-preservation theories

We have reviewed several cases, a number of them indepesteleibpments, that are
incompatible with contrast-preservation theories of ohghifts. It is not simply the
case that these patterns cannot be explained insightfutgrims of contrast preserva-
tion. Rather, they run counter to the fundamental predistiaf theories of this kind.
The first set of cases that we examined were circle shiftsmatheutralization. As
was mentioned briefly before, PC Theory holds that chainshre driven by marked-
ness reduction: there is some very highly-marked strucaitrthe “beginning” of the
chain, and the fundamental impetus for the shift is the redonof the markedness
of the output inventory by mapping this highly-marked stane to some less-marked
structure. In other words, all chains are push chains (rdttaa drag chains). Under
rankings that produce chain shifts, the imperative to ameigtralizations is higher than
the imperative to avoid unfaithful input-output mappings,structures that are under-
lyingly identical to the less-marked structure to which tinst structure is mapped in
the output are mapped to the next-best output (in terms déedaess and faithfulness).
This same pattern continues as a kind of chain reaction thetie is neutralization at
the end of the chain or a “non-structure preserving” mappingn input to a structure
that does not otherwise appear in the output. The most besiegtion of this type of
theory is that the output inventory in a chain shift scenailbalways be less marked

than the input inventory. For a circle shift, this means thate must be neutralization
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since the input inventory would otherwise be identical te tlutput inventory. How-
ever, we have seen that circle shifts without neutraliratiot only exist but are also
quite common relative to the frequency of circle shifts of &md. This is the one rea-
son for rejecting PC Theory of circle shifts in favor of a themcluding anti-identity
relations like Structural Optimality and the theory of logji scales.

As has been mentioned, though, there is another—more suptkliction that is
made by PC Theory which is also contradicted by Southern bl ttircle data. It
appears that tubowicz’s (2003) PC Theory predicts thatrckhifts where there is
neutralizations at multiple points on in a chain shift scenahould exist. However,
as we have shown with the Dongshan example in 84.1.5 such caseexist in actual
languages. This too seems incompatible with the centradmof contrast preservation

theory.

4.1.6 The historical evolution of circle shifts in SouthernMin

The discussion so far has shown how circle shifts can be rada@ethe grammar. It has
not explained, however, why they should actually exist ahg they should be largely
(perhaps entirely) confined to tone systems. | will now show these patterns likely
came into being, starting with a general theoretical disicusabout the development
of patterns of alternation in complex tone systems and hesdlilevelopments may be
formalized. | will then proceed to specific analyses of theaetigpment of the Xiamen

and Dongshan circles as well as tlishengings.

4.1.6.1 First principles

One useful way of understanding a tone sandhi system iswives a directed graph
(digraph) where nodes represent tones (in the Asianise3@msl edges (arrows) rep-
resent mapping relationships between inputs and outpsisnre context. We have al-

ready seen diagrams that reflect this view of tone sandhioekhips in §4.1.1-4.1.5.
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Such graphs must have the special property that each nodathmasst, one outgoing
edge. Such a graph (indeed, all graphs) are, at some levektfation, identical to
relations (consisting of a set of ordered pairs). This walooking at tone sandhi is
not new, and is found in earlier works like Court (1985). Heneill attempt to give a

more rigorous formulation of this model.

Historical changes in a system like this can take a numbeiffefeint forms. Two
nodes can be “merged” representing a merger in the tonamy# these cases (infor-
mally speaking), all of the incoming edges for the old nodesone incoming edges
for the new node. Thus, if there were eddash) and(c,d) in a graph and andd
merged a®, the new graph would include the edgese) and(c,e). Tonal splits, by
the same token, are represented by the replacement of orenithctwo nodes; under
this condition, if there was an outgoing edge from the oldene@dding to some other
node, there will be edges from the two new nodes to the othée.ntm other words,
if there is an edgéa, b) anda splits to become anda’, the graph will then include
the edgesa,b) and(a’,b). Interesting problems result when a node with an incoming
node splits. Since, by definition, the source node can han®at one outgoing node,
it cannot be mapped to both of the new nodes, so somethinghakte this graph the-
oretic model must decide which of the new nodes becomes gtadgon of the edge
from the source-node. The same issue arises when there isggmietween nodes
with outgoing edges pointing to different nodes.

What leads to mergers and splits in the first place? The samepgdes that moti-
vate mergers and splits in other phonological domains. Mewe the case of mergers,
complex tone systems of the Southern Min type have a spe@pkpy, namely, that
the phonetic values of the tones are much less stable, ioatgrspeaking, than the
categories to which they belong. This means that “allotonéshe same may quite

easily become quite different from one another and the rahgessible mergers be-
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comes quite high. If we imagine a massive split, where alheftones come to have
two allotones—and this appears to have been the case iaregolithern Min—we also
imagine a system that is ripe for the development of complagltpatterns like circle
shifts. We could represent a system like that as follows,revipdain letters represent

base tones and letters with primes represent pure sands)ton

(35) b c¢c d e f g

NEEEEE

a b d d €& ' dgd K
We will assume that this is identical to the initial stateloé Min tone sandhi system.

There is one other process that we must consider, which wietroad| dissociation.
In this process, a tone is “detached” from its sandhi tonesiid most cases) mapped
to a different output, often a pure sandhi tone. This is on¢hefstrongest pieces
of evidence that the alternations we are examining here @rsimply the artifact of
historical changes (in the conventional sense, with nolayrgc component). Were it
true that these patterns were simply the result of splitsmadjers among the tones of
pairs of allomorphs, it is not easy to understand why a chafdgeis type would take
place, since it would involve the reversal of a merger, ang #n exception to one of
the most fundamental axioms of sound change. Instead, itlmeubte case that there is
an underlying tone for both allomorphs and that the phorioldggrammar generates
the surface allomorphs.

At this point, it is also important to mention a curious bugrsficant fact: pure
sandhi tones are far more likely to merge with either sanoie$ or base tones than
base tones are to merge with one another. There are variassn®that this could be
the case, but there is not space here to give a complete disnuwd these possibilities.
For our purposes, it is sufficient simply to mention that tieisdency exists, since it
will be evident in the discussion below.

We will now apply these principles to understanding the tgwaent of the tone
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circles in Xiamen and Dongshan, with an eye to showing howeheo circle shifts
must have developed independently. In these expositioasirasome cases about, |
will refer to tones according to their Middle Chinese catgg®using la, Ib, lla, llb,

and so forth.

4.1.6.2 Xiamen and Mainstream Taiwanese

In reconstructing the tone sandhi system of Xiamen/Magastr Taiwanese, we will
begin with the assumption that, at the earliest stage, 8autlin tone sandhi involved
eight base tones with eight distinct sandhi tones. The [sd#erns are primarily the

result of mergers of the eight tones and (especially) tlaidhi allotones.

(36) la lla llla IvVa b 1llb 1lllb Vb

ooy v ooy oy v

& na’ Ia" Iva Ib" 1k’ llib" Vb’
The first change that occurred in this system, based on catingevidence, was the
merger of Iband IlIb. The merger of these two tones is attested very wideSouthern
Min, far outside of the subgroup to which Xiamen belongs.sTieisulted in a system

containing a chain shift but no neutralization:

(37) la lla llla IVa 1b b Vb
ooy v v oo
& Ha’ Ia" Iva Ilib lb” Vb’
b’
Then, another widely attested innovation occurred: theyarasf I1d with 1llb, meaning

that the distinction between la and Ib was neutralized imlsBoontext:

(38) lla lla IVa b b IVb
v v v v v
la’ Ila’  Iva’ Ia»llib b’ Vb

b’

One of the chain shifts was subsequently lengthened by tihgemef 11d with la:

133



(39) llla Iva b llb Vb
R

vy

la'  1va’ ||ib b’ Vb’
la_ Hb’
lla

It was after this innovation that Dongshan dialect, as dleedrin 84.1.6.3, diverged
from the dialect group that includes Xiamen and Mainstreawdnese. The next
change, a merger of llb and Illb, is shared by the languagésisrgroup, but not by

Dongshan. The resulting system can be depicted as follows:

(40) llla IVa b Vb
v v ' v
a’ Iva' Ilib Vb’

la_ Ilib’

lla

Next, the chain shift was lengthened still further by the geeof Illd with Ila:

(41) Ib IVa IVb
| Voo
b IVa’' Vb’
R
la_ b’ llla
lla

The final step, leading to the creation of the grand toneesinghs the merger of Illb

and llla, completing the circle:

(42) b IVa IVb
' ' '
b IVa' IVb’
la IHa
la

In many of the other systems, 1Va and Vb form a circle shift,d@scribed above in
84.1.2. On comparative evidence from various Xiamen dislét appears that IVa

first merged with 1Vb, then IVbmerged with IVa. The fact that this pattern occurs
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sporadically in dialects that are not necessarily closkigdato one another suggests

that a development of this type occurred a number of timesgaddently.

4.1.6.3 Dongshan

A different course of events has to be invoked in order to@xrghe tone sandhi pattern
in Dongshan, already described above in 84.1.5. The fatthkacourse of develop-
ment is different from that for Xiamen, Mainstream Taiwagdsongxi, and Gaoxiong,
is very significant: the grand kind of tone circle seen in Xeamhas developed more
than once—more or less independently.

At the point of divergence between the two dialect groups ttme sandhi system

was as follows:

(43) llla Ib llb IVa IVb
v v v v
la’ b b’ Iva' Vb’

"
la b’
lla

However, there was no merger between llb and Illb. Instdatmerged with la.

44) lla Ib IVa Vb
v ! v v
la’ b IVa’ Vb’

N

la<Ila b’
l1b
Then two other changes occurred which closed the circle. rélag¢ive order of these
two events cannot be established with any degree of certéiat one of the two pos-
sible orders will be chosen here for purposes of expositléirst, Illa merged with

lb:
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(45) Ib IYa I\fb
b IVa’' Vb’
"
la<lla b’
llb «llla

The the circle was closed when llitmerged with llla:

(46) b IVa IVb
! y v
b IVa’ Vb’
la<lla llla
b

What this demonstrates is that the Dongshan circle actaathe to be through a set of
historical innovations that are distinct from those thaated the Xiamen/Mainstream
Taiwanese circle. In other words, it appears the circulairckhifts exist in Southern
Min languages not because they came into being once throggha processes that
could never recur in another language family, but becausddhe system and tone
sandhi system of Southern Min languages are prone to dewelas of complex pat-
terns of alternation that include both chain shifts of uralisength and circular chain
shifts. Next we will see further evidence that tonal cirdfts are not confined to
Southern Min alone, but are to be found in other (distantlgtesl or unrelated) lan-
guages including the Hmong-Mien language A-Hmao and thetd#Burman language

Jingpho.

4.2 A-Hmao Bounce-back Effects

We have already talked briefly about tone sandhi in the Fast&vle Hmongic language
A-Hmao. In the discussion in 8§ 3.2.2, we examined a tonalrckhift that affected
tones in the “upper” tonal register. In Western A-Hmao, faarapleH 71 is mapped to

H in sandhi context (after HM and LM) but H is mapped to M in the® environment.

136



Examples of this pattern are given below (note that the tetters?, 4, 4, N, and /

representH, H, M, HM, and LM respectively):

(47) a. kil ‘road, way’ kaurVki ‘custom’

b. mpai ‘pig’ dflo/mpal ‘lard’
4.2.1 Western A-Hmao

On closer examination, this does not exhaust the set of tanehs alternations that
occur in the various dialects of A-Hmao. In the lower tongiséers of both Eastern
and Western A-Hmao, there are “bounce-back” effects—peatt@here all other inputs
are mapped to a single output, but the input identical to digbut is mapped to the
“least-marked’hon-identicaloutput. This idea was discussed in 8§ 2.7.3. Here, we will
deal with it more concretely and more completely.

In the “lower” tonal register of Western A-Hmao, there ararftones: LM, M, L,
and|L (represented in transcriptions &sl!, | andJ). We will be concerned with M, L,
and|L at this point because LM patterns with HM (the other tone thiggers sandhi)
rather than the rest of the lower register tones. In sandhir@ment, both L and L

become M; however, M becomes L. These patterns are illestiatthe data below:

(48) a. dzhied ‘cold’ PauNdzhied ‘cold water’
b. nfawd ‘rain’ ?auV¥nfaur ‘rain water’
c. ndflaul ‘glutinous’ ndfliindfilaud ‘glutinous rice’
A set of ranking schemas that generate neutralization vaitinbe-back were described
in Chapter 2. There, it was shown that neutralization witbrme-back is generated
when DFF dominates 8ME, ENDMOST, and HGHER and where EDMOST domi-
nates HGHER. Since the ranking of &vE is not particularly crucial (as long as it is

ranked below DFF) it will not be included in tableaux or further discussfolvith this

2|t is not difficult to show that 8ME is always vacuous when it is ranked belowrB This is due

to the fact that they have complementary violation profiles.
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theoretical foundation, we may propose the following sealé constraint ranking:

(49) a. T={M} <{L} < {|L}

b. DIFF[T] > ENDMOST[T] > HIGHER[T]

If we combine this with the scale that we had already develdpethe Western Hmong
high register shift (translated, of course, into Westerriiao terms) with this scale,

we get the following:
(50) T={M',TH} <{L,H} <{|L, M}

On the one hand, it is surprising that the two M tonesakitd M, should be at opposite
ends of the scale. On the other hand, it is comforting to naethe scale is essentially
a parallel list of the tones from each register in descenglitodp. There is another issue
to be addressed, which is the register distinction. Thisceoobe encoded as a scale,

which we will call R:
(51) R={|L,L, M} <{M, H, TH}

The primary importance dR, at this point, lies in the generalization that tone sandhi
processes in A-Hmao and other Western Hmongic languagestdovolve alternations
in registe?. In Chapter 5, it will be seen that register scales functioather ways in
the phonologies of Western Hmongic languages, but for orpgaes we need only one
constraint, 8ME[R], which may safely dominate all of the other constraints.tii$
point, the ranking of 8ME[R] is non-crucial: there is no benefit to changing register,
so even a very low-rankedame[R] would eliminate candidates that do so.

Taking these constraint rankings and scales, we predigirtiper outputs for all of

the low-register inputs:

3There is actually an exception to this in A-Hmao in a tone saptbcess that we will not consider
in depth in this work. This should not be a matter of stressydwer—in an Optimality Theory world,

exceptions to generalizations are to be welcomed.
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(52)

a. Tableau for |L (correct output)

IL

SAME[R]

DIFF[T]

END[T]

HIGHER[T]

(@)

IL

*|

**

*

(b)

L

*|

*

(€)

M/

*

(d)

M

*|

(e)

H

*|

(f)

TH

*|

*%

Tableau for L (

correct output)

L

SAME[R]

DIFF[T]

END[T]

HIGHER[T]

(@)

L

*|*

(b)

L

*|

(©)

M/

(d)

M

*|

**

(e)

H

*|

(f)

T™H

*|

*%
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c. Tableau for M’ (correct output)

M/

SAaME[R]

DIFF[T]

END[T]

HIGHER[T]

(@)

IL

*%|

=  (b)

L

(€)

M/

*|

(d)

M

*|

**

(e)

*|

(f)

TH

*|

*%

This is to be expected, since this result had already beeowksed in abstract terms
and this is simply a concretization of that prexisting firgdinThe issue of capturing
both the upper-register alternations and the lower-regaiternations with the same

grammar is somewhat more complicated. In the higher regidte— Hand H— M

(in sandhi context); M remains M. We may depict this sucdynas follows:

(53) Upper-register tone sandhi in Western A-Hmao

TH—H—=M

If we evalute the same set of candidates paired with the ugggster tones as inputs,

the result is not what is desired:

(54) a. Tableau for M (wrong output)

M

SAME[R]

DIFF[T]

END[T]

HIGHER[T]

(@)

L

*|

*

**

*

(b)

L

*|

*

(€)

M/

*|

*

(d)

*|

**

® (e)

(f)

TH

*%|
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b. Tableau for H (wrong output)

H

SAME[R]

DIFF[T]

END[T]

HIGHER[T]

(@)

IL

*|

**

(b)

L

*|

(€)

M/

*|

® (d)

**

(e)

*|

(f)

TH

**

*|

c. Tableau for TH (correct output)

™H

SAME[R]

DIFF[T]

END[T]

HIGHER[T]

(@)

L

*|

**

(b)

L

*|

(©)

M/

*|

(d)

*%|

= (e)

(f)

T™H

*|

*%

One of the mappings is correct, but this seems to be fortsitAicursory examination
of the mappings reveals that a reversal of the scale woulglialut the correct outputs
either. Under that conditioriH and H would both become M, but M would become
H. This is trivially true, since tonal behavior in the uppegister should be the same as
that in the lower register (topologically speaking) andatswdemonstrated in Chapter 2
that this constraint ranking will always produce mappinfithe type. It is absolutely
necessary, then, that there be some mechanism that distiegubetween registers.
Here we will employ variants of the scale-referring constiathat we have proposed

which are directly sensitive to positionsi that is, only penalize tones that are at the
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top of R. It is worthy of note that such constraints could easily bestaicted using
local constraint conjunction, though one would be wary tmiédhe type of power that
constraint conjunction would give to a model that is adnditerery powerful already.
Be that as it may, we will employ such register—sensitivest@mnts without giving a
fully theoretical justification for their existence. Theesjfic constraints that we will
need are SME[T]ff and HGHER[T]{}. These constraints are just liken@e[T] and
HIGHER[T] except that they can only be violatadhen the output tone is in the upper
register.

The ranking logic for these constraints is simple, and wasadly addressed in
§2.7.4 and 8 3.2. KHER[T]{} must dominate SME[T ] and AME[T]{} must dom-
inate END[T] and DIFF[T]. SAME[R] must dominate all of these constraints. Other-
wise, candidates could satisfy the upper-register canssrpust by being in the lower

register (with no change alorig). When this logic is tested, it proves to be correct:

(55) Tableau for |L (correct output)

L || SAME[R] | HIGHER[T]{ | SAME[T]{ | DIFF[T] | END[T]
(@ L *! >
) L *|
w () M
@ M | * =
) H *| * = =
® 1H | * = .
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(56) Tableau for L (correct output)

(57)

(58)

L

SAME[R]

HIGHER[T]{

SAME[T]

DIFF[T]

END[T]

(@)

IL

*|*

(b)

L

*|

(c)

M/

(d)

M

*|

*%

()

H

*|

(f)

™

*|

*%

Tableau for M’ (correct

output)

M/

SAME[R]

HIGHER[T]{

SAME[T]

DIFF[T]

END[T]

(@)

L

*k|

(b)

L

(c)

M/

*|

(d)

M

*|

*%

()

H

*|

(f)

H

*|

*%

Tableau for M

(correct output)

M

SAME[R]

HIGHER[T]{

SAME[T]

DIFF[T]

END[T]

(@)

IL

*|

k%

(b)

L

*|

(c)

M/

*|

(d)

M

*%

()

*|

(f)

*|

*%
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(59) Tableau for H (correct output)

H

SAME[R]

HIGHER[T]{

SAME[T]

DIFF[T]

END[T]

(@)

IL

*|

*%

(b)

L

*|

(c)

M/

*|

= (d)

M

*%

()

H

*|

(f)

™

*|

*%

(60) Tableau for TH (correct

output)

™

SAME[R]

HIGHER[T]{

SAME[T]

DIFF[T]

END[T]

(@)

L

*|

*%

(b)

L

*|

(c)

M/

*|

(d)

M

*%|

w  (€)

H

(f)

H

*|

*%

This grammar, then, is adequate for the whole set of WesteHmao tone sandhi

relationships that we have discussed.

4.2.2 Eastern A-Hmao

The eastern dialect of A-Hmao also has tone sandhi with tiack. The whole tone
sandhi system of Eastern A-Hmao is incredibly complicatedl afull analysis would
constitute a lengthy paper by itself. What will be preseritece, however, will be an
analysis of a significant subset of the tonal alternatiorieénianguages. | will discuss
Eastern A-Hmao at this point for two reasons: First, the datstrating the bounce-
back effect are somewhat more voluminous for Eastern A-Hthao for Western A-
Hmao, though the generalizations about tonal alternatiane been made by highly-

qualified and competent linguists in both cases, and so tkdittle reason to doubt
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that Western A-Hmao tone sandhi acts in the fashion desthbee. However, seeing
more data is always comforting, and Eastern A-Hmao providepportunity to do
so. Itis also useful to see independent evidence for a patatienomenon, and Eastern
A-Hmao provides that. Though the dialects are closely edlzind while the historical
precursors for the bounce-back effects in the two dialectsidentical, the specific
historical processes that led to the emergence of boundetbdhe two cases appear
to have occurred independently.

Proto-A-Hmao had an eight-way tonal contrast in monosidisblike any well-
behaved Far-Western-Hmongic language. In A-Hmao, howekeze of the lower-
register tones have undergone a split, as described by Wah@/ang (1986) and fur-
ther analyzed by Ratliff (1992a). This split occurred omyouns and is apparently the
result of a morphological marker—probably a prefix—thatdiboned the change and
subsequently disappeared. This expansion of the tonattomeled to a concomitant
increase in the complexity of the tone sandhi system. Ruithris split, the tones sandhi
system of Eastern A-Hmao looked much like Western A-Hmaq amteed, those of
other Far-Western Hmongic languages. We can depict thensetmted complex of
tonal alternations in the lower-register as in (61). Aswlsere, arrows point from un-
derlying forms to the surface forms that occur in sandhi exinfnote that lowercase

“h” indicates breathiness):

(61) Proto-A-Hmao tone sandhi

Mh——> ML MLh

L
The Western A-Hmao tone sandhi pattern came about when tbad.rherged with
Mh (the mid-breathy tone). The Eastern A-Hmao tone pattedeavent a series of
changes before its circle shift developed. First, the tephtl discussed above occurred,

yielding the system depicted in (62). Mh split into Mh and HL8plit into ML and
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HM, and (appropriately enough) MLh split into MLh and MM

(62) Pre-A-Hmao tone sandhi: stage 1
H

HM  HM’

Mh

ML MLh

At this point, all of the tones that formerly became L in sanztintext, and all of the
tones that split from them, still become L. Unsurprisindtly, which split from Mh,
is mapped to HM, which split from ML. What is more striking—eharucial—is that
Mh was also mapped to HM at this point, rather than to ML (whailght have been
expected).

Whether at the time of the nominal/non-nominal tone spls@on thereafter, HM
and the tone we have called Hivherged, yielding the simpler system that we see in

(63):

(63) Pre-A-Hmao tone sandhi: stage 2

H HM

Mh ML MLh

7=

The next innovation was what actually produced the circl&.sklh and L merged as
Lh. All of the tones that became L in sandhi context, and atheftones that became
Mh in sandhi context, were now mapped to this single tone @ ¢émvironment. This
“new” tone, like Mh, became HM in sandhi context, resultinghe exchange shown

in (64):
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(64) Pre-A-Hmao tone sandhi: stage 3
H

HM

Lh«<——ML MLh

The final change did not affect the structure of the systertnpibly the gross phonetics

of one of the tones: H was lowered to M, replacing Mh after iesger with L:

(65) Eastern A-Hmao tone sandhi

M HM

Lh«<——ML MLh

We have, in (65), the tone sandhi pattern that currentlytexmsthe Eastern A-Hmao
lower register, complete with circle shift and modern toakies.

Even though this circle shift resulted from the merger oft@#lh with proto-L,
just like that in Western A-Hmao, it is clear that they musténaccurred separately:
Western A-Hmao did not undergo the nominal/non-nominag teplit, while Eastern A-
Hmao did, but the Eastern A-Hmao pattern requires that the $plit occurred before
the merger of proto-M with proto-L. The resulting patterningeresting because the
bounce-back is apparently being “fed” from two sides—itiicllt to tell what the
unmarked endpoint of the scale might be. As we will see, thezeactually two scales
involved in this case.

Before we undertake the analysis in which this will be dentr@aed, it is instructive
to look at the data that illustrate these alternations, ksntdrom Wang and Wang

(1986):
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(66) Examples of tone sandhi in Eastern A-Hmao

M — HM
a. zodl ‘village’  lulzoV ‘the village’ ('CLF’ + village’)
b. nuw ‘horse’ tlau Tnur ‘horse hair’ (‘hair’ + ‘horse’)
C. mbo ‘fish’ dlfiolmboY ‘fish oil’ (‘oil’ + ‘fish’)
d. nud ‘horse’ gyhai/lnurY ‘horse meat’ (‘meat’ + ‘horse’)
HM — Lh
e. za ‘comb’ lulzha ‘the comb’ (‘cLF + ‘comb’)
f  naur ‘rain’ au Infiaur | ‘rain water’ (‘water’ + ‘rain’)
g. zol ‘strength’  dlfaur1zfo ‘vigor’ (‘energy’ + ‘strength’)
h. naul ‘time’ dzhainhaul  ‘time’ (‘time’ + ‘time’)
Lh — HM
. pghul ‘lazy’ tu Ipkury ‘lazy person’ (‘boy’ + ‘lazy’)
j. dzhiel ‘cool’ Pau ldzie ‘cool water’ (‘water’ + ‘cool’)
k. 1lhaul ‘old’ nfullhau ‘old cattle’ (‘cattle’ + ‘old")
l.  dzhiel ‘cool’ Nchaildzfiiel  ‘cool meat’ (‘meat’ + ‘cool’)
ML — Lh
m. bal ‘hug’ tubha ‘adopted son’ (‘hug’ + ‘boy’)
n. dlov ‘fat’ qai Idlo ‘fat chicken’ (‘chicken’ + ‘fat’)
0. dlol ‘fat’ nfuldlo ‘fat cattle’ (‘cattle’ + ‘fat’)
p. dal ‘die’ zhaurlda ‘dead sheep’ (‘sheep’ + ‘die’)
MLh — Lh
g. ndlhaul ‘sticky’ ti Indlfiau ‘mud’ (‘earth’ + ‘sticky’)
r. zhal ‘guilt’ nfyzhal ‘sin’ (‘guilt’ + ‘wrong’)
S. ndlfiaul ‘sticky’ ndlfilndlfiaul ‘sticky rice’ (‘rice’ + ‘sticky’)
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Looking at these data, and at the diagram in (65), it is easeéothat all of the
tones become one of two tones in sandhi context. ML and HMrhedzh and the rest
of the tones become HM. This leads us to believe that Lh and ld lsomething in
common: it appears that they are at the same point on a cedale. Since all of the
other tones become Lh, it seems likely that Lh and ML are attiek of a scale and
there is a neutralization driven by amBMOST constraint. However, there is clearly
an anti-identity requirement along this same scale becsluaed Lh are mapped not
to themselves, as we would expect iEMOST dominated DFF, but to HM, which
we may posit as a member of the next rung of the scale. We shtsddglace ML and
MLh at a higher level on the scale, or find some explanatiottferfact that Lh and M
are mapped to HM rather than one of these tones. Let us cdltshecaleT.

It is also clear that Lh and HM share something in common,esthey are the
only targets of the neutralization. By logic similar to te have employed above, we
would assume that these two tones are at the bottom of soree wtach we will call
S. M must be at the top of this scale—otherwise HM, ML, and MLIghtibe mapped
to it under sandhi, rather than to Lh. This leaves us, thowgh,very little information
about the absolute or relative positions of ML and MLh, omeitSor T. The only
we know is this: if these tones are at the bottonSpthey must be higher than HM
onT. If they are not at the bottom @&, that must be at least as high®on S. The
nicest assumption, which will be shown to be perfectly wotkais to place then at
the same level al on S, but at the subsequent levels ©n These leaves us with the
configuration in (67). Note that the numbers have no themakstatus and are there
simply to make it easier for the reader to determine the tioron the table in which

the scale progresses:

149



(67) Eastern A-Hmao tone scales

ST 0 1 2
1 M ML  MLh
0 Lh HM

If we add arrows for the tone sandhi alternations, we getdhleviing diagram (68),

which is actually far simpler than in looks:

(68) Eastern A-Hmao tone sandhi by scales

ST 0 1 2
1 M ML  MLh
0 Lh=——HM

To state the pattern in intuitive terms, ML, MLh, and HM aré rautralized to Lh
because it is judged to be to best output o OST[ T] and ENDMOST[S]. However,
there is a constraint IBF[ T ] that dominates EDMOST[T]. Because of this Lh cannot
remain Lh (even though theNBMOST constraints favor it) and M cannot become
Lh either. The next best tones according tecosT[T] are ML and HM. Because
ENDMOST[S is undominated by other constraints §nHM is favored above ML, so

both M and Lh are mapped to HM. This is easily demonstratel taibleaux:

(69) a. Tableau for ML

ML END[S] | DIFF[T] | END[T] | SAME[S] | SAME[T]
(@ M *1 *
(b) ML *1 * *
(c) MtLh *1 w *
w (d) Lh * *
(e) HM * 2 *

150



b. Tableau for M

M

END[S]

DIFF[T]

END[T]

SAME[S

SAME([T]

(@)

M

*|

*

(b)

ML

*|

()

MLh

*|

*%

(d)

Lh

*|

=

()

HM

c. Tableau for HM

HM

END[S]

DIFF[T]

END[T]

SAME([T]

(@)

M

*|

(b)

ML

*|

()

MLh

*|

*%

(d)

Lh

()

HM

*|

d. Tableau for Lh

Lh

END[]

DIFF[T]

END[T]

SAME[S

SAME([T]

(@)

M

*|

*

(b)

ML

*|

()

MLh

*|

*%

(d)

Lh

*|

=

()

HM

The A-Hmao circle-shift cases are of great value in that tthesnonstrate that a
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A-Hmao, and can be modelled in much the same manner.

The remainder of the Eastern A-Hmao tone system is very nmikelthat of Western

phenomenon which has sometimes been viewed as a paroobyeriyr of Southern
Min languages has arisen independently in a language fahatys not in contact with
Southern Min dialects. Of course, Min dialects and Far-@fessHmongic languages

have a few things in common: both, for example, have relgtiaege tonal inventories




and both groups have relatively extensive tone sandhidmtusandhi of the structure
building (non-structure preserving) type. The crowdedetspace that results support-
ing so many contrasts facilitates mergers of allotones andts tones with tones in
the inventory other than their underlying tone, resultinglnhain shifts and, under the
right conditions, circle shifts. However, as the next cagéskow, tonal circle shifts

can arise without a large tonal inventory.

4.3 Jingpho Bounce-back Effect

Jingpho presents one of the most intricate and fascinatiagscof circular chain shift-
ing (specifically, bounce-back) currently known. The isefieircularity in Jingpho’s
tonal grammar was first raised by Lai (2002) and was subsélgustiacussed and re-
analyzed by Mortensen (2003). The analysis presented\naike, drawing on aspects
of those earlier analyses, is applied to a larger set of daiahnbetter represent the
complexity of Jingpho tone sandhi.

The alternations discussed here, based on data from Dablf)l@®d Lai (2002),
occur when two (monosyllabic) nominal roots are concathtii form a subordinating
(attributive) compound. As will be seen, all of these al&tions driven by a require-
ment that the surface correspondent of the underlyingainitine be different from
it—that is, at a different point on the scale. This resulssywe will see, in situations
where H becomes L in the same environment where L becomeslHy@romes M in
the same environment where M becomes L.

An important fact about the tonal patterns in Jingpho compisus that the sandhi
patterns are totally different in cases where the first bjdlas CHECKED (ends in a
stop coda) and cases where the first syllabEM®OTH (is open or ends in a sonorant
coda). Because it is simpler, we will begin with a discusgibthe patterns associated

with initial checked syllables, after which we will provida analysis of compounds
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with initial smooth syllables—a more complicated pattern.

4.3.1 With initial checked syllables

In smooth syllables, there is a three-way tonal contrasinigpho between H (high),
M (mid), and L (low). However, in checked syllables, theremdy a two-way contrast
between L and H. The outputs corresponding to all the passitainbinations of input

tones is given in (70):

(70) Tone sandhi in compounds with initial checked syllables

01\0'2 H M L

H LL  LL LL
L (HH) HM HL

The generalization seems to be as follows: the initial tonstrhe different in the input
and the output. Since there are only two options, this mdaatd tbecomes H and H
becomes L. Furthermore, the contour of the tones of the tWaldgs taken together
must not have a rising slope, so the second tone in the H+H atidddmbinations
must be L in the output so that they will be no higher than tha khe first syllable.
Tones are changed minimally in order to achieve these ends.

Examples illustrating these patterns are given below:

(71) H+H — LL (72) H+M — LL
a. fuptam/  [jup tam] a. fitkhzai/ [jit khzai]
‘sleepwalking’ ‘patch of dry land’
b. wéa?sag/ [wa? san) b. Ma?li/ [na? 1i]
XX ‘banana leaf bud’
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(73) H+L — LL (75) L+L — HL

a. pza? mut/ [p3a? mut] a. ha?tham/ [nd? tham]
‘gray caterpillar’ ‘kind of large taro’

b. /atjom/  [lut jom] b. Aa? kzag/ [wa? kzan)
‘cigarette’ ‘bamboo wash basin’

(74) L+M — HM
a. mji? p3ui/ [mji? p3ui]

‘tear’

If we assume the scal€ as in (4.3.1), we can capture our generalization quite

simply in terms of the constraints that were proposed in @hah
(76) T={L} <{M} <{H}

The imperative that the initial tone change can be expreissenims of the constraint
DIFF[T]4g, Which states that the tone in the output correspondingeartitial tone in
the input must be different (i) from its correspondent in the input. This constraint
must outrank another constraintopM/ax[T], which expresses our generalization that
the second tone may not be higher than the first. In order tovkmwoat effect NoWAX
will have, we need to talk about the ranking 0bRRrR-0 — o, the constraint that en-
forces correspondence between adjacent syllables (td agipsoximatiorfj. What we
must say about it is that it is ranked above the other comstrave have employed,
meaning that the syllables—and therefore tones—of adiadiables are always in
correspondence.

Finally, we must assume that there is a high-ranking coimsétthat bans non-

peripheral tones from occurring in checked syllables, ngl& TREME[T ], and a nor-

4There should also be another constraint on correspondelati®nships that penalizes relationships
between syllables that are not next to each other. Howeneg the cases we are dealing with here only

have two syllables, that fact is not crucial to this analysis
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mal scalar identity constraint,AME[T]. EXTREME[T] should be undominated and
SAME[T] should be ranked below the other three constraints. Thikimg is capable

of generating all of the tonal patterns seen in Jingpho atekskllables:

(77) a. Jingpho checked H plus L

[H+L/

EXT[T]q

NOWAX|[T]

DIFF[T]#o

SAME([T]

(@)

HL

*|

= (D)

LL

(€)

LH

*|

**

(d)

ML

*|

b. Jingpho checked L plus L

/L+L/

EXT[T]q

NOWAX[T]

DIFF[T 4o

SAME[T]

(@)

LL

*|

(b)

ML

*|

i (C)

HL

(d)

HM

*%|

Jingpho checked H plus H

[H+H/

EXT[T]q

NOWAX[T]

DIFF[T 4o

SAME[T]

(@)

HH

*|

=  (b)

LL

*%

(€)

LH

*|

(d)

ML

*|

**
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d. Jingpho checked H plus M

IH+M/ || EXT[T]q | NOWAX[T] | DIFF[T]4s | SAME[T]
(a) HM *|
w (b) LL e
(c) LM *|
d) MM *|

The four tableaux in (77) show how the “neutralization wittubhce-back” pattern that
we can see in Jingpho checked syllables is generated by émengar. Before L, L
becomes H but H becomes L, as we have noted previously. Tintisisienvironment
there is not neutralization. However, this pair of alteiorad participates in a larger
pattern of neutralization if the tones of both syllablesetédken together. Looking at
the data from this perspective, it is clear that H+M and H+& @eutralized with H+H
as [LL], while L+L becomes [LH]. The grammar we have develbpere helps us to
see why this is the case. The neutralization to [LL] occursabee it is the only way
to avoid ascending the tone scale across a word if the itdtned is L. Since underlying
H in initial positionmustbecome [L] in the output, then any sequence of H plus some
tone will be realized as [LL]. Underlying LL, however, canhe realized as [LL] since
this would mean no change in the scale position of the firs.téincannot become M,
because M tones are banned in checked syllables, so its ptibnas to bounce-back

to [HL].

4.3.2 With initial smooth syllables

Peculiarly, in compounds where the first syllable is smatbidt, is, does not have a stop
coda, the tonal patterns are strongly antagonistic to thmsempounds with checked
syllable initially. In fact, they behave as if the tone sdades been inverted, with L at
the top and H at the bottom. If we make this change, and leavetter constraints
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the same, we come very close to modelling the pattern in dmsdkables. We will

leave aside the question of why this should be the case arotyate on modelling
the alternations, demonstrating the how scales and aaititgt constraints are able to
capture the rather intricate pattern we see in Jingpho tandhs in an elegant and

insightful fashion.

The basic patterns seen in Jingpho tone sandhi (with smgb#bkes in the initial

position) is given in (78):

(78) Jingpho tone patterns: disyllables with smootho;

o1\o» H M L

H LH LM LL
M LH LM LL
L HH MM LH

Data illustrating these patterns are given below:

(79) H+H — LH (82) M+H — LH
a. tim khzak/ [tuim kh3dk] a. Kkhon zam/ [khon 3am]
‘small box’ ‘young girl’
b. /phin ku?/ [phun ki?] b. /khon sét/ [khon sét]
‘crooked tree branch’ ‘clever girl’

(80) H+M — LM
a. himka/  [tum ka] (83) M+tM — LM

‘variegated tube’ a. Kkhzag kho/ [khzay kho]

(81) H+L — LM ‘cabbage’

a. hoi tfi/ [noi tfi] b. /siphza/  [siph3a]

‘small basket’ ‘cotton field’
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(84) M+L — LL
a. Moy ph3o/ [loy ph30]
‘white clothing’
b. fugfa/  [juy fa]
‘little finger’
(85) L+H — LM

a. hzol [U 30]
‘pigeon cage’

b. Hhiytséy/  [tig tson)
X

(87) L+M — MM
a. /fhig ka/ [thiy ka]
‘back basket’
b. Afikhzu/  [ukhgzuy]

‘turtle dove’
(88) L+L — LH

a. Kkinthoy/ [kin thén)
IXX,
b. /sin tin/ [sin tin]

‘diaphragm’

(86) L+H — HH
a. hhigz6?/  [thip 367]
‘small bamboo tube’
b. /makhém/ [nd kham]

‘wasteland’

The basic pattern is easily summarized: H and M are neusihtiz L in all environ-
ments. L assimilates to the following tone before H and M. Tamplication comes
in compounds with an underlying LL sequence, which surfaitke a'LH melody. This
seems exceptional in two respects. First, the tone of thiesfitlable does not seem
to change in this case, though it changes in every other d&sawill see shortly that
this is actually something of an illusion—a result of tonatathesis. It is important
to point out, before proceeding to a technical analysig, thetonal patterns contain
two bounce-back patterns. First HH and MH become LH but LHbses HH; second,
HM and LM become LM but LM becomes MM. This forms some, butasty not the
only, evidence for the anti-identity constraints at workhis phenomenon.

There is another crucial generalization that must be madedier to get the analy-
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sis of Jingpho tone sandhi right which is identical (modile sequence of the scale)
to an observation already made with the checked syllalfiesetare no tonal melodies
with a falling contour, pitch-wise (and thus, a rising camoscale-wise). This indi-
cates that MWAX[T] is active in this system. Since it is (almost) always theedhsit
it is the tone of the first syllable which changes, we must alssume that AT 4o
is active. Following the argument from the checked syllaplee will assume that it is
dominated by MWAX[T] and that it dominates 81e[T]. There must also be some
explanation for the fact that underlying H and M are newtedito L in all environ-
ments, a statement—in effect—that L is at the “unmarked”@fttie scale. Since L is
at the top of the scale, we must conclude thaPmMos1L] dominates EDMOST[L].
All of these ranking statements are either identical orguly consistent to those mo-
tivated for the checked-syllable compounds.

Given this ranking alone, we are able to generate the castgptts for inputs with
initial H:

(89) Jingpho smooth H plus H

/H+H/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOHT]
(a) HH *| **
w  (b) LH * *
(c) MH * !
d) LL *px

(90) Jingpho smooth H plus M

/H+M/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOF[T]
(@ HM™M *| -
(b) MM * x|
= (C) LM * *
(d) LL *x
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(91) Jingpho smooth H plus L

/H+L/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOAT]
(a) HL *| g
(b) ML * *|
© MM i -
w (d) LL *

DIFF[T]J#o compels a change in the tone of the initial syllable, prodities can be
done while still satisfying MWAX[T], and this is trivially the case. This change will
always be to L since that will minimize violations ofoPMOSTL] without incurring

violations of other constraints. The same principles hotdutputs with initial M:

(92) Jingpho smooth M plus H

IM+H/ || NOWAX[T] | DIFF[T]x | SAME[T] | TOAT]
(@) MH x| i
(b) HH * Bl
= (c) LH * *
(d) LL x|

(93) Jingpho smooth M plus M
IM+M/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOH[T]

(@ MM *| *x
(b) HM *] * ok
= (C) LM * *
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(94) Jingpho smooth M plus L

IM+L/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOF[T]
(a) ML *| e
(b) HL * *|
= (C) LL *
(d) LH *| e e

However, for outputs with initial L, this set of constraimsot adequate, as can be seen
in the following tableaux. For /L+H/ and /L+M/, the grammaadby under-determines
the output because it has no access to the generalizatipother things being equal,

melodies in which the two tones are identical are preferred:

(95) Jingpho smooth L plus H

/L+H/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOPF[T]
(@ LH *| *
(b) LL g *
< (c) MH * ok
< (d) HH * s
) MM | i

(96) Jingpho smooth L plus M

/L+M/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOMT]
(@ LM *| *
< (b) HM * ok
=< () MM * *k
(d) HH i s

The grammar is even worse for the input /L+L/, for which thépot is not only badly
underdetermined, but incorrectly determined as well. Thisecause the only repairs
that allow the satisfaction of bothdWAX|[T] and DIFF[T 4o (at least the only repairs

we are considering at this point) involve raising both ton&se first tone is raised
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since that is the only way to satisfyiEF[ T ]4¢; the second is raised because in order to
satisfy NOWAX[T] it must be as high or higher in pitch (that is, as low or lowstrtbe

scale) than the first.

(97) Jingpho smooth L plus L

JL+L/

N OWAX[T]

DIFF[T]xo

SAME[T]

TorAT]

(@)

LL

*|

(b)

ML

*|

(©)

HL

*|

(d)

MH

(e)

LH

*|

(f)

LM

*|

(@

HH

*%

*%

(h)

MM

*%

*%

For /L+H/ and /L+M/, the problem can be fixed by adding the ¢t PLATEAU[T]
which distinguishes between the candidate MH and the “lemaiputs HH and MM.
This constraint does not need to be high-ranked—only ta sgimewhere in the con-

straint hierarchy, as demonstrated by the following taiptea

(98) Jingpho smooth L plus H

JL+H/

NOWAX[T]

DIFF[T]so

SAME[T]

TorAT]

PLAT[T]

(@)

LH

*|

(b)

LL

*|

()

MH

*%*

*|

(d)

HH

*%

()

MM

*|*

*%
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(99) Jingpho smooth L plus M

IL+M/ || NOWAX[T] | DIFF[T]4o | SAME[T] | TOP[T] | PLAT[T]
(@ LM *| *
(b) HM * ok g
= (C) MM * sk
(d) HH *[ *x

It is worthy of note that PATEAU[T] must be dominated byd@r[T]. Otherwise, inputs
like /H+M/ and /M+H/ would be mapped to MM and HH, respectivePLATEAU[T]
only comes into effect when it is impossible to satisfiFE) T4 by outputting a tone
at the top of the scale (that is, L). RankingA?EAU[T] here encodes the insight that
the next-best thing to being L for a tone is to agree with tieotone in the compound.
This ranking is correct for /L+H/ and /L+M/, but it is not adese for /L+L/. On
the one hand, it narrows down the number of tying candidayesnie; on the other

hand, neither of these candidates is the correct output:

(100) Jingpho smooth L plus L

IL+L/ || NOWAX[T] | DIFF[T]4s | SAME[T] | TOF[T] | PLAT[T]

@@ LL *|

(b) ML g * * *

() HL ! & & &

d) MH . sk |

(e) LH ! g g &

® LM %] * * x

(g) HH . ok

() MM ok .

Under this ranking HH and MM beat MH because, while they otlie incur the
same violations, HH and MM satisfyLRTEAU[T] while MH does not. This is not
really progress, though, since the desired output is LHs Thoks difficult—even

impossible—to generate under our current ranking. Thelpnopthough, is not the
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ranking as much as it is the assumptions we have been makinyg e tones. If we
treat them as autosegments, there is no reason—within Obelieve that the linear
ordering of tones in the output might not be the same as theriogl of tones in the
input. We ought to suppose, as others have done in the pasthére is a family of
faithfulness constraints,INEARITY (abbreviated INEAR), that penalize candidates in
which the linear order of entities is not the same as that éniniput. If we assume
that linearity is relatively low-ranked, “metathesis” dnanges in the linear order of
autosegments, is available as a repair strategy for saisfiygher-ranked constraints.

Applying these new assumptions to /L+L/, we get the follogwiasult:

(101) Jingpho smooth L plus L, allowing for non-linearity
ILi+L;/ H NOWAX[T] ‘ DIFF[T]#s | SAME[T] ‘ Tor[T] ‘ PLAT[T] ‘ LINEAR ‘

(@ LL; *
(b) ML * * * *
© ML *| B > B >
(d) HiL;j *| L L E
€ MH; | ** *
f  LiM; *1 L L E

= @ LM : I :
(h) LiH; *1 L L E

=< () LjH * * & *
() HiH | s
k) MiM; **| >

The grammar now selects two outputs, LM and LH—one of whiotoisect. This is

a considerable step forward. What it indicates is that tla@ngnar has another char-
acteristic: other things being equal, M is dispreferredisTdan be expressed via the
constraint KTREME[T], which penalizes tones that are not at the end-points of the
scale. Once ETREME[T] (abbreviated ET[T]) is added to the ranking, the correct

output is selected:
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(102) Jingpho smooth L plus L, adding EXTREME [T]

ILi+L;/ H NOWAX[T] ‘ DIFF[T )40 ‘ SAME[T] ‘ ToP[T] ‘ PLAT[T] ‘ LINEAR EXT[T]

@ LL, g
(b) ML *| o B o B
© ML *| B B o B -
(d) HiL;j *| * * *
€ MH; *ok) o B -
® LM *| = B o B
@ LM, * * * * *|
(h)  LiH;j *| * * *

w () LjH; * * * *
() HiH;j 1 *
K MM, Kk o **

It is comforting to note that this same ranking makes theemrpredictions for the
cases we examined earlier. For the cases with initial H oriivgality is not an is-
sue, since it is always possible to satisfy botoWiAX[T] and DIFF[T ]4s simply by
changing the first tone to L. For these cases, then, we willoudt at linearity, but will
provide tableaux with the same candidates as before, dérating that the constraint

ranking is still valid:

(203) Jingpho smooth H plus H

/H+H/ H NOWAX[T] ‘ DIFF[T]xo

SAME[T] ‘ ToP[T] ‘ PLAT[T] ‘ L INEAR EXT[T]

(@ HH * wx

w () LH * * *
© MH « . 5 B
@ LL *x

(104) Jingpho smooth H plus M

IH+M/ H NOWAX[T] ‘ DIFF[T]4o

SAME[T] ‘ Tor[T] ‘ PLAT[T] ‘ L INEAR EXT[T]

@ HM " - n -
© MM « . =

= (© LM . . 5 -
@ LL *x
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(205) Jingpho smooth H plus L

[H+L/ H NOWAX[T] ‘ DIFF[T]#o ‘ SAME[T] ‘ ToP[T] ‘ PLAT[T] ‘ LINEAR EXT[T]

(@ HL *| * *

(b) ML * *| * *

(C) MM *!* *% *%
w  (d)  LL *

(106) Jingpho smooth M plus H

IM+H/ H NoWAX[T] ‘ DIFF[T]#0

SAME[T] ‘ Tor[T] ‘ PLAT[T] ‘ LINEAR EXT[T]

@ MH . o N :
(b) HH * 1

w  (C) LH * *
@ LL *x

(207) Jingpho smooth M plus M

M+M/ H N OWAX[T] ‘ DIFF[T]xo

SAME[T] ‘ ToP[T] ‘ PLAT[T] ‘ L INEAR EXT[T]

(a) MM *| *% *k
(b) HM *! * *% * *%
= (€ LM * * * *

(108) Jingpho smooth M plus L

/M+L/ H N OWAX[T] ‘ DIFF[T]4o

SAME[T] ‘ ToP[T] ‘ PLAT[T] ‘ L INEAR EXT[T]

@ ML . @ x x
(b) HL * #| x

w (c) LL *
d LH X . x *

The situation is slightly more complicated for /L+H/ and Ni#in that linearity is not
trivially unimportant in these cases. However, as showhéfollowing tableaux, the
ranking as we now have it will generate the correct outputm evhen linearity is taken

into account:
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(209) Jingpho smooth L plus H, considering linearity

ILi+H;/ H NOWAX[T] | DIFF[T]4s | SAME[T] ‘ Tor[T] ‘ PLAT[T] ‘ LINEAR EXT[T]
(@ LH; X! * *
(b) LiL; *l *
© MH; * wox *| *
w (d)  HiH; * *
© HiH *| ok *
MM *|x ok

(120) Jingpho smooth L plus M, considering linearity
ILi+M;j/ H NOWAX[T] ‘ DIFF[T]xo

SAME[T] ‘ ToP[T] ‘ PLAT[T] ‘ L INEAR EXT[T]

(@ LiM; * * *
(b) HM, * - *| B

w0 MM, * - ok
@ MM *| s B s
€ HH, x| s

We have demonstrated, then, that the grammar at which wedreved can generate
all of the input-output tone mappings for Jingpho noun coomais having an initial
smooth syllable. However, in arriving at a grammar that prpcharacterizes the
smooth-syllable compounds, we have changed it so that ibifonger completely
adequate for the checked-syllable compounds. Specifieadiynave posited thatih-
EARITY is dominated by MWAX[T]. In doing this, we allow for the possibility that
sequences with an initial H underlyingly could be repaimethie output (where that H
must become L) so that they satisfie®WAX[T] by metathesis of the tones, rather
than by lowering. This is as puzzling an aspect of the toratgnar of Jingpho as is
the “scale-reversal” that holds between the smooth andkeldecompounds. However,
it can be solved if we assume that there is a high ranke®ARITY constraint that
becomes active just in case the first syllable of the compasicecked. This could
be accomplished through local constraint conjunction. theaosolution which would
not require conjunction would be aFH-Assoc constraint that applied specifically

to checked syllables, requiring that tones, as entitidgerahan properties, be associ-
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ated with the same syllable in input and output if that sydaitas a stop coda. The
problem with this approach is that it predicts a differertidaor for compounds with

checked syllables in the second position. This does not seencord with the data.

This question cannot be fully resolved here, and is a avesnueifther research.

What has been established is that Jingpho tone sandhi exlbdunce-back” pat-
terns; that is, minimal circle shifts and that these patteand the larger set of tone
patterns in Jingpho can be modelled insightfully with therfalism of scales and scale-
referring constraints that were proposed in Chapter 2 aneldeed further in Chapter
3. This means that there are a number of different casesafiairchain shifts in tone
languages of Asia, and that some of these are necessardpendent of the others,
given the geographical barriers that separate the languagehich the appear. This
means that circular chain shifts are more significant (tbiecally speaking) and less

bizarre (empirically speaking) than phonologists haveipresly believed.

4.4 Circle Shifts and Bounce-back effects as counter-exartgs to harmonic

ascent

Circle shifts touch on a crucial issue in Optimality Theorydghonological theory
in general, namely the property that has been dubbed by Bto@004b)Harmonic

Ascent

(111) Harmonic Ascent
An unfaithful mapping from input to output only occurs toisit a marked-
ness constraint which dominates the faithfulness comsgrthat would militate

against that mappingpll unfaithful mappings decrease markedness.

Through a corrected and rigorous formal proof, Moreton sgwwhat what he called
“classical Optimality Theory” had this property. By classi Optimality Theory, he
meant a theory of grammar in which there were only markedaessfaithfulness
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constraints: markedness constraints penalizing certaintares, and faithfulness con-
straints that enforced similarity (and only similarity)teen inputs and outputs. What
Moreton demonstrated, and called “Harmonic Ascent,” wad fuch grammars can
only generate certain types of mappings—any type of mapifgct, other than cir-
cular chain shifts and infinite chain shifts. The logicals@as for this are quite simple:
the only way for unfaithful mappings (that is, mappings venhtre input differs from
the output) to take place in such a model is for the output teebe marked than the
input, relative to the hierarchy of markedness constramtise grammar. If some input
A that is mapped to a non-identical output B, then it logicddillows that B is less
marked than A. Thus, there is no reason, in classical OptyriBheory, for an input
like B ever to be mapped to an output like A. A similar, simpgit holds for infinite
chain shifts, which will not be of immediate concern here.

Harmonic Ascent stands as one of the great formally-vaiatedictions of Opti-
mality Theory, and there has been great reluctance to int®theoretical devices that
would undermine it, given that it is not clear that there ateeq similarly far-reaching
predictions that follow from the OT formalism. Lubowicz (28) was careful to design
her PC Theory so that it had this property (or appeared to thasegroperty). Barrie
(2006), however, seems to have shown that at least one fo@dfheory is not, in
fact, subject to Harmonic Ascent. McCarthy (2002), likesyipresents as one argu-
ment against his own theory of comparative markedness tteHat it does not obey
Harmonic Ascent and can actually generate both infiniterchhifts and at least one
type of circle shift (though it does not seem able to genemiatée shifts with more than
two steps, like those found in some Southern Min languages).

Moreton was, of course, aware of the obvious empirical dlgjes to a theory of
phonology that obeyed Harmonic Ascent, specifically thestexice of the Southern

Min tone circle. In discussing this phenomenon, and why dusth not be taken as a
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true counter-example to Harmonic Ascent, Moreton presevitsclaims: The first is
that the Xiamen/Mainstream Taiwanese tone circle was rekihd of phonology a
theory like OT was meant to model, but is, rather, what SCAGR &) called it, namely
“paradigmatic replacement.” In other words, the procesphi represents the arbitrary
replacement of one tone in the inventory with another. Hiptlaim that he presented
was that the tone circle was actually morphological, orespnted an interface process
between the phonology and the morphology and thus wouldastibject to Harmonic
Ascent.

Moreton’s first claim is not entirely in disharmony with thiaicsns made in this dis-
sertation: the system of scales and constraints that ainted here can produce a
kind of “paradigmatic replacement.” | innovate here, hoareby showing that these
replacement processes are not an isolated phenomenon souhéd patterns of lan-
guages, but rather are linked to a whole host of phenomepare sf which cannot be
readily exiled from the realm of “normal phonology.” The sad claim presents more
problems. If the claim is that the tone circle is not subjeddirmonic Ascent because
it involves the interface between phonology and morphol@d it is by no means
clear that it does depend on such a relationship in any dpeaig, then we should
expect any process that involve an interaction betweengibgy and morphology to
be potentially independent of Harmonic Ascent. Since #hisue, by definition, of all
morphophonology, Harmonic Ascent should only be a propstiyw-level phonologi-
cal processes of the allophonic type. If this is held to be,ttiien there is no principled
reason that morphophonology should necessarily be sulgecty predictions made
by the theory of phonology. This position has its adherdntbe sure, and is perfectly
valid on its own terms. However, it is not consistent with tieals that theoretical

phonologists have been trying to reach since the adventargéve phonology.
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This type of philosophical observation becomes espedialbortant when we look
more closely at the relationship between morphosyntax dmhgogy in languages
displaying circle shifts. Certainly, in Jingpho, the attations are closely tied to a par-
ticular morphological context, namely noun-noun compaunth the Southern Min
cases, it has been held that the sandhi takes place wherabley non-final in some
XP, though this claim is by no means uncontroversial, andesomestigators hold
that the conditioning environment is, in fact, phonologi{€hen 1987). We have also
looked at the A-Hmao cases without discussing the reldtiprisetween these phono-
logical processes and morphosyntax. It is my claim that tmeain for these processes
is not, in fact, morphosyntactic (as it may first appear) bwtatually prosodic, sandhi
contexts being confined to prosodic words.

Tone sandhi in A-Hmao (Eastern and Western) behaves verf likecthat in other
Far Western Hmongic languages. Tone sandhi is found in grieeiple environments:
within verb phrases, specifically within verb-noun compasirin noun phrases, partic-
ularly in noun-noun compounds or phrases where a noun isfreddhy a stative verb;
and (crucially, for our argument) between numerals andilass, with numerals being
the triggers and classifiers being the targets (Downer 1d6ifmbach 1979; Wang and
Wang 1986; Ratliff 1992b; Niederer 1998). That verb-noumpounds, noun-noun
compounds, or nouns with verbal modifiers (possibly besttéie as compounds as
well) are morphosyntactic constituents is uncontrovérdiere these the only places
where sandhi alternations were present, it would be ambigudether the domain for
these processes was prosodic or morphosyntactic (singeathdooth morphosyntac-
tic constituents and form prosodic words). It is less clbawever, that numerals and
classifiers together form morphosyntactic constituents.

There is a position emerging among syntacticians who studgjic languages

and other languages with similar syntactic structures,libth classifiers and numerals
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head their respective phrases within the DP, with the NPedeisiside the classifier
phrase (CIP) and the classifier phrase nested inside therabpmease (NumP) (Simp-
son 2005; Sio 2006). This may be represented graphicadlyjrig out all projections

other than those with which we are immediately concernethlbsvs:

(112) NumP
Num'
/\
Numg CIP
N
Cl
N
Clp NP
Classifiers typically do not trigger tone sandhi in noung thay precede However,
the Num cannot form any constituent with the CIf to which thie 8lbes not belong.
What does link the Num and CIf together is the fact that theymarsed together in
phrasing, as a single prosodic word. There is a mismatcim, thetween prosodic
structure and morphosyntactic structure, and tone sagdbres the morphosyntax in
deference to prosody. This is important in understandiegtie significance of the
tone sandhi circles in A-Hmao: circle shifts are not depehas morphosyntactic
conditioning and thus cannot be denied the same statusespttbnological processes
on principled grounds, even if morphologically-condiahphonology is off-limits to
proper phonological theory.
This chapter should help address another objection thdtdesadvanced by More-

ton (2004b) and others, namely, that circle shifts are cedfto a single family and are

thussui generis—a curiosity, but not the business of phonological theorg. | Aave

5The exceptions to this seem to be in DPs where there is no ouereral. It appears that the
classifier is phonologically dependent and will be groupéH the numeral where one is present but with
the noun when there is no numeral. This supports the ide&ltihang classifiers behave phonologically

like clitics.
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shown here, there are multiple different tone circles intBen Min, some of which
must have developed independently of the others, indig#ltiat the circle was not just
some historical hold-over but that new circles can emergleef own accord under the
right conditions. Probably more important, this chaptes peovided detailed analyses
of two (or, if Eastern and Western A-Hmao are counted seglgrahree) cases of cir-
cle shifts that are not found in Southern Min dialects. Thiswdd dispel the idea that
circle shifts are limited to a single small linguistic subgp and thus need not be seen
as a general linguistic phenomenon.

The ultimate conclusion of this discussion must be that NMore Theorem, while
it is undoubtedly true, is true of a theory that is descrgdivand explanatorily inad-
equate. We have seen that Structure Optimality and theythefdogical scales are
superior to both classical Optimality Theory and contrassprvation theories in de-
scribing and accounting for circle shifts. As has alreadgrbseen in Chapter 3, and
as will become more clear in the following chapters, the séormmal tools that were
used in analyzing circle shifts are required for accountorgother phenomena. As a
result, we are able to see circle shifts not as bizarre pestter-removed from other
phonological phenomena, but as a natural consequence ofesadi¢heory of phono-
logical grammar. In the next chapter, for example, we willrne ordering effects in
coordinate compounds, a phenomenon that can best be egblaiterms of the same

kind of directional anti-identity that was invoked in thisapter to model circle shifts.
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Chapter 5

Ordering Effects in Coordinate Compounds

Primus inter pares

Roman imperial title

Some of the most interesting evidence regarding the existand nature of phono-
logical scales comes from phonological constraints on tdering of coordinate com-
pounds. While the existence of such effects has long beewrkniheir significance
has largely been missed by phonologists, possibly becdubke tack of a framework
by which these constraints could be correlated with theebettderstood patterns in
the phonologies of the world’s languages. The scale fosmaihat has been developed
in Chapter 2 and applied to chain-shifts and circle shift€hapters 3 and 4 will be
employed here as such a framework. On the one hand, it wilhbeus that logical
scales are able to account for otherwise difficult phenonmercaordinate compound
ordering; on the other hand, it will be seen that these phemanneinforce and refine
what has been said thus far regarding the properties of tuedes.

This chapter begins, in 85.1, with a survey of coordinate ponmding and related
phenomena, which provides an empirical context to the gicaliscussion that follows.
This is followed, in 85.2, by an overview of the types of oidgrconstraints that may
affect coordinate compounds. Taking this background médron as a starting point,
the following sections comprise specific case studies aatyses of ordering effects
from a number of different languages: Chinese in 85.3, Lahg5.4, Jingpho and
Tangkhul in 85.5, Hmong in 85.6, Qe-Nao in 85.7 and Qo-Xian§5.8.
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5.1 Coordinate Compounds

COORDINATE ComMPOUNDS (henceforthco-compoundsare a class of compound
words which are are “headless” but not exocentric, that isatp none (or more typ-
ically, neither) of their constituents act individually e head of the compound, but
they also are not simply modifiers for an external head. Inbitoad sense, English
copulative (dvandva) compounds ligeet-prophebr singer-songwriteare coordinate
compounds. Aoet-prophets not a prophet of the poeticilk, nor, indeed, is he a poet of
the prophet stripePoet-prophetsire exactly that set of beings who are both poets and
prophets. For this reason, the sequence of the elementeadrabged tprophet-poet
without changing the meaning of the expression. Such comgmare clearly different
from exocentric compounds likgickpocketperson who picks pocketskill-joy ‘per-
son who Kills joy’, orspoilsport‘person who spoils sport’ where the referent that is
being modified or specified is not named by either of the ctuestis of the compound.
While neither of the constituent roots in an exocentric coomm name the referent,
bothof the consistent roots in a coordinate compound name tkeert

In copulative compounds, the effect coordination is tolfartrestrict what the com-
pound can refer to. The set of entities that poet-prophetss a subset of both the set
of entities that are poets and the set of entities that anehets. This is not the only
possibility, however. In many languages, there are coatdicompounding construc-
tions with generalizing semantics. In Mong Leng, the hisarroot meaning ‘face’
has been completely replaced by a compoundféfear’ andmua ‘eye’. The meaning
of the resulting compounditfé-mua, is not ‘things that are both ears and eyes’, nor
simply ‘the set of things that are ears or eyes’, but ‘earesegnd so forth. Because
‘ear’ and ‘eye’ are representative parts of the face, a camgmf these two words can
refer to the parts of the face as a class (and, for practicgdgses, the whole face).

Such compounds may also be composed of synonymous or rssadyyymous parts.
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For example, in Jingphmasu? ‘deceive’ andkhdlém ‘fool (v.)’ may be compounded
to form masu?-khdlém In these cases, no additional principle of interpretatieach
be invoked; if a generalizing coordinate compound referthéosmallest natural class
including the referents of both constituents, the meanfrgampounded pair of syn-
onyms is predicted to be approximately the same as that of @athe parts, modulo
whatever pragmatic information is conveyed by a coorditat@pounding construc-
tion in the language in question.

Compounds of this type can be compared to two different tyfdsnglish con-
structions. The first are the very small set of echo-redapba constructions, such
asflip-flop, tip-top, drip-drop, andsing-songMarchand 1969). The structure of such
words—and, indeed, what roots can enter into such construate constrained by a
phonological template (an idea the importance of which hd&itome evident in Sec-
tion 5.5 below). The other English construction that hasattaristics in common
with generalizing coordinate compounds are what Malki®b@) called “irreversible
binomials.” These are lexicalized constructions, usualtyuding a coordinating con-
junction, such akith and kin ways and mean®rwarp and woof These constructions
may have generalizing semantics as well. For exantpéds and tribulationsseems to
refer not just to tests and to causes of suffering, but tocditfiand unpleasant experi-
ences generally. Likewisedds and endare not simply things that are without mates
or too short to use, but to assorted (prototypically lefeutems as a class. As will
be discussed below, there seem to be both semantic and phaadtendencies which
influence the sequence of elements in idioms of this type f€oand Ross 1975).
However, recent investigators like Benor and Levy (200&erergued that phonologi-
cal constraints are far less important than semantic caingtrin determining the order

of conjuncts in binomials of this kind.
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5.1.1 Co-compounds in Mainland Southeast Asia

Most languages of mainland Southeast Asia have a class afybaoordinate com-
pounds, typically of the generalizing or additive type. Ty itself, is not especially
significant—many languages feature constructions of thiis $Vhat is striking about
languages of mainland Southeast Asia is the important haliecbordinate compounds
play in their lexicons. A good example is Hmong: Co-compaindcur with high
frequency in all speech registers and the primary (or onlyds for many basic con-
cepts, like ‘food’zau-m), ‘face’ ntfé-mua, ‘land’ té-chai, ‘time’ cai-nony, or ‘clothing’
ti-t/hd, are coordinate compounds. Many of these words are comnurgéarthat they
are learned as units, and some speakers do not seem awatteetheéin be analyzed
into meaningful parts until this is brought to their attenti However, most compounds
of this type are analyzable and the construction, as a wisotgjite productive. New
compounds can be formed using both native and borrowed utargb As Hmong
in peninsular Southeast Asia started entering the modemnoaay, various words for
wage work were coined, among théénkar ‘job (“business-work™)’. The second el-
ement of this compound is borrowed from a Daic language aondgsate to Thail1
7 kaan ‘work; job; task; business’. This compound is apparentlgeent coinage. A
large number of novel compounds, though, are basicallyraphed and do not come to
reside in the lexicon.

In the lexicons of many other languages of East and SoutAs&stco-compounds
play just as important a role as they do in Hmong. In Viethamé&s example, many

rather fundamental concepts are expressed through compoiithis kind (Thompson

1965:128):

(113) a. gién-ao b. ban - gh¢
pants tunic table chair
‘clothing’ ‘furniture’
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c. bat -dia d. mua- ban
bowl plate buy sell
‘dinnerware’ ‘go shopping’
In this, Viethamese is like other Mon-Khmer languages. Imi€h, there are a large

qguantity of co-compounds, many of them composed of rhymingligerative pairs

(Ourn and Haiman 2000:486):

(114) a. baac -saac c. bat bar
throw sprinkle disappearlose
‘shed, scatter, throw’ ‘disappear’
b. baok - baen d. priop thiot
beat trample comparecompare
‘thresh’ ‘metaphorical’

Pacoh, also a Mon-Khmer language, employs co-compounds freely, allowing

“modifiers” and verbs, as well as nouns, to participate ia tfipe of construction (Wat-

son 1966):
(115) Nouns b. kéaq - chu
guard watch
a. gachat qakdq ‘ ’
axe bushknife take care of
‘tools’

(117) Modifiers
b. gqagat - gackq

animals birds a. hoy- tubéq
‘wildlife’ able wise
‘capable’
(116) Verbs P
a. kién - ganhvy b. gian-go
play play easy good
‘play’ ‘peaceful’

In all of these cases, co-compounds are far from marginalth&aontrary, they are

among the most important word-formation strategies in @d¢hese languages.
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Likewise, in Chinese, co-compounds are an exceptionallynprent part of the

lexicon, ranging in their semantics from completely traargt to highly opaque:

(118) a. X tian- #h di C. %t o -if hud
heaven earth die live
‘universe’ ‘fate’
b. £ chang- & duan d. J& feng- 7k shu
long short wind  water
‘length’ ‘geomancy’

While the importance and frequency of compounds of this sgem to reach their
apogee in the languages of China and mainland Southeastiayaare found in many
other languages and language families. Some particularhparable examples can be
found in Sumerian, a language isolate of ancient Mesopataimi Sumerian-+ ¢&
AN.KI an-ki‘heaven-earth’ means ‘universe’, in a matter perfectly pamble to Chi-
nesex # tian-di‘unverse (“heaven-earth”) or Hmongi-té ‘id.” Likewise, Sumerian
T =B MAS.ANSE mas-andégoat-donkey’ means ‘animals’ or ‘livestock’ (Tinney
2006). Both the binary structure and the generalizing semanfitisese compounds
seem to be identical to those of the Southeast Asian comgound

Despite the relatively central role that co-compounds piaye lexicons of many
Southeast Asia languages, the heavy use of compounds d&irdisparticularly those
consisting of near synonyms, is often characteristic ofriqudar speech style. Fur-
thermore, certain poetic styles exploit the pairings madeoiordinate compounds as
part of their structure. Take the following examples from étrg (Mong Leng):

(119) a.nqai - tai
muscle skin

‘flesh’

1The cuneiform signs that have been used are actually thedidkéorms (from a particular period).

| suspect that any reader erudite enough to be bothered Hyatttiis also erudite enough to apply the

appropriate transformations in order to arrive at the idézhforms.

179



b. ¢y - ntor)
bamboo wood/tree

‘woody vegetation’

C. nqai i dai tai { pio
muscleonepieceskin onehide

coy i tsogp mntoy i tf6
bambooonegrovewoodonetree

‘(We are) flesh of one cut, skin of one hide, bamboo of one gnewed of

one tree.

(120) a. toy - ha
mountain valley

‘hills and valleys; terrain’

b. 1 tuatu  nény, tfhia th nd qa toy
weaselie severseedremaincLF live bottommountain

na tuatu tfa, tfhua tu 0o qa ha.
rodentdie severkind remaincLF live bottomvalley
‘Though weasels die till their seed is cut off, / there isl $tie one at the

base of the mountain. / Though rats die till their kind is cfif bthere is

still the one at the bottom of the valley.

It is clear that the users of poetic devices of this kind are &b analyze many co-

compounds into their consistent parts, even if the comiginaif those parts is some-
what lexicalized (likengai-tai ‘flesh’). The ability of speakers to identify and manipu-
late the conjuncts of lexicalized coordinate compoundsaslereven more evident by
the characteristics of so-called elaborate expres&iofisese constructions are coor-
dinate compounds, typically consisting of four syllabMbere each of the conjuncts

has two internal constituents. Most often, each of the twstituents is a subordinat-

2This term was introduced by Haas (1964), with reference i, and was later popularized among

Southeast Asianists through the work of James Matisoftjqdarly Matisoff (1973a, 1989).
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ing compound. In the prototypical case, one subconstitiser@peated in each of the

conjuncts (most frequently the head of the construction).

(121) cho khd -cho &
personwords personspirit

‘One’s inner nature; one’s habits and personality’ (Lahwatigbff 1989, in

press).

(122) ti tsai -t ntfe
boyable boysharp

‘scholars; intellectuals’ (Mong Leng)

These constructions vary in their pragmatic import. In Lahase expressions are most
frequent in flowery and colorful speech registers (Mati4®ff3a). In Mong Leng, too,
these expressions are more common in oratorical and nerisgieech than in day-to-
day conversation. However, even in relatively casual teggsthey are not uncommon.
For exampleti lag-ta lnam ‘boy-trade-boy-business’ is used by Mong Leng speakers
in North America as the ordinary word for ‘businessman’ areliess of speech style.
In other words, while elaborate expressions have someaeltt the patterns created
by the poetic devices described above, they must be treat@g@@nciple facet of word
structure in languages like Hmong, not mere poetic parsifel

These constructions are interesting, among other reakortbe fact that they in-
volve the “intercalation” of lexical items. Potentiallyiadnatic coordinate compounds
can be divided into parts by other lexical material withasihg their idiomatic seman-
tic content:

(123) a. ntdu - ntai
cloth paper

‘literature; education’

b. kai ntdu -kai ntai
studycloth studypaper

‘to learn to read and write, to become educated’ (Mong Leng)
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Phenomenon of this type were labeled “ionization” by lirggtéhemist Y.R. Chao
(1948). Occasionally, words that were historically monopm@mic (or, at very least,
not coordinate in their structure) have been reanalyzedaglimate compounds and
“intercalated” with some other lexical item. For examplee twordphor.ji ‘friend’
comes from Chinesgi & péngyu, and was not morphologically analyzable in Chi-
nese at the time that it was borrowed into Hmong (probabliiwithe last 500 year$)
However, it is sometimes treated as if it consists of two elets® meaning ‘friend’ that
are compounded in a coordinate structure:

(124) a. uap'oy -uaji

dofriend; dofriend,
‘be friends’

b. k¢ plong -ké ji

way friendy; way friend,

‘friendship’
This and other evidence strongly suggests that the two menatb¢he “couplet” (that
is, the parts of each conjuct that differ from one anothen axually still form a word,
despite the presence of phonological (and probably moggicdl) material interposed
between its two parts. This same type of phenomenon is tolbelfm Qe-Nao, where
the (apparently monomorphemic) wattd. 43 ‘empty’, may divided in exactly the same
way asphor.ji (Pan and Cao 1972):

(125) a.ta ste -ta 4a
comeempty; comeempty,

‘to come in vain’

30n internal evidence, we can know that the source of this wasl Mandarin, since it has an as-
pirated onset but is in the A2 tone and this results from a dalnange that was confined to Mandarin.
However, it cannot be from the most recent stratum of loadedom Mandarin either; otherwise, we
would expect phoy.jaur, which is unattested. It is true that this word was origipallco-compound—
transparently so in the Old Chinese period. However, it rembime largely unanalyzable by the Man-

darin period.
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b. & se -& £
doemptyy doempty,
‘to do in vain’

This leads to an interesting conclusion in the case of what haen called “pseudo-
elaborate expressions.” Like elaborate expressionslgtcienstrued, these compounds
have two coordinated conjuncts, each of which has two mdogjfical parts (and typi-
cally two syllables). In these forms, though, there is neetpd element: the structure
is AB-CD, where A and C form one couplet and B and D form a se@ongblet. These
couplets most frequently correspond to lexicalized cowmti compounds, and which
may be quite idiomatic in their semantics. Their semantiticoution to the expression
as a whole iswot equivalent to that of each of the parts, but is the idiomatamng
of the associated coordinate compound. Take, for exanmpeotiowing compounds
from Mong Leng:

(126) a. kay - ké
path way

‘ceremony; ritual’

b. tfhéy -ku
wedding marriage (bound)

‘wedding’
One has idiomatic semantics; the other includes a bound. farnese may be com-
pounded together:

(127) kag tfhéy -ké ku
pathwedding way marriage

‘marriage rituals’

Semantically, this compound behaves as if it were compo$ezh® cocompound,
tfhén-ku ‘wedding’, modifying the otherkar-ké ‘ceremony; ritual’, as depicted in ex-

ample (128):
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(128) Xéy-ké-t/hég-ki

wedding rituals

T

kdn-ké t/hoég-ku

rituals wedding

/\ /\
kip ke g, kit

path way wedding marriage

Such compounds are perfectly permissible in Hmong (129):

(129) a. nu - tfi
official lord

‘leaders; rulers’

b. t¢ - chai
land place
‘land; country’

C. nu  -tfi -té -chai
official lord land place
‘rulers of the country’

However, in the case dfag-tfhéy-ké-ku, the two compounds are (on the surface, at

least) intercalated with one another to form what look (framtifferent point of view)

like two independent subordinating compounds conjoineidiim a larger coordinate

compound. In some sense, two parses of the compound ardleessine which cap-

tures the head-modifier relationship between the rootsdh eanjunct and another that

captures the lexical relationship between the words in eadplet. The importance of

this set of facts will become evident later in this chaptdiere we will be concerned

primarily with the sequence of elements within a coordinraampound. It is suffi-

cient at this point to note that the order of elements in abatate couplet is always

(with one type of exception to be discussed below) the same e corresponding
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coordinate compound.

5.1.2 The relation of co-compounds to other constructions

The co-compounds discussed here bear a certain relatottskéveral other types of
morphological and phrasal constructions. In order to apate the significance of
the phonological properties displayed by co-compoundurit&ast Asian languages
like Jingpho and Hmong, it is important to understand hows¢heonstructions are
different from (and similar to) constructions of three tgpeopulative compounds (or
dvandvacompounds), irreversible binomials, and a continuum ofipéidative and
reduplication-like phenomena where the two conjunctsghby base and reduplicant)

are required to be different in a specific respect.

5.1.2.1 Copulative compounds

Many European languages, including English, allow theterise of a class of com-
pounds with coordinate structure that have been tradiipcalled copulative com-
poundsor dvandvacompounds (after the term for such compounds in the Sanskrit
grammatical tradition, it being dvandvacompound itself). In fact, compounds of
this type are found quite widely in the languages of the wo@dsen (2000) makes a
thorough study of their morphosyntactic properties andsficmhsiderable internal di-
versity within the class of constructions that have beeledabpulative compoundsr
dvandva compounddheir uniting characteristic is the that they lack an appamor-
phological or semantic head. In that respect, co-compoimidsmguages like Hmong
and Chinese should be considered a subset of this larges. ckss a result of their
“headlessness,” compounds of this type may typically bedexed with no change in

meaning:

(130) a. poet-prophetperson who is a poet and a prophet’

185



b. prophet-poetperson who is a prophet and a poet’

(131) a. doctor-lawyer-architectperson who is a doctor, a lawyer, and an architect’

b. architect-doctor-lawyelperson who is an architect, a doctor, and a lawyer’

In conventionalized instances of this construction typechsas Englishsinger-
songwriterand AFL-CIO or GermarBaden-Wirttembergnd Schleswig-Holsteirthe
order of constituents in a copulative compound may be fixedwéver, there seems
to be no grammatical constraint that fixes the sequence wfeglts. In this respect, as
will be seen in Section 5.2, the copulative compounds of Bhgire different from the
coordinate compounds of many Southeast Asian languages.

In their semantics, too, copulative compounds may diffemfthe coordinate com-
pounds we have been examining. In terms of their semanbtcsgdmative compounds
can be grouped loosely into three types: restricting, sigk) and generalizing. Com-
pounds like Englistighter-bomberare restrictive: each constituent imposes an addi-
tional constraint on entities to which the compound canrrefefighter-oombemust
be both a fighter and a bomber; to be just a fighter or just a bomhb®&ot enough.
A compound likeAlsace-Lorraine in contrast, refers not to a region that is simulta-
neously Alsace and Lorraine, but to Alsace and Lorrainetteggeas a larger region.
Cross-linguistically, this (inclusive type) seems to betihost common type afvandva

compound, and examples may be found in many languages:

(132) a. yama -tera
mountain temple

‘mountain and temple’ (Japanese; It6 and Mester 1986)

b. aana - kutra - kalb
elephant horse pL

‘elephants and horses’ (Malayalam; Mohanan 1986:90)

c. candra aditya- u
moon sun DL

‘the moon and the sun’ (Sanskrit; Olsen 2000:282)
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d. na - tsi
woman man

‘husband and wife; father and mother’ (Mong Leng)
e. gﬁ—l - mpe | - mAn

cow pig horse

‘cows, pigs, and horses’ (Pa-hng; Mao and Li 1997:68)
Less common cross-linguistically, but exceptionally coommin Southeast Asia, are
generalizing compounds. This is a imprecise categoryldinofy synonym compounds,
antonym compounds, and compounds of elements drawn frongkesiemantic field.
The antonym compounds, in particular, are not an interraiypogeneous class. For
example, the semantic properties of Chinegsel> duo-shtao ‘how many? (“many-
few”)” are quite different from those of Mong Leng-qe¢ ‘high and low; everywhere
(“high-low”)’. More nuanced discussions of these topice & be found in Chao

(1968); Thompson (1965) and elsewhere.

5.1.2.2 Irreversible binomials

While the co-compounds under discussion are probably bestas a subset of a larger
class of coordinative compounds, including those of theaxdva type, they also resem-
ble another type of expression: what Malkiel (1959) calledeVersible binomials”.
These expressions (also called “freezes” by Cooper and®63%8) and others) are, to
use Malkiel’'s definition, “sequence]s] of two words pertagmto the same form-class,
placed on an identical level of syntactic hierarchy, andrandly connected by some

kind of lexical link” whose order is fixed by convention.

(133) a. warp and woof e. kith and kin
b. weal and woe f. bed and board
c. wild and woolly g. birds and bees
d. rough and ready h. part and parcel
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i. vim and vigor p. high and low

j. hale and hearty g peace and freedom

k. aid and abet )
r. times and seasons
|. odds and ends
, . s. God and country
m. wine and dine

n. hither and yon t. stars and stripes

0. here and there

c

ways and means

These binomial expressions are like the Southeast Asi@moogounds in the types
of semantic relationships that exist between the membera/¢t as a general prefer-
ence for either alliteration or rhyme between the two coafsn In fact, in some cases,
there are direct equivalences between irreversible bialsrand co-compounds in lan-
guages like Hmong. Compare, for example, Enghgher and yonwith Mong Leng
u-nua ‘hither and yon (PROX-DIST")’.

One salient property of these collocations is the presefit®mand” forms. Not in-
frequently, one—and sometimes, both—of the conjuncts imarbial no longer occur
outside of that fixed phrasith is a classic example of a word of this type, lneal
from weal and woalso fits into this category, and this example could be miidtiad
libitum. This is also frequently the case with co-compounds. Inghiog for instance,
there is a compounalmja?-[4.1a ‘arrest indiscriminately’ composed afmja? ‘seize’
and[4.14, a stem of uncertain meaning that no longer occurs outsittééxpression.
In Mong Leng the compounacau-lu ‘mouth’, consists of two words for mouthicau,
the commonly used word, ard, which no longer occurs as an independent word with
this meaning (though it does occur as the classifier for aniegs). Also, Mong Leng
nga-no ‘food (“meat-rice”) consists of one extremely common raef, andno, a root
that now occurs only in this compound and elaborate exmresslerived from it. Fi-

nally, in High Pacoh, the expressigaqas-qaséw ‘terribly filthy’ contains a free stem
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qaqas ‘filthy’ and a bound stemyaséw, which historically meant ‘fearful’.

The principles that determine the order of conjuncts in sxgressions have been
a matter of discussion at least since Malkiel (1959). Malkimself pointed to a range
of factors, both formal and semantic, that seemed to infleéme sequence of elements
in expressions of this kind. On the phonological side, h@psed that “smaller” words
(words with less phonological substance) tend to be ordeséate “larger” words. On
the semantic side, he posited a whole range of factors imguzhronological priority,
socially constructed priority, and relative strength ofgpized traits.

In this same vein, Cooper and Ross (1975) attempted to égdileth semantic and
phonological motivations for the order conjuncts in expiess of this type. On the
semantic side, they propose principles IMe First, which states that “first conjuncts
refer to those factors which describe the prototypical kpegaDivine (sacredbefore
profang, andPlant (flora beforefaung. On the phonological front, they propose a

whole set of features that characterize “place 1 elements:”

(134) a. more syllablés
b. longer resonant nucleVj
c. more initial consonants
d. vowel containing a lower F2
e. fewer final consonants

f. aless obstruent final segment

They provide a series of examples illustrating each of thexsgencies. It is significant,
though, that for a few of them, such as (134d) and (134f), @oa@nd Ross depend
on evidence not from binomials proper, but from echo-reidagibn constructions (for

which, see Section 5.1.2.3 below).

“Note that this exactly contradicts the claims of Malkiel 9.
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In a recent corpus-based statistical study of binomial &gions in English (in
which no distinction was made between irreversible andrstvie binomials) Benor
and Levy (2006) found that phonological criteria were rieiy weak predictors of the
order of conjuncts in these constructions. Semantic factorcontrast, were found to
be strong predictors of sequence. Factors of this type Hawebaen argued to play a
major role in determining the order of conjuncts in Chines€ompounds (Chao 1968;
Quan 1990; Bottero 1996). It is not clear, however, to whatm®ixthese results can be
extended to the irreversible binomials and “freezes” dised by Malkiel (1959) and
Cooper and Ross (1975).

In fact, there are relationships within these binomial esgions which are clearly
of a phonological nature, though not all of them pertain alyeto the sequence of
conjuncts. These constructions tend to shade into the liedtipe constructions to
be discussed next. In some cases, one conjunct is simplyskiepaauplicative match
of the other. Inspick and spanfor instance, thespick part was simply an extension
added to the expressi@pan-new Spick and spanas such, is a shortening of this
expression. Interestingly, the high front vowel spick and the low vowel inspan
follow the template for English echo-reduplication, aslvwi discussed in Section
5.1.2.3 below, and also the ordering generalization faypio coordinate compounds
(high before mid, mid before low), as described in Sectio@s2%and 5.5 below. The
same may be said fetrem and hawwhere the first conjunct is original and the second
conjunct is a secondary “reduplicant.”

Similar cases of quasi-reduplication exist in Biblical Hal. The famous (and
sometimes controversial) expressioTt) 31D toh( waboh( ‘formlessness; chaos
(“formlessness and [formlessness]”) consistsitf tohd, which by itself means
‘waste(land)’ or ‘formlessness’ antia boh(, which only occurs withtohd, either

in a binomial or in poetic parallelism. This pattern of oaeumce is reminiscent of
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the distribution of elements of Hmong coordinate compoyadsliscussed in Section
5.1.1 above. The second conjunbbkid) appears to have been created as a rhyming
counterpart tdohdin much the same was apickwas created as an alliterative coun-
terpart ofspan In this way, binomial expressions bear a strong resembltmpseudo-
reduplicative compounds. Apparently, the only principledans of drawing a dis-
tinction between these two classes of constructions ishel liinomialsthose expres-
sions with an overt conjunction and reserve the tepseudo-reduplicatioandecho-
reduplicationfor expressions with no overt conjunction (and that may thosome

extent at least, be analyzed as single words rather thaaimphrases).

5.1.2.3 Pseudo-reduplicative compounds and echo-redugidition constructions

English, like many other languages, has a body of binary svtrdt are characterized
by repetition, one the one hand, and a mandatory differeeteden parts, on the
other. In one set of these words, likeeny-tinyand fiddle-faddle the two conjuncts
are identical except for the nuclear vowels of the stresgéidide. In the other, far
more heterogeneous set, the two conjuncts are identicabéexfar the initial onsets
(or onset clusters). Words of this type incluge@mby-pambyndpell-mell This type
of construction appears in many languages, but these lgegwae disproportionately
from Eurasia.

The English case is useful, not only because it is well-siidiut also because the
patterns are especially relevant to the co-compound orglegyéneralizations we will
discuss below. | will argue that the dominant patterns inlishgcho-reduplication can
be understood in terms of some fairly general morphopho&@irinciples—principles
that will be of analytic value subsequently. This claim ohggrality may seem surpris-
ing, since there seem to be a great many patterns of redtipticparticularly in the
rhyming type. Given the presence of forms likeogie-woogiefuddy-duddyragtag,

andmumbo-jumbpone might suppose that there is no generalization to be .nibmle-
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ever, one pattern is by far the most common, and that is therpah which the base
(used here to refer to the conjunct with the largest amounnpfedictable phonolog-
ical material) occurs in the second position. The copy infitsé position is identical,

except that the onset of the initial syllable is replacedHyds shown in (135):

(135) a. hugger-mugger j. hocus-pocus s. humdrum

b. huncamunca k. higgledy-piggledy ¢ nhoity-toity
c. hackerty-backerty I. hobnob U. hotsy-totsy
d. hubble-bubble m. helter-skelter

v. hobson-jobson
e. hurly-burly n. harem-scarem

w. heebie-jeebies
f. holus-bolus 0. hippy-dippy
g. hanky-panky p. hurry-scurry X. hurdy-gurdy
h. hokey-pokey g. handy-dandy y. happy-clappy
i. hodge-podge r. humpty-dumpty z. hootchie-kootchie

It is tempting to view this as a kind of “fixed segmentism,” wiaeart of the underlying
form is “overwritten” by a fixed string of phonological maitdrin the reduplicant. This
may, indeed, be part of the explanation for this pattern. élex, there must be some
other principle at work. Significantly, in some of these wgrid is the first conjunct
(with initial /h/) that served as the historical base, witle second conjunct emerging
as a result of reduplication. For examplehurry-scurry; it is hurry that served as the
original base. The contemporary English vedurry has its source in this reduplica-
tion construction. The same is apparently trudahdy-dandyandhumdrum mutatis
mutandis In fact, while in some of these forms, likeibble-bubblethe historical base
is the second conjunct, this is by no means the situationamihjority of cases. It
seems, in fact, that the origin of the two conjuncts is legsartant than satisfying the

templatic constraints associated with the construction:
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(136) a. The first conjunct must have /h/ as the onset of itissyitable.

b. The second conjunct must have something other than /héasset of its

first syllable.

c. The two conjuncts must be segmentally identical, othegwi

There seem to be two other preferences, namely that the ohtet second conjunct
be either a labial stop or an /sk/ cluster. Some of these egjmes were not originally
reduplicative at allHodge-podgefrom example, comes fromotch-potctwhich is de-
rived fromhotchpota dish containing a mixture of many ingredients’OFhochepoy
Along the same line$iolus-boluseems to have come from either the expressioole
bolusor from Greekdhog pdrog ‘whole lump’. In either case, the expressions were not
originally in a coordinate structure and did not rhyme. Téffect seems to be similar
or identical to the “aggressive reduplication” for whichrdw (2002) seeks to account.
In a large percentage of the cases, neither conjunct apfeebesderived directly from
an independent lexical item.

The same issues are raised by the second type of pseuddicatup compounds
in English, but in a fashion that will be more directly applite to the analysis of
coordinate compound ordering effects. These have beeedalaut combinations
by Marchand (1969), but this is a somewhat unfortunate témceshese compounds
do not involve ablaut in a conventional meaning of that feriithat does characterize
them is the satisfaction of a template not entirely unlika thr the rhyming compounds
of the helter-skeltertype. Here, the template requires that the tonic vowel offitisé
conjunct be a high front vowel (typicallyi/) while the corresponding vowel of the
second conjunct must be a low vowel (eithier/ or /a/, assuming Western American
English pronunciation). This means that these echo-réchtple compounds will be

of one of two types. The most common type is characterized fyed sequence:

SAdmittedly, the results are sometimes quite similar; cé ¢thse osingsang
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(137) 1/ —/=/

a. chit-chat j. flimflam s. skimble-skamble
b. click-clack k. jingle-jangle t. slipslap
c. clitter-clatter l. knick-knack

u. shicker-snacker
d. crinkum-crankum m. mishmash

V. snipshap
e. dilly-dally n. pitter-patter

w. ticktack
f. dingle-dangle 0. prittle-prattle
g. drizzle-drazzle p. rickety-rackety x. tittle-tattle
h. flip-flap q. riffraff y. whimwham
i. fiddle-faddle r. shilly-shally Z. zigzag

The less common pattern is the one in whichprecedega/:

(138) /1/—/a/

a. clipclop g. jiggy-joggy m. ticktock

b. crisscross h. pingpong n. tiptop

c. dingdong I. pishposh 0. wibble-wobble
d. dripdrop j- plip-plop p. wimbly-wambly
e. hiphop k. singsong g. wishwash

f. flipflop l. slipslop r. wishy-washy

And even rarer pattern hag/ before/a/:
(139) /i/—/a/

a. gee-gaw C. see-saw

b. teeter-totter d. hee-haw
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This general template reflects a strong cross-linguistidéacy in echo-reduplication:
high vowels are preferred in the first conjunct; low vowelks preferred in the second
conjunct. A weak version of the same tendency can be obsénvietbn (DiCanio
2005); a much stronger version can be seen in Khmer (Schi@ig9; DiCanio 2005).
Other languages are like English in enforcing this relatiop as a requirement in echo
reduplication.

One such example is Sumerian, in whose lexicon there werega teumber of
reduplicative expressives (or ideophones). In at leasttass of these words, there is a
strict template where the first conjunct contains the vowklhile the second conjunct
contains the vowel /a/. While the exact phonetic valuestiesé vowel phonemes are
not known (and, indeed, are probably unknowable) thereasae to believe that /u/
was realized a high central vowel. In other words, the adteon may have been purely

one of vowel height (Tinney 2008)

(140) a. =E & ¥ ‘make animal noise’
TUM . DAM ZA

tum -dam za
‘make clamor’

d. ==t EHEd §
|JANX3|. MA.AL ZA

mul -mal za
b, &< === 7 ‘make noise’
BU.UD . BA.AD ZA
bud -bad za e. o<1 == R

BU.UD . PA.AD ZA
pud -pad za

‘make rumbling noise’

‘make rumbling noise’

f. B D 7
GU%GU|. |GU%GU|ZA
c. e MRt § IS YGU ISU%EUIZ/

LUM . GA.|JA.AM| ZA

gum - gam za ‘make rumbling noise’

6Jeffery Pynes is to be credited for directing me to these. data
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g. 5T BT =T ‘make liquid noise’
DU.BU.|U.GUD|. DA.BA.AL

dubul - dabal h., = =T ¢
44 Pl .BA ZA
ZA Wwu -wa ZzZa
za ‘make noise’

In at least one case, the alternation is between /i/ andatherthan /u/ and /a/:

(141) Therlde §-I»F za
ZIIG .ZA.AK ZA
Zig - zag za

‘to make rumbling noise’
Reduplicative expressives of this type are quite commonitaiscalso quite common
for them to be “alliterative,” that is, for the two conjundts vary in their rhyme. In
the Sumerian case, this alliteration is not achieved by atmmating two lexical words,
nor is it the result of concatenating a word with a minimaliffetentiated double.
Rather, it is the filling out of phonological template withamatopoetically-motivated
consonantal material.

Echo relationships are not necessarily templatic, howelerEastern A-Hmao,
there is a productive echo-reduplication construction mclv the tonic vowel of the
first conjunct must always be (replaced by) eitfigror /u/ (Wang and Wang 1996).
There is a principled basis for which of these segments iseowhich will be dis-
cussed below in Chapter 6. At this point, it is sufficient teetve that the tonic vowels

of the first and second conjuncts must always be differentlaaidthe conjunct of the

first vowel must be high:

(142) a. alndlil - aindlfiau ‘margins of fields’
RED leaf

‘leaves, flowers, etc.

b. alndil - adnduV C. almul almay
RED  side RED eye
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‘eyes, ears, mouth, and nose’ @i Indzul - pivndzau
RED devil

‘all manner of demons’

Wang and Wang state that any disyllabic noun in the languageperticipate in this

construction, though for some nouns, the semantics thaldwesult are very strange.
Consequently, the resulting word is possible, but quiteragbpble. In this respect, it
is quite unlike the English case (where a strict templaté ¢ha only be satisfied by
certain words holds sway). It also differs in its produdthand in the nature of the base
conjunct: in English, both conjuncts are, as often as natnddorms, but in A-Hmao

the base is typically (if not always) a free form. We couldyghestablish a continuum

along which English (“ablaut” reduplication), A-Hmao, aBdmerian reside:

(143) Productive Non-Productive
Always Contain Free Forms Contain Only Bound Forms
Echoic Variably Templatic Strictly Templatic
A-Hmao > English > Sumerian

However, these differences should not obscure the sidaribetween the A-
Hmao and English constructions. Both constructions, ofrsmuproduce a high-
vowel/different vowel sequence. Both of them enforce aed#hce in only one vowel
of the conjunct. In both cases, this is the tonic vowel. Fddiao, this is the vowel
in the root, which is always the last vowel in a noun. All of theuns that participate
in this construct are reportedly iambs, with an unstressefiiqas the first syllable. In
English, each conjunct is typically a trochee, or—if the jooict is monosyllabic—a
single, stressed syllable. As a result, there are wordsslikky-shallybut no words
like shilly-shillah Unfortunately, there are no widely known cases of Englisioe
reduplication where the base has more than two syllablestagsk is not on the initial
syllable. However, the relative euphony twimato-tonto [t"o'mejrow-t"o'mazrow]
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probably has its source in this very same constraint.

So far, we have seen two kinds of disharmony relationshigsho reduplication:
non-identity of initial onsets and non-identity of the vds/im syllables bearing primary
stres$. It seems, in fact, that there are a limited range of prontipesitions to which
these non-identity constraints may make reference, anavththat are most important

for our purposes are:

(144) a. Initial syllable

b. Syllable bearing primary stress

It is theoretically important that there be some means tabdish a special rela-
tionship between the tonic vowels of the two conjuncts in astauction of this type.
Following (Walker 2000a; Rose and Walker 2004; Hansson 0G4l propose that
long-distance phonological relationships, includingdatistance relationships of this
type, are established through correspond&ndss detailed in Chapter XYZ above,
string-internal correspondence relationships are eatbby constraints requiring sim-
ilar phonological constituents to be in correspondencelidtauthors have typically
conceived of this similarity in terms of featural conterdr(éxample, similarity in ma-
jor class features). The innovation made here is to exteisckthd of similarity re-
lationship to structural position—to treat, for examphdables that occupy the head
positions in prosodic words as more similar (in a manner sgibée to constraints of
this class) than those that do not. The other, more intaggstiaim made here is that
constituents in prominent positions (head position, ahipiosition, final position) are
universally more “similar” than constituents not in thessitions. That s to say, a con-

straint like @RR-0 « & “head syllables are in correspondence,” arwkR@-#0 « #o

’The Sumerian case is somewhat different since, in caseswle@conjunct is more that two sylla-

bles long, all of the vowels in the conjunct are the same.
8|t is the experience of this author that long-distance i@taships of the non-phonological type may

also be established through correspondence.
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“Prwd-initial syllables are in correspondence,” alwaysmigate constraints of the type
CORR-0 « 0 “non-head syllables are in correspondence,” @R —#0 « —#0
“non-initial syllables are in correspondence,” if consita of the latter type exist at
all. Thus we predict that there an® cases of long-distance correspondence between
non-prominent constituents where there is not also cooadpnce between prominent
constituents at an equal distancEhe other essential notion to review here is the idea
of “trickle-down correspondence”: if two syllables are mrespondence, then their re-
spective onsets and rimes are in correspondence; if twoekyre in correspondence,
then their respective nuclei and codas are in correspoedenc

The mechanics of this system can be illustrated using tha tomato-toméato
(where <&> is /a/). Though this expression actually consists of the comedien
of two dialect forms, its similarity to the reduplicationses discussed above, and the
fact that the stress is non-initial, makes it useful from ploet of view of exposition.
Let us begin with a constraint ranking such thair®-& < ¢ dominates MCORR,
which—in turn—dominates GRR-#0 < #0. Giventomato-tomatas an input, we
predict that the tonic vowels will be in correspondence. 145), this correspondence

relationship is shown with arrows:

(145) tomato-tomato|| ©ORR-G < & | NOCORR | CORR#0 « #0
(&) tomatotoméato * *
(b) tomato toméato * *
L 4
(c) toméato tomato x|
v (d) tomatotomato * *
L 4

Candidates like (a), in which neither initial syllables nonic (head) syllables are in
correspondence, satisfydCORR at the expense of violating both of theo€R con-
straints. Since 6RR-G «— ¢ dominates MCORR, candidate (a) is eliminated. If only
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the initial syllables of the two conjuncts are in correspamek, as in (b), only GRR-

#o < #o is satisfied, and since it is dominated by botbGbRR and QRR-G «+ &,

it is eliminated. If the initial syllables are in corresp@mte, and the head syllables
are also in correspondence, (as in (c)) then batiRR G «— ¢ and ORRH#0 «— #0O

are satisfied, but NCORR is violated twice. Candidate (c) is eliminated because it is
possible to satisfy GRR-G < & and only violate MCORR once by placing only the
head syllables in correspondence.

Now suppose that, in the same hierarchy, there is a consthaitrequires sequen-
tial vowels in a correspondence relationship to/bg and /a/, which we will call
TEMPLATE® Suppose, too, that this constraint dominates'F (faithfulness, standing
in in this case for bENT[feature] and M\x[segment]). If TEMPLATE was to dom-
inate @RR-G « ¢ then it would effectively block correspondence relatidpshn
words that did not already satisfy the template, since itlddne possible to satisfy
both TEMPLATE and NOCORR by the simple absence of coindexation. If, however,
CORR-0 «— ¢ dominates EMPLATE, then the tonic vowels of two prosodic words
(here conjoined in a coordinate construction), will chatgyeatisfy TEMPLATE. This
is demonstrated in the tableau in (146), where stress isedaskth the IPA notation

and correspondence relationships are indicated withr lstitescripts:

‘ tomato tomato H CORR-G « & ‘ NOCORR‘ CORR#0 < #0 | TEMPLATE ‘ FAITH ‘
(a) tomato-tomato *| 5
b tomato-toma to * * *|
(146) (b) 3 3
w  (C) tomato-tomito * * &
(d)  to'majto-to'mégto *I* & S
(e) t&'majto-t§'majto *I* &5

The observant reader will have noted thai@GDRR is actually completely unnecessary

9As it stands, this constraint is incompletely formalized arsufficiently general. | have not sought
to provide a complete formulation since the primary aim & #ection is to explain how string-internal
correspondence relationships function in echo-redugiicafacts that will be seen to be applicable to

coordinate compound ordering effects as well.

200



in this grammar. As long as @RR-G < G dominates EMPLATE, and TEMPLATE
dominates kITH and GRR#0 «— #0, only tonic vowels will be in string-internal
correspondence and the template will be enforced across tlwvels, as shown in the

tableau in (147):

tomato tonato CORR-0 <+ 0 | TEMPLATE | FAITH | CORR#O « #O
(a) tomato-tdmato *| -
(147) (b) tomato-tomato x| N
w (C) tomato-tomato * o
(d) to'majto-to'méjto *| 2
(e) & 'majto-td'mgjto -

From these examples, it should be clear how correspondelatmnships can be estab-
lished between syllables in head positions only, or betveg#ables in initial position.
However, we have not seen an illustration of correspondaotding between initial
syllables where these were not also the heads of feet. @nagsstically, however, it
is necessary to grant both of these positions a privilegadstelative to string-internal
correspondence constraints.

In fact, both of these positions seem to play a role in anotfmglish echo-
reduplication construction: the highly productisiemreduplication process by which
David becomedavid-Shmavid (recently borrowed into American English from Yid-
dish). This process has been claimed to replace the first onige second conjunct
(Alderete et al. 1999). However, as demonstrated by Newnas\éaux (2003) (in a
study with greater empirical depth) the situation is not isgpte. One complication
relevant to the current discussion is variation seeshimreduplications of words with

second-syllable stress:

(148) a. obscéne-stobhscéne- b. oconflsion-shronflsion~

obs@&ne-obshréne conflusion-conshmsion

In one variant, the anti-identity requirement holds overahnset of the first syllable; in
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the second syllable, it holds over the onset of the primémgssed syllable. These same
“anchor points” (see Yu 2002; Nevins and Vaux 2003) are thevaat points of com-
parison in the ordering effects that will be our primary feciNo coincidentally, they
all relate in someway to prosodically prominent positioNgvins and Vaux note that
there are even cases where two prosodically strong positiontargeted by this pro-
cess, providing the examplerbidden-shmorshmiddein terms of the constraints we
discussed in the hypothetidaimato-tomatexample—and modifying our hypothetical
TEMPLATE constraint appropriately—we can express the variatiohérproduction of

shmreduplication for the baserbiddenthrough the following typology:

(149) a. forbidden-shrarbidden

CORR-#0 s #0 > TEMPLATE > FAITH, CORR-0 «— 0

b. forbidden-forshridden

CORR-G <> 0 > TEMPLATE > FAITH, CORR#0 «— #0O

c. forbidden-shrarshnidden

CORR-G < 0, CORR#0 < #0 > TEMPLATE > FAITH

One can also imagine the possibility that, if the rankinghaf tonstraints that govern
the position of stress were relatively low when comparedh&o@oRR constraint, the
position or structure of feet could change in order to satigfth CORR-G «— ¢ and
CORR-#0 < #0 with a single correspondence relationship. This variantalao be
seen, in forms lik&bscene-shabscene

One aspect ohmreduplication that we have not discussed thus far is the ant
identity requirement. It has often been noted that forme tgchnaltz-shnaltz or
*schnooze-shroozeare not acceptable as instances of this construction: aemtity
between the two conjuncts is required. The non-identity i@yachieved, in many
cases, by substituting other segmental material foskimesequence. Nevins and Vaux

(2003) give the following list of examples fechmooze
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(150) shnooze flooze shpooze shlooze viooze shplooze shmamoozemooze

W00z commoozemy ass

Thus, strategies for achieving non-identity include chiagghe place of articulation of
either the/[/ or the/m/, changing the manner of thien/, deleting the/[/, epenthesiz-
ing a vowel, substituting a different morphosyntactic dontion (ny assfor exam-
ple), and so on.

This kind of requirement is quite common and can be found inyrlanguages.
On case that is instructive for our purposes is that of Bunotfgeer Hmongic language
closely allied to the Western Hmongic group; see 5.1), whieeee is a verbal redu-
plication process carrying the semantics, “to X casualjjere X is the simple verb.

Examples of this construction are given below (Mao et al.2198):

(151) a. ntot - ntyu (152) a. ntyud - ntyor
chop RED hit RED
‘chop (casually)’ ‘hit (casually)’
b. nygA - nyud b. nthyuy - nthan\
wear RED pluck RED
‘wear (casually)’ ‘pluck (casually)’

In this construction, the rhyme of a monosyllabic root isrewgten in the redupli-
cant with the diphthongyu/, as seen in (151gxceptwhen the underlying rhyme is
/¥u/, as in (152). In these exceptional cases, the reduplicarasds rime eithefor/
or /ay/. At some level, it seems that echo reduplication in genékal this particular
case, is driven by a requirement for difference betweenwleconjuncts. At some
level, the co-compounding of synonyms bears a resemblartbese sorts of effects in
reduplication: they enforce semantic similarity but fotidference.

In Bunu, the difference between the two conjuncts is aclidgieough melodic
overwriting, with a suppletive form of the fixed segmentatenal appearing when the

default string,/¥u/, would not result in non-identity. The effect in A-Hmao isnsiar.
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In English echo-reduplication and Sumerian expressivesdifference is achieved by
imposing a template. The fixed-segment-with-suppleti@e tyf reduplication can po-
tentially apply to any word in the language, but does not got@e the existence of a
particular relationship between the loci of comparisorhwithe two conjuncts. The
templatic type is able to enforce such a relationship—himkel before low vowel, for
instance—nbut cannot apply to every word in the languageedddin many cases of
templatic “reduplication,” there is no underlying baselhttaey are reduplication only
in the sense that they contain repeated segmental matdoalever, some languages
have echo reduplication constructions that satisfy bottditmns.

Jingpho (a Tibeto-Burman language of Burma, China, andiritis an echo redu-
plication construction that may apply to any word, but whadivays guarantees that
the tonic vowels will be in a non-low/low sequence (Dai 19@palf the tonic vowel
(always the vowel in the mono-syllabic root and therefore ldst vowel in a stem)
of base form is non-low, the reduplicant will have, in itsqdathe low vowel/a/, as
shown in (153). In these cases, the reduplicant ap@dtasthe base. If, however, the
tonic vowel of the base is the low vowgd/, as shown in (154) the reduplicant has as

its tonic vowel/o/ and is orderedbeforethe base.

(153) a. mdtsu? - motsa? (154) a. kalo? - kala?
disorderly RED RED quarrel
‘chaotic’ ‘quarrel’
b. sdup -sdap b. loph3o - lophza
muggy RED RED fallen leaves
‘sultry’ ‘every kind of fallen leaves’

C. kdmjin - komjan
wrinkle RED
‘in a very wrinkled state’
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These two apparently conflicting “goals” can be achievedlloywéng the base and
reduplicant (really the faithful copy and the modified copy)be freely ordered with
respect to one another. We will see later that Jingpho coatdicompounds pattern
in the same way as this echo-reduplication constructiom drder of the conjuncts is
driven by a requirement that the tonic vowel of the first cocjube at least as high as
the tonic vowel of the second conjunct. It is even possibigda echo reduplication
in Jingpho as a kind of coordinate compounding where a deituble is not avail-
able, so the grammar produces a new double by minimallyirdtehe original form.
So similar are these two types of constructions that Dai (a9%eats them as subtly

differentiated instances of the same thing.

5.2 Survey of Co-compound ordering effects

In a great many cases, phonological factors influence therioigiof conjuncts in coor-
dinate compounds. These types of influence may be dividedhig, into two groups:
“soft” ordering effects that are driven primarily by stylisfactors and “hard” ordering
effects that are enforced by the grammar. We are concernedphnienarily with the

hard ordering effects, providing, as they do, a greateghtsnto the architecture of
the grammar than the soft effects. However, it is necessaexplore the soft effects
briefly, both in order to contrast them with the grammatidééats and to determine

what light they can shed upon this class of phenomena géneral

5.2.1 Soft (stylistic) ordering effects

Numerous languages seem to have optional, phonologidairen stylistic effects that
influence the order of morphological and syntactic objects example of this—
though its status as a grammatical or stylistic phenomesiatill debated—is Heavy

NP Shift (Ross 1967), the process by which large, non-stuben phrases are post-
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posed to the right edge of a sentence:

(155) a. | gave [the book] to Rahel.
b. ?? 1 gave to Rahel [the book].

(156) a. 7?1 gave [the book that reveals the dark secrets op@ople’s history in
lurid detail] to Rahel.
b. | gave to Rahel [the book that reveals the dark secrets opeople’s

history in lurid detail].

The exact nature of this phenomenon has been debated. Hovement psycholinguis-
tic experimentation suggests that the driving force behiimprocess is the phonolog-
ical weight of the NP potentially being “moved” (Stallingsat. 1998).

It is not surprising that similar constraints enter into tindering of constituents in
coordinate constructions. These constraints may be daave, as has been suggested
for English; may be driven by tone, as in Chinese; or may bedas vowel quality,
as is the case in Lahu. A brief survey of these cases followaofe detailed treatment

of the Chinese and Lahu cases will be provided below.

English Various scholars, like Malkiel (1959) and Cooper and Ro83%), have pro-
posed that there are phonological constraints that infliéme sequence of con-
juncts in irreversible binomials. Malkiel identified a “sihbefore-large” con-
dition. Cooper and Ross explored a number of additional tomd. Specifi-
cally, they argued that the tendency to appear first in a seguef this kind was
strongly influenced by the relative F2 of vowels and the “nletce” of final
consonants. In this veinlribs and dabs spc and s@an, hem and faw, and(by)
guess or gosh appear to have their characteristic orders because ofreartst
on vowel quality. Likewise, the linear organization of bmials like (by) hook
or crook kith and kin, andbread andwater may be influenced by consonantal

features.
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Chinese Ting (1969, 1975) observed that the sequence of conjunceteimy Chinese
coordinate compounds was predictable based upon the tane by each of
the conjuncts in Middle Chinese. He found this to be true mdy of modern
Mandarin co-compounds (Ting 1969) but also of co-compourats texts of
the Old Chinese period, long before Middle Chinese (Ting5)9Thus, there
are many compounds lik& #h tiandi‘heaven-earth’, with the Middle Chinese
tones . % shang-qurising-departing’, and relatively few compounds likét#*
K di-tian, with the Chinese tones ‘departing-rising’. The whole $étndencies
can be reduced to a scal: ping< I shang< 2 qu < A ru, orlevel < rising
< departing< entering He found that, for Old Chinese, his model could predict
the correct form for about 80% of the data. More recent ingatibns have led to
similar results (Bottero 1996). These effects seem to leratrong tendencies,
but do not look like categorical grammatical effects. Thase will be discussed

in greater detail below, along with a possible account ofattigin of the pattern.

Lahu Lahu, a Tibeto-Burman language of China, Burma, Thailand,lzaos, has in-
teresting vowel-quality-related ordering effects in ainate compounds, specif-
ically in elaborate expressions (Li 2004). This effect, lkwer, is only a strong
tendency and the number of exceptions is large. In genemajiiocts containing
the vowel/o/ tend to be ordered first. Lacking such a conjunct, those gonta
ing the high voweld/i i u/ tend to be in the first position. If none of these are
available, a conjunct containing non-front mid vowgls/ occurs in the first po-
sition. Barring this, conjuncts containing front mid vowgét ¢/ are ordered first.
Conjuncts containinga,/ are ordered last in the great majority of cases. Assum-
ing this set of precedence relationships, we can prediatdhect order of Lahu
co-compounds for about 68% of the data, on the basis of voaleise. Tones

also have a significant influence upon the order of conjumctoicompounds.
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This case is discussed in greater detail below.

These soft ordering effects seem to originate in a varietyafs. Some may have
started out as grammatical constraints that were laterrarided by changes in the
phonological system, resulting in the existence of noegatical ordering generaliza-
tions within the lexicon. The preponderance of prototygdksdisplaying the phono-
logically driven order may favor the formation of new compds with the same se-
guence, so that the pattern has some productivity withounpahe status of a full
grammatical constraint. The Lahu and Chinese cases arethardikely of this type.
In other cases, though, including that of English, thereoiewvidence that the order-
ing effects that can be observed in irreversible binomialstieer coordinate structures
were ever parts of the grammar in the same sense that thetmateselect allomorphs

for the English plural morpheme are (to name but one example)

5.2.2 Hard (grammatical) ordering effects

However, there are ordering effects that are largely caieglo These effects take
many of the same forms as the soft ordering effects desceabede. These effects are
superficially similar to those non-categorical orderinggmlizations: they may make
reference to tone and vowel quality; and when they refer weelguality, they tend to
result in high vowels being ordered before mid or low vowets(lting in sequences
similar to those seen in English, A-Hmao, and Sumerian eedapilication). They
differ in the sense that they characterize almost all of tterdinate compounds in the
lexicon (or all of a principled subset of the co-compoundssdhe case in Mong Leng).
Four examples are briefly described below. More detailediyaaa with be given for

each of these languages.

Jingpho In Jingpho, a Tibeto-Burman language, the order of cootdisampounds

can be predicted based upon the relative heights of the vanvels in each of
208



the conjuncts. Constituents are always ordered such tadti¢fer tonic vowel

precedes the lower vowel.

Tangkhul Tangkhul, another Tibeto-Burman language, appears to Aaavardering

effect very similar to that of Jingpho.

Hmong In Hmong, a Western Hmongic language, the order of coordicampounds
is predictable on the basis of tone. Unlike the Chinese el@ntipis effect is
incredibly robust. As will be discussed below, over 97% @& tompounds in
a corpus of 168 items can be predicted by a model in which tgbkt éones
are placed in a hierarchy such that falling precedes higih precedes creaky,
creaky precedes low, low precedes breathy, breathy preaesieg, rising pre-
cedes a second breathy tone, and this breathy tone precédlemontrast to
the Jingpho and Tangkhul cases, this scale does not traok sataral phonetic
dimension. Like the Lah® and Chinese cases, it displays a degree of phonetic
arbitrariness. Unlike these cases, though, Hmongic cebjering is a cate-
gorical grammatical process rather than a stylistic pegfee that interacts with
a variety of other factors in determining the order of comjsn This case, using

data from the Mong Leng dialect, will be analyzed in greatddtelow.

Qe-Nao Qe-Nao, an Eastern Hmongic languslgis like Hmong in displaying a tone-
driven co-compound ordering process. Evidence suggestshis process and

the one in Hmong share a common origin. From the standpoatbstfact struc-

10The Lahu vowel-ordering effect shows a certain amount ofngtio arbitrariness. The weaker

tone-ordering effect, however, is transparently basedyghmnetics.
11Both Hmong and Qe-Nao belong to a high-level subgroup wiliimongic that | call “Southern

Hmongic.” However, the relationship between these two laggs in quite distant. Qe-Nao is much

more distantly related to both Hmong and Qe-Nao.
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ture, they look quite similar. However, from the standpoiifthonetic substance,

they are not at all the same.

Qo-Siong In the Northern Hmongic language Qo-Siong, as in Hmong andNg@®
co-compounds are ordered with reference to tone. Howeviglergce suggests
that this phenomenon has a different origin than the effeet in its southern
cousins. Like the effects in Hmong and Qe-Nao, however, thering general-

ization in Qo-Siong is, to some degree phonetically, aabytr

5.3 Co-Compounds in Chinese

Of the cases of ordering effects that apply specifically tordmate compounds, the
most widely discussed has been that of Chinese (and spéyifidd and Middle Chi-
nese). The widespread knowledge of this phenomenon (amseiagidts, at least; see
e.g. Lien 1989), particularly the knowledge that it is na@tetministic, might lead
those who did not know better to assume that all phonoldgicabtivated ordering
effects were of this type. It would be worthwhile to examihistcase just to establish
how it is different from the examples of “hard” ordering ctmaits that will be dis-
cussed below. Beyond that, though, this example may showafieely) an example
of one mechanism by which an ordering constraint might agyalamely, through the
avoidance of undesirable sequences of sounds word-mediall

As was mentioned above, the ordering generalization in €d@ns usually de-
scribed (and is probably best described) in terms of the figidle Chinese tone
categories. While it is traditional to refer to each of thestegories as a toné&(
Z# shengdiaq it is more accurate to say that three of them representastitig tones
while the fourth represents a syllable-type in which theegemno tonal contrasts (syl-
lables ending in an oral stop). Though there has been mudulspien and debate on

the subject, little is known about the phonetic values of¢heategories, so they are
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typically referred to by linguists according to their trilinal (exemplary) labels:
ping F shang Z: qu, and A ru, which are usually rendered in Englishlasel rising,
departing andentering Syllables with the entering “tone” are those with an orajpst
coda: /p/ It/ or /k/. The observation of a number of invesbgahas led to the discov-
ery that the order of conjuncts in co-compounds gravitaiesitds a transitive scale of

linear precedence relationships:
(157) “F level< I rising < # departing< entering A

The common sequences are illustrated here (with data taenTing 1975 and Bot-

tero 1996:

(158) a. % duo > shao e. Emai & mai
F ping k. shang I shang#: qu
many few buy sell

b. X tian #i di . W jia & shi
¥ ping 2= qu k. shang A ru
heavenearth liquor food

c. Kyi fRfa . % shani ¢
3 ping A rl Equ Aru
clothesclothes good evil

d. #ldo %jyou
I shangZ: qu
old young

. J1 bao #£ kuo

Zqu Aru
enwrapembrace

Ting (1975) found that for approximately 80% of the co-commpads in Classical
Chinese texts, the sequence of constituents could be datsion tonal grounds. The
ping < shang < qu < ri model was found to predict correct linear sequences with
similar degrees of reliability in different domains by Chemd Yu (1979) and Bottero
(1996). Examining all of the co-compounds in a list of 3000ra@gofrequently used
in Modern Standard Chinesg%(ig i5 putonghug, Chen and Yu found that the or-

der of 80% of co-compounds could be predicted based on thel®idhinese tones
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for the lexical items in question and 79% (of the cases wheeeetwas a tonal dif-
ference between the two constituents) could be predictetherbasis of the Man-
darin (putonghug tones. Looking only at antonymous co-compounds in clasiced
early modern texts, Bottero found that approximately 78%heke were phonolog-
ically predictable in their internal ordering. There areotfindings that seem to be
consistent across these studies: A large majority of Ckinescompounds follow the
tone-ordering generalization, across a rather vast btodthistory (about 3000 years).
However, there is no evidence that this “rule” was ever aaiegl in historical times.
Ting (1975) took the fact that this ordering generalizastmetched back to the Old
Chinese period as evidence that Old Chinese was alreadly tmmdra the claims of
scholars like Haudricourt (1954b,a), Pulleyblank (196273), and Mei (1970), who
proposed that Middle Chinese tones arose from Old Chinedg@msonants of various
manners. However, as Bottero (1996) points out (in an irnigighattributes to Laurent
Sagart), it may be easier to account for the ordering gematin in terms of these
final consonants than in terms of tones. In the proposal tigihated with Haudricourt
(1954b,a), and which is now widely accepted among Sinadle(see, e.g. Baxter 1992;
Sagart 1999 but see also Norman 1988) these sources of tbe Wware as follows

(where P represents ‘plosive’):

(159) CV,CVN > Fping ‘level

CV?, CVN? > | shang ‘rising’

CVs, CVNs > # qu ‘departing’

CVvP > A ru ‘entering’
Bottero suggests that the ordering effect may result frooid@ance of certain types
of consonant clusters within a word. By ordering stems in fifreg category first,
the creation of obstruent-consonant clusters is minimitgkewise, by preferentially

ordering stems in thehang category before those in tlygi andru categories, buccal-
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obstruent-consonant clusters are minimized. In the samngeal@ays orderingu cate-
gory stems last minimizes the possibility of creating plestonsonant clusters.

We could easily state this generalization in Optimality dtetic terms, by propos-
ing a hierarchy of constraints against consonant clustfessrmus types. In one formu-
lation, we could employ three such constraints: *-OC- (ngussices of an obstruent
followed by any consonant), *-BC- (no sequences of a budestraent followed by any
consonant), and *-PC- (no sequences of a plosive followednyyconsonant). These
constraints are in a stringency relationship of the soriaep by de Lacy (2002a).
That is to say, any candidate that violates *-PC- will alsdatie *-BC- and *-OC-, and
any candidate that violates *-BC- will also violate *-OC-e@use of this property, the
relative rankings of these constraints is irrelevant (pk@gsofar as other constraints

could be ranked between them).

(160) a. Pingis ordered beforshangin order to avoid a medial cluster of glottal

stop plus consonant.

*/mra?, krja/ *-0C- | *-BC- | *-PC-

w (a) EHJE [krja-mra?]

(b) JEE [mrap-krja] *|
b. Pingis ordered beforguito avoid a medial cluster of /s/ plus a consonant.

*/ sjaws, ngjan/ *-0C- | *-BC- | *-PC-

(a) Z£E [sjaws-ngjan] *| *

= (D) 5% [ngjan-sjaws]

c. Pingis ordered beforeu to avoid a medial cluster of a plosive plus a con-

sonant.

*/ tsor), dzok/ *-0C- ; *-BC- | *-PC-

w  (a) SEHRE [tson-dzok]

(b) %5 [dzok-tsop] *| * *
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d. Shangis ordered beforgu because medial clusters of /s/ plus consonant

are worse that medial clusters of glottal stop plus consbnan

*/Irjajs, hla’?/ *-0C- ; *-BC- | *-PC-

w (@) +#i1 [hla?-lrjajs] *

(b) Hi+ [Irjajs-hla?] * *|
e. Shangis ordered beforeu because medial clusters of plosive plus conso-

nant are worse than medial clusters of glottal stop plusamuenst.

*/C-rjat, hmij?/ *-0OC- | *-BC- | *-PC-

(@) #UK [Crjat-hmij?] * | %

= (b) /A% [hmij?-Crjat] *
f. Quis ordered beforeu because medial clusters of plosive plus consonants

are worse than medial clusters of /s/ plus consonant.

*/baws, gVat/ *.0C- | *-BC- | *-PC-
(@) #5+Y [gVat-baws] * * |
ww (b) $33E [baws-gVat] * *

Such a grammar can generate the dominant pattern seen irh@ldse. In propos-
ing such a solution, however, we are implicitly assumingd tha ordering generaliza-
tion seen in Chinese is grammatical (like the Jingpho and iipredfects that will be
discussed below) rather than purely stylistic (as seems thdcase with phonological
sequencing constraints on English binomial expressionss could be seen as justi-
fied in light of the fact that this or an equivalent grammarrelsterizes approximately
80% of the co-compounds in the lexicon of Chinese. On therdthad, there is no
principle that defines this subset of the lexicon, or the sutisat does not follow the
generalization.

Another problem, more interesting for current purposeshésfact that the Old

Chinese analysis functioned without resorting to repriedemal scales. It does indeed
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involve a scale—in the sense which the term is used by de [2a§2@)—but this is a

markedness scale, roughly:
(161) a. -PC>-BC->-0OC-> -CC-

However, this analysis only works for Old Chinese. All authies are agreed that by
the late Middle Chinese period, final -s artchad disappeared, having been completely
replaced by tonal contrasts (Pulleyblank 1962, 1973; M&0]l8axter 1992). At this
point, the analysis given in terms of phonotactics can ngéorbe invoked since its
motivations have disappeared. However, the ordering gémation does not seem to
have surrendered to oblivion as quiescently as -s &nthdeed, as shown by Chen
and Yu (1979), this pattern has been perpetuated up to tlsemtreinfluencing the
formation of compounds that did not exist in the Old Chinesdqal. Whether this
pattern is grammatical or stylistic, it relies on phonotmdiknowledge that cannot be
stated simply in terms of substantively-oriented wellrfi@dness constraints of the type

| have invoked for Old Chinese.

5.4 Co-Compounds in Lahu

Like most of the languages of Peninsular Southeast Asid,dleBurmese (and thus,
Tibeto-Burman) language Lahu has a rich lexicon of co-campis, and particularly

of elaborate expressions. Take the following examples fatisoff (1989):

(162) a.ti  -ve -qha-ve C. chi-cd -qd-¢d
plant NOM sow NOM 10 kinds 9 Kkinds
‘plant and sow; do the plant- ‘all kinds of’
ing’ d. kii-kd - ki -
) R . X all persons all
b. phi -ca?-na -cu? Khi
Splll’lt |Ie” spirit Ile‘ appearances
lying spirits; temptations by ‘everybody: each and house-
the spirits’ hold’
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Phonological co-compound ordering in Lahu, like Chinesea inon-categorical
phenomenon. It is clear, on the one hand, that many co-congson Lahu follow a
certain phonological pattern, as noted by Li (2004). Li saieat there is a general
tendency for the constituent of a co-compound with the hsgkewel to occur first.
Additionally, he suggests that there are semantic comésran conjunct-ordering, such
that the organization of many or most Lahu co-compounds eagxplained on either
formal or functional grounds. Li, however, does not attetopjuantify either of these
predictors, leaving it unclear what their relative or abselstrengths are.

In order to resolve this question, | performed a computatianalysis of a large set
of Lahu data. The source data was a collection of elaboragieessgions extracted from
an electronic version ofhe Dictionary of LahuMatisoff 1989), originally used to
create an appendix to an English-Lahu lexicon (Matisoffresg). This corpus of 2373
elaborate expressions appears to be the largest consdliciatection of constructions
of this type from a single language. From this corpus, a s&00b unique “elaborate
couplets” (referring to the pair of syllables within an eahte expression which are
different from one another, which typically occur in muléglaborate expressions, and
which often exist as independent co-compounds), was dg&ttand analyzed using a
set of text-manipulation prograrfs In the analysis, phonological constituents in the
first syllable of the couplet were compared with their cqouaesdents in the second
syllable. The complete set of these comparisons was cothfole separate runs for
onsets, rimes, and tones). For each of these classes of s&gfoesets, rimes, and
tones) computational methods were used to find the “besté-sethe total ordering of
the set of types contained within a class that is “true” ofllrgest proportion of the

comparisons in the data $&t A scaleS s considered for our purposes to be “true”

12All of these programs were written by the author in the Pythosgramming language and were

executed on either Linux workstations or a Macintosh G4.
B3In examining the onsets, only broad classes were employede réasons for this are quite
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of a comparison(a, ) if B appears in th& no earlier thanx. The best scale was
discovered by iterating through all of the possible permotg of elements within the
set (of onsets, rhymes, or tones) and calculating the ptioparf comparisons of which
the resulting scale (list of permuted elements) was true.

Regarding the vowels/rimes, it was found that Li’s claimgeveorrect (or nearly
s0). Vowel quality proves to be a fairly powerful predictdrardering in Lahu co-
compounds. The best scale over the vowels is true of 68% afdbplets (versus the
50% that would be expected by chance). Li was also correctiggest that vowel
height played a role, since—in the best scales—the high Motead towards the be-
ginning of the scale and the low vowel is invariably at the.eRdwever, there are a
couple of interesting exceptions to this generalizatiarstfthe vowel which is by far
most likely to occur in first position igo/. Also interesting is the fact that all of the
non-front mid vowels appear before the front vowels. Thug,definitely occurs be-
fore /e/ even though'e/ is higher in the vowel space. The whole set of data arranged
according to the “best” scdi®is given in (163). Vowels appearing in the first conjunct
are given in rows and those occurring in the second conjimcglumns. A number in
a cell represents the percentage of occurrences of thoseowuels in which they are
ordered as indicated (vowel in row versus vowel in columrgrcBntages above 50%

are in boldface type:

simple: in order to find all of the best scales, it is necesdaryterate over all permutations
of the elements in each class. Since Lahu has 24 consondigswould involve examining
15,511,210,043,330,985,984,000,000 cases, which is g@ossibility given current computational

capacities.
14There are actually two other scales which are true of exéiclysame number of couplets. These

are{fo<u<o<i<i<o<e<g<aland{o<u<i<o<i<o<e<g<a}.
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(163) Frequencies of vowel sequences in Lahu elaborate couplets

0 u i i ) 0 e € a

o 100% 77% 82% 73% 100% 67% 50% 65% 82%
u 23% 100% 74% 46% 67% 60% 66% 86% 76%
i 18% 26% 100% 63% 58% 55% 58% 65% 59%
i 27% 54% 38% 100% 50% 73% 50% 69% 81%
o 0% 33% 42% 50% 100% 58% 38% 65% 78%
o 33% 40% 45% 27%  42% 100% 70% 51% 66%
e 50% 34% 42% 50% 63% 30% 100% 94% 69%
e 35% 14% 35% 31% 35% 49% 6% 100% 64%
a 18% 24% 41% 19% 22% 34% 31%  36% 100%

What is immediately evident, both from the fact that the bestlel can account for
68% of the data and from the relatively even spread of corapasiover the possibility-
space, is that the process that produced the undeniabtgistatskewing of vowel dis-
tributions within Lahu co-compounds is either not a categdy grammatical process
or is no longer productive. Nevertheless, it is next-to-asgible to believe that these
biases are accidental. Take the table in (164), where theapilities of the observed
frequencies of vowel patterns in Lahu elaborate expressggiven (for vowel pairs
that occur more frequently that their mirror images), assgm binomial distribution.
Figures that are less than 0.05 are considered to be stalligsignificant here and are

given in boldface type:
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(164) Probabilities of observed vowel distributions in Lahu elalbrate expres-

sions
0 u i i o o e 3 a

0 35e2 28e° 25e¢° 61e° 18e? 58¢2 418
u 1.7¢° 23e ! 50e? 16e?2 20e8 29e10
i 7.8¢% 19! 77¢? 19! 14e? 37¢3
i 9.7e72 6.3e7° 5.8¢73
o 1.2t 58¢2 458
R 20e3 9.4e?
e 2.2e71 244 21e
€ 1.2¢73
a

This shows that, out of a total of 45 cells consistent withsmale model, 20 correspond
to relationships that are statistically significapt< 0.5). If we take the scale as a
whole, the probability of the 1005 couplets following thegcin almost 685 cases by
chance alone is less thar®k 10~°; however, this number is deceptive, since there is no
motivation for the scale outside of the distribution of véwembinations in elaborate
expressions and the scale is devised specifically to magithi probability of the data
relative to the linear precedent statements implicit inTihus, reporting this statistic
would amount to a kind of data fishing.

What Li did not address is the fact that there are also stalsendencies regarding
the distribution of tones in Lahu co-compounds. Like the gbguality effects, these
biases are too strong to be explained by chance alone (afdea®me combinations).
The probabilities that the apparent biases for particuldeiong of tones are the result

of chance are given in (165):
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(165) Probabilities of tonal co-occurrence patterns in Lahu co-ompounds

A

X? X X X X X X?

X? 3.8e1 1.3e71 18e? 14e3 11e3
X 1.7¢71 3.0e3 68¢* 6.9¢* 582
X 59¢3 11el 17¢? 1.7¢?
X 48¢2 82e2 121
X 9.6e 2

X 8.1e72
X? 2.5¢1

The scale that best describes this distribution, accogitin63.3% of the data, is of a

very interesting nature:

(166) low-checked< very low < low-falling < mid < high-rising< high-falling <

high-checked

Translating this scale into Chao tone numbers, followingiisbff 1973a), the pattern

becomes even more clear:
(167) 20<11<21<33<45<54<4q

The starting pitch of the non-checked tones increases rooiwatly across the scale.
There appears to be a certain logic to this. Tibeto-Burmaguages, like many lan-
guages of Southeast Asia, tend to assign greater promiriersydlables at the right
edge of prosodic constituents. Syllables at the left edg®orfpound words tend to be
destressed and reduced, leading to the formation of whatcavevidely calledsesqui-
syllables following Matisoff (1973b). It makes intuitive sense thHagher tones—
which should be more prominent than lower tones—should b&eped in prominent
positions. This intuition has been formalized in variouaggls, notably (in reference
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to the current case), by de Lacy (2002b). While de Lacy’s psapand argument are
flawed in numerous respects, and are perhaps not defensibleaping our view of
phonological universals, it seems quite likely that theyrelibect the kind of metalin-
guistic awareness that could guide stylistic decisionré&ls no principled reason that
stylistic decisions, too, could be grammaticalized in thared domain of phonology
and morphology, just as related patterns of usage can bease#act the development
of morphosyntax. It seems likely that the hard orderinga#feve will discuss next—
both those that are phonetically transparent and thosetkgthonetically opaque—
began as the kind of substantively natural tendency thaesiplified by the Lahu tone
scale. The difference, in the languages with hard ordeffiegts, is that the proportion
of the co-compounds in the lexicon that followed a systetrtatidency came to be so
large that learners reinterpreted the statistical skewamhe result of a grammatical

rule rather than a shared stylistic preference.

5.5 Co-Compounds in Jingpho

In the cases that we have examined up to this point, the irduehphonology upon
the ordering of coordinate compounds has been relativebkw€ertainly, there is a
preference, in English, Lahu, and especially Chinese, dordinate structures to be
ordered according to some phonological rationale. In tise ch Chinese, at least, this
influence may have had a general phonotactic motivationnboé of these relation-
ships seem appropriate to be described in terms of the fagraahmar. They appear
to take the form, largely, of stylistic effects. The case iofgpho (a Tibeto-Burman
language of Burma, China, and India) is quite different. ilggho, the sort of effect

that is merely an inclination in English and Lahu is a gramoahimperative.
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5.5.1 Ordering effects

It was noted by Dai (1990a,c) that coordinate compoundsrigplio always follow
a particular schema. If the tonic vowels (which are the vewelthe roots, and the
final vowels in each stem) of the two conjuncts differ in héjghe stem with the
higher vowel will be the first conjunct and that with the lowemwel will be the second
conjunct. This is a pattern which, by now, should be famillarsimilar sort of high-
low pattern was seen in English, Sumerian, A-Hmao, and Biogggho reduplication
(to a lesser extent, in Khmer echo reduplication as well),iarthe ordering tendencies
in Lahu coordinate compoundsi¢dulq of course, Lahu’s unexpected tendency to put
conjuncts with the vowel /o/ in first position).

In roots, Jingpho has the five vowelsu e o a/; an additional vowel/s/, occurs
only in (unstressed) affixes. According to Dai (1990a) anddba Xu (1992), vowels

in co-compounds display the following sequencing possidsl:

(168) Co-compound sequencing possibilities in Jingpho

VI\V2 | i u e 0 a
[ X X X X X
u X X X X X
e X X X
o] X X X
a X

The only relevant factor seems to be vowel height—frontiedsmckness do not play

arole (Dai 1990a). Thus, there are many co-compounds like:

(169) lu? -Ja
drink eat
‘food’

but no (or almost no) co-compounds like:
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(170) *fa -1u?
eat drink

‘food’ (intended)

Dai notes that there are a few exceptions to the pattern,haditthey are very rare.
This need not be a matter of great concern: very few morpHogleal patterns of
interest are entirely without exception. Indeed, morppwmally-specific phonology
is, in and of itself, a kind of exceptionality. This sequemgpattern of overwhelming
strength cries for explanation in the same way that othenp@mena in the morphology-

phonology interface do.

5.5.1.1 Data

Examples of compounds demonstrating this generalizatibirom Dai (1990a) are

given below:
171) high < high e. nipuy - 153u
( g g 1puy - 193
wind gale
a. mdni - mani “strong wind”

yesterday tomorrow
“yesterday and tomorrow”  (172) high < mid

b. mdsin - solum a. kjin - kdtép
heart heart hurry force
“heart” “crisis”

c. kdkhim - nkjin b. fip -sep
pumpkin cucumber press exploit
“melons and gourds (as a “exploit”
class)” C. Kkjit - of

tie hang up

d. mjitkh31’1m- “hang”
untie
kimtin d. mdsu? - khslém
cause to be untied deceive fool
“untie at once” “hoodwink”
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e. phuy - pdnép
wear place under

“bedding”

f. mdsu? - mdko?
decive crooked
“false”

(173) high < low

a. tfi - khai
grandfather grandmother
“maternal grandparents”

b. phin - kdwa
tree bamboo
“bamboo and trees”

C. phuy - [igkay
prestige dignity

“prestige”
(174) mid < mid

a. nen - tso
low high

5.5.1.2 Analysis

“height”
(175) mid < low

a. loko - 15ta?
foot hand
“hands and feet”

b. tfdthen - [>pja?
make bad make collapse
“destroy”

C. thém - phay
behind after
“future”

(176) low < low

a. Jan -pa

flesh fish

‘feel dizzy, confused’
b. sai - Jan

blood flesh

‘flesh and blood; kin’

No matter what analysis of these data is accepted, it mustrbetegl (extra-

theoretically) that phonological factors can influence she&face linear order of mor-

phological constituents. This influence could take one ¢éadt four forms:

(177)

a. Linearization mechanism. The morphosyntax may pass incompletely lin-

earized structures to the phonology, which is then respte&r determin-

ing their linear order.

b. Filter on derivation.

The morphosyntax may generate fully-linearized

forms with both sequences; the phonology filters out thoaedh not ac-
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cord with the ordering criteria.

c. Readjustment mechanism T The morphosyntax passes fully-linearized

strings to the phonology, which the phonology is able to palaite.

d. Deciding constraint in strongly parallel grammar. Phonological con-
straints act in parallel with morphosyntactic constraieither overriding
these constraints or determining linear order when thermisverriding

morphosyntactic constraint.

In this analysis, and the analyses that follow, we will ass\{frY 7d) but the analysis in
most of its details will also work with all of the models extéqr (177b). In the case of
(177b), the phonology must be able to generate absolutaomgaticality/ineffability.
While this is possible in Optimality Theory (Prince and Seraky 1993; Orgun and
Sprouse 1999), none of the mechanisms proposed to do styiadidquate and in the
spirit of the theory as a whole. In order to function as a filtae phonology must
contain some sort of “hard” constraint. For the purposesuofamalysis, though, these
issues are only of tangential importance.

What is important is the question of whether a scale is requio properly analyze
this set of data. If we assume that phonological constraarisdetermine the sequence
of morphosyntactic constituents, a first approximation wfcael might rest on the fact
that at most one of the conjuncts can be in final position. Widoposit constraints that
apply to the final vowel in a wordx[+high|s#, penalizing final-syllable vowels with
the feature-+high|, and*|[—low]|gs4, penalizing final-syllable vowels with the feature

[—low]. If x[+high| ;4 dominates—low|4#, then we predict the kind of ordering effect

seen:
Jkdtép, kjin/ || [+highles | [-low] g#
(178) a. (@) kdtép-kjin x|
w (b) Kkjin-kdtép *
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[15ko, 1otd?/ || [+highlo# | [-low] o#

b. | &= (a) Idko-lota?

(b) Iota?-Idko *

At first, this may seem like an elegant solution. It only regaicompetition between
two constraints, both of which make reference only to fesgtinat are widely accepted,
[high] and|low]. It also has not required making reference to corresporelesiation-
ships. This analysis has some serious defects, however.

In the first case, this analysis requires positing of bizgad hoc constraints, which
make arbitrary reference to a structural position withawtgpe of general theoretical
motivation. Perhaps more seriously, this analysis diviiesmotivations for ordering
into two unrelated constraints. Ordering effects could &le derived by the effect of
constraints likex[+-anteriofs#, SO that conjuncts with labial or coronal consonants in
the final syllable tend to be ordered in first position. Thaebf affairs obscures Dai’s
clear insight regarding this phenomenon: that it is driveithe comparative height of
the tonic vowels. In this formulation, it is a single, unifipdnciple that motivates the
sequencing pattern, and this principle calls for a unifigulaxation.

This is possible if we assume the existence of a scale, guneling to the three

levels of vowel height:
(279) S={a} > {e, o} >{i, u}

We have already argued for the existence of correspondelat®nships across forms,
and that these correspondence relationships are praéhgbetween constituents in
prosodically prominent positions. In Chapters 3—4, we algied for the existence of
DIRECTIONAL ANTI-FAITHFULNESS, on the basis of a variety of chain-shifting phe-
nomena. If we apply these two—independently motivated—eepts to the problem of
compound ordering in Jingpho, we can analyze the relevaatdth no additional the-
oretical stipulations. While such an analysis may seem sdraemore complicated,
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it is actually simpler in the sense that it involves addingnawel machinery to the
grammar.
As it is formulated in Chapter XYZ, WK is the string-internal analogue of

HIGHER. It may be defined as follows:

(180) *Wax[S
Let a andf be corresponding entities within an output stringaland 3 are

in the domain oSanda < B thena < in S

In informal terms, this means that when two constituentstt{g Jingpho case, two
vowels) are in correspondence, then the second should berrédpng the scale that
the first. When applied to our case, this may seem wrong at divst to the fact that
high vowels are at thbottomof the Jingpho vowel scale in (179). When viewed at a
sufficient level of abstraction, the only difference betwégs constraint and KKHER
is the fact that linear relationships are substituted fputroutput relationships. Once
it is understood that both types of correspondence haveenha them an equivalent
kind of asymmetry, as argued at length by (Hansson 2001)wduad is treated as lin-
ear precedence in (180) is replaced with this asymmetryioalathe two constraints
become formally equivalent. They will be referred to by elifnt names only because
their underlying identity is not easy to grasp at first anddoise individual constraints
of this type are conceived of as applying to only one type ofespondence relation-
ship.

Once we realize that this formal equipment is already alhi|ahe solution of the
Jingpho problem is trivial. If ORR-G « ¢ dominates WX [S], whereSis the scale in

(179), the correct orderings are predicted:
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/kdtép, kjin/ || CORR-G « G | WAX[Y
(a) kdtép-kjin *|
(181) (b) kdtéip-kijimn *|
(€) kiin-kdtép *|
(d) kjfin-kditéip x|x
= (€) kjfin-kdtéip
/13ko, lotd?/ || CORR-G <« G | WAX[Y
(@) Idko-lotd? *|
w (b)  1dkoj-lotd;?
(182) (c) lota?-15ko *|
(d) lojtdj?-Iyiko; *
(e) lojta?-Idiko *| *
() lotd?-15koj *|

If WAX was ordered above @RR-G < & and the other GRR constraints, then—
perhaps paradoxically—it would not typically have an effepon ordering because
correspondence relationships would only be establisheehwhey did not lead to
WaX[S] being violated.

There is another possible analysis. De Lacy (2002a) hasdrthat there is a
universal affinity that exists between sonorous segmerdspamsodically prominent
positions. He encodes this relationship in a family of mdriess constraints, which
are in a stringency-relation with one another (relative soae). This means, in effect,
that any constraint against low vowels in head positionsgE)Tmust also penalize mid
vowels and high vowels in those positions. Likewise, caists against mid vowels
in head positions must also penalize high vowels. Thereyarengtrical sets of con-
straints: those that penalize more sonorous vowels in maakpositions and those that
penalize less sonorous vowels in head positions. Thesdraoris use the following
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notation:
(183) a. Npwa< {i,u}
“No high vowels in the heads of prosodic words.”
b. *Appwg < {i,u,e 0}
“No high or mid vowels in the heads of prosodic words.”
(184) a. *~Dprwd> {8}
“No low vowels outside the heads of prosodic words.”
b. *~Apwg>{a e o}
“No low or mid vowels outside the heads of prosodic words.”
If we assume that Jingpho prosodic words have a head at idpetiperiphery (a propo-

sition for which we have no direct evidence) it becomes imiattetyy evident that we

can generate ordering effects of the type we have observed he

*Appwa < {i,u} | *Appwa < {i,u,e 0}

(185) a. (@) Ilotd?-15ko x|

w (b) 15ko-lota?

*Appwa < {i,u} | *Appwa < {i,u,e,0}

b. (a) kdtép-kjin * *|

= (D) kijfn-kdtép *

This analysis seems to account for the data in (171-176)agistell as the analysis
stated in terms of correspondence constraints and digtartti-identity. However,
there are important reasons for accepting the earlier sisatgther than the analysis
stated in de Lacian terms. First, it should be noted that éheattian analysis depends
crucially upon the supposition that the head of the proseaia in Jingpho is at the
right periphery (and, indeed, the assumption that Jingphoompounds are coexten-
sive with prosodic words). There is ho independent evidéorcihis proposition except

for the apparent fact that stress feet in Jingpho are iarahit thus right-headed.
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As additional examples of ordering effects are introdudealill become clear that
this analysis cannot be extended to most of the other casesgilivexamine. There
are two reasons that this is the case. First, in contrastadlitgpho case (and the
Tangkhul case which we will discuss next), most of the casesvil examine cannot
be explained in terms of a “universal” scale like sonorityncg the whole purpose
of de Lacy’s framework is to constrain possible markednekdionships, and since it
contains the explicit claim that markedness scales aregirséole, it cannot be applied
profitably to these cases. Second, under this type of asalys relevant markedness
constraints can only favor more sonorous vowels in the hehdset and prosodic
words. This cannot explain why, in some languages we wilhera below, the first
syllable of a conjunct is treated the same way as the stresdiadhle, only more so.
Thus, while an analysis stated in terms of constraints |&e acy’s looks promising
initially, it is ultimately insufficient to account for thishenomenon, and need not be

invoked even for compatible cases, like that of Jingpho.

5.5.2 Comparison to Tangkhul

In Tangkhul, a Tibeto-Burman language of Manipur Statejdnthere appears to be
an ordering effect that is remarkably similar to that seedingpho. In all available
examples of coordinate compounds, the last vowel in thedosjunct is higher than
that in the second conjunct. The data are not adequate to anstkeng claim, but to

the extent that data are available, the generalizationrfegie Take the following data

from Ahum (1997b,a):
(186) high < high b. kd-t" - k'-rig
NOM-die NoOM-live
‘by hook or by crook/by any
a. kd-li - ko-stit
NOM-steal NOM-bait means’

‘stealing/cheating, etc.
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(187) high < mid

a. zek-ko-[i -
faceNoM-bad
zek-ko-kor
faceNnom-ugly
‘ugly/abominable’

(188) high < low-mid
a. ko-pi - kd-pem
NOM-sleep NOM-sit
‘lodging, etc.’
b. lug-ci - lug-her
stone-salt stone-ball
‘any crystal stone’

(189) high < low

a. k'5>-nd-cim - k"5-5>-naj
NOM-hate NoOM-slippery
‘utter hate/dislike, etc.’

b. ci-fur - ciha
dust scrap/dust
‘dust/scrap’

c. kdt" - kd-sar
NOM-die NoOMm-old
‘death, calamity, etc.’

d. k"'d-pd>-mui - kd-pd>-saw
Nom-fight NoM-shout
‘fighting/turmoil, etc.

e. kd>[i - kd-pha
NOM-bad Nowm-good
‘anything (good or bad)’

f. k'S-up - kl5-va
NOM-come NOM-go
‘transportation/journey, etc.’

g. a-vur - a-va
PFX-mother pFx-father
‘parents’

h. 15-sin - 3-ja
day night
‘day and night/most of the
time’

(290) mid < mid

a. k>t - kd-t"em
NOM-know NoM-skill
‘skillful/expert, etc.

b. kld-rej - kd-tew
NOM-big NoM-small
‘everybody’

(191) mid < low-mid
a. k'd>rej - k"d-pem
NOM-huge NoOM-stubborn
‘powerful/big shot, etc.
b. hap-sék - har-zer
speak-out speak-in
‘be frank/sincere/outspoken’

(192) mid < low

a. kPon-p"¢j - kon-phay
plate-leg plate-branch
‘utensils’

b. kd-cot -kd-cap
NOM-tire NOM-tire
‘weariness/suffering, etc.

C. a-wo - a-va
PFXx-grandfather prx-father
‘forefathers’
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(293) low-mid < low-mid (195) low < low

h\ ’ _ bY _ N ’
a. k"o-rer nao-sen a. kd-sé

: - kd-va
Nowm-old child-Dim NOM-do NOM-go
‘everybody (young and old)’ ‘deed/movement’

(194) low-mid < low . .
b. sina - lupa

a. kdzet - ko-Kar gold money
NOM-go NoOM-tread ‘money’
‘journey/way, etc.’

- o c. kdbp'a  -kM'>ja
b. ko-fek  -kd-za NOM-good NOM-good

NOM-drink NOM-eat

foot/diet, etc. good (behavior/character)

d. md-jar - gd-1a

c. kd>k">-nen - kd-kd-za :
boy  qirl

NOM-tire  NOM-sick
‘sickness, trouble, etc.’ ‘youth’

The data from Tangkhul is suggestive in its absolute regyldiut problematic in
its scarcity®. In fact, if the vowel phonemes are simply plotted against another, it

is not entirely clear that there is a pattern at all:

Indeed, | cannot make a firm statement about the relativeiénecy of these forms. While | spent
over a year working with speakers of Tangkhul, | only camessr few forms of this type—four of
which were actually not from Tangkhul-proper, but from @lysrelated languages—and would have
been unaware that the construction was important in Tarlgkhibout the information provided by

Ahum (1997b,a). If this construction is productive, it igvertheless, not easy to elicit.
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(196) Types of Tangkhul coordinate compounds by vowels

VI\V2 i u/wt e o e a

i 1 1 2 3
u/w 5
e 2 1 1
0 1 2
e 1 2
a 4

However, if the vowels are reduced to four classes, definéerims of vowel height, a

pattern appears quite clearly:

(197) Types of Tangkhul coordinate compounds by vowel height

V1\V2 high mid Imid low

hgh 1 1 2 8

mid 2 2 3
Imid 1 2
low 4

This fact suggests a scale with precisely this structure:

(198) a.i,u<e,o<e<a
b. {i,u} <{e, o} <{v} <{a}

It is also important to note that, even given this small nundielata, the probability
that this generalization is the result of chance—that it iagppens to be the case that
our data-set is biased—it should be noted that the chanavofdpeighteen tokens with
the higher vowel first, where ordering is otherwise free, geiting no tokens where the
higher vowel is last, is vanishingly small. Ordering a conpmund is no different, from

the standpoint of probability, from tossing a coin; and deig an ordering bias is the
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same as distinguishing a fair coin from a biased coin (at salns¢ract level, at least).
Since the probability of the higher vowel being ordered fusider this view of things,
is 1/2, the probability of finding eighteen tokens of this typedaro tokens of the
other, is 2 which is approximately Bx10~ or one in 262,14%. The probability
of high vowels being ordered before lower vowels (mid, lowdrand low) is also
exceedingly slim, begin approximately9%10—4, and the probability of mid vowels
appearing before low vowels five times with no instances efridverse type is also
quite small: 003 or one in 32. It is hard to dispute that this generalizaisoreal, and
based upon the available data, there is no reason to befiavé ts not the same type
of hard ordering effect seen in Jingpho.

The formal analysis is exactly the same as that in Jingphd-surprising, given the
structural similarity of the two languages. In fact, it stiboiot escape our notice that we
have now seen three different cases of vowel-driven co-oamgb ordering constraints
(or tendencies) in three different languages belonginghéTibeto-Burman family,
each of which belongs to a separate branch of that familyasdtibeen suggested (e.g.
Matisoff 1991) that Jingpho and the Lolo-Burmese familywitich Lahu belongs) may
belong to the same top-level subgroup in the Tibeto-Burraamlf. However, if such
a relationship does exist, it is a very distant one. Tangkbylall accounts, belongs
to a completely different subgroup in Tibeto-Burman (whtble author believes to
include the Kuki-Chin languages as well, based upon shaveddschanges such as
PTB *s-—tand PTB *ts> s). This suggests that either the same pattern has developed
independently in these three languages, or that a pattetimsofort already existed
in Proto-Tibeto-Burman and comes to Jingpho and Tangkhabasmon inheritance

shared by the family as a whole. Far more substantive workidvbe required in

16There are actually more sophisticated ways of reasoningtahe probabilities of events of this
type. This simple model is employed here because it is easyplain and makes the point effectively,

and not because the other methods would produce contradiesults.
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order to determine if this was truly the case, but if it is, wastnview the vowel-
based ordering tendencies in Lahu not to be an inchoatesyi& L ahu’s tone-driven

ordering preferences, but the waning remnants of a onaisigiaw.

5.6 Co-Compounds in Hmong (Mong Leng)

We have already seen that hard ordering effects can be diweowel quality (Jing-
pho and possibly Tangkhul) and that soft ordering effectslsadriven by both vowel
quality (Lahu) and tone (Chinese and Lahu). We will now seas ©f a tone ordering
generalization that is different from that in Lahu in a fewpects. While the Lahu ef-
fect is apparently quite new, the effect we will now discuad to have originated in the
distant past; while the Lahu effect was phonetically tramept, a monotonic function
over tone height, this pattern is largely (though not ehjrarbitrary, from a phonetic
standpoint; and, while the influence of tone upon the orgditia of co-compounds
is—as of now—purely a preference or tendency, this effeatHinong—has the sta-
tus of a (productive) grammatical rule.
In all the dialects of Hmon for which documentation is available, there is an

ordering effect in coordinate compounds. Like the secopé tf effect found in Lahu
and the effect noted in Chinese, this generalization isbapen tonal contrasts. Like

the Jingpho case, however, co-compound ordering in Hmocatégorical.

17As the termHmongis used here, it refers to a specific group of dialects in thié\&sstern Hmongic
group (theJ|| 75 Chuangiandian group) that are mutually intelligible: Hrgdbaw (White Hmong),
Mong Leng (Green/Blue Hmong), and the dialects/ofi |1} Dananshan and Xuyong in China. This
would exclude the more closely-related languages of themdabl (i 7 Jt. Diandongbei) group as well
as the more distantly relatefd || Mashangroup and the even more distantly related languages/tsalec
of the #1177 Luopohe & Z2{T. Chong’anjiang & [% Guiyang andz 7k Rongshugroups, all of which
are sometimes referred to BHsnong In fact, the whole Hmongic branch (with the exception of Bun
Baheng, and so forth) is sometimes referred to by this lddutla much more restricted use of the term

is adopted here.
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Here we will look at Hmong co-compound ordering using datenfiMiong Leng,
a dialect of Hmong spoken in parts of China, Vietham, Laosl @hina. As was
discussed in Chapter 3, Proto-Far Western Hmong had eigittasbing tones: four

historical tones divided into two registers.

(199) Far-Western Hmongic tonal categories

RegistekTone A B C D
1 (*high”) Al Bl C1 D1
2 (“low”) A2 B2 C2 D2

In some Hmong dialects, e.g. Danansiaiwvang 1985, 1979, 1994) these eight tonal

categories are retained intact.

(200) Dananshan tones

RegistekTone A B C

1 (“high”) HM H1 H M

2 (“low”) ML L (breathy) LM MH
(breathy)

In Mong Leng, however, two of the categories have merged:

(201) Mong Leng tones

RegistekTone A B C D
1 (*high”) H (%) MH (%) M (x) L (%)
2 (“low”) HL (%) ML(X)  ML(® L)

Despite this fact, for purposes of exposition, these twegaties are differentiated

here, in the same way they are distinct in the Danansharcti®eme implications of

18Technically, Dananshan is a “Mong Leng” dialect. Howevetjffers in a number of respects from

the dialect to which that name has typically been applied.
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this merger for the behavior of modern speakers of Mong Leaglscussed below.

5.6.1 The ordering generalization

Like the related tendency in Chinese, the ordering gereatadin in Hmong is not as
easy to express as those in Lahu and Tangkhul. Because addhthét its organiza-
tional principles are not directly tied to phonetic subsgrit is not possible to reduce
generalization to a statement about pitch height or anyrgihenetic dimension. It
is probably best illustrated visually, by viewing co-oamurce distributions. In the
following table, the tonal combinations are given for a amrpf 198 co-compoundd
The tones of the first conjunct are classified by row and thesohthe second conjunct

are classified by column:

19The collection of compounds was derived from a number of esirmy own fieldwork, partic-
ularly in the years from 1995-1997, published texts, infalrtexts obtained from Internet fora, and
lexicographical collections (Xiong et al. 1992; Lyman 1978he forms and glosses have been checked

against other references including Heimbach (1979); Ly(i8@4); Xiong et al. (1992); Xiong (2005).
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(202) Occurrence of tonal pairs in Mong Leng coordinate compounds

X X X X X1 X X2 X

X 1 5 6 3 3 16 22 10
X 6 6 8 2 13 12 24
X 2 1 — 5 4 5

X 2 1 2 — 4
X1 1 1 1 3 4

X 2 4 9
X2 1 1 1 1 3 —
X 3

Of the 198 compounds in the collection, 97.5% follow the galization implied by
the table. That is to say, they are ordered such the first nonhjsinever higher than the
second conjunct along the following scale:
(203) Observable tone scale in Mong Leng

a XV <xT<xd<xd<x <x1<xol <xH

b. HH<H<L<L<L<MH<L<M

Data illustrating these distributions (as exhaustivelpassible) are given below:

(204) FALLING TONE FIRST b. falling < high
a. falling < falling i nta  -té
heaven earth
I [i-tsi - ‘heaven and earth; the uni-
RECIP-as tall
[i-lta verse’

RECIP-as much .

i 1a - té
rice paddy dry field
‘agricultural land; agricul-

‘equal’

ture’
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c. falling < creaky
. pu -t
cow buffalo
‘bovines; large livestock’
ii. tsi - nkai
match pair
‘spouse’
d. falling < low
i. n6 - hau
eat drink
‘consume; sustenance’
i. jap  -tM™
sheep goats
‘ovines’
e. falling < breathy;
I ta -tu
level settled
‘even; calm; peaceful’
ii. pa -nen
cow horse
‘livestock’
f. falling < rising
I tle -cai
water whisky
‘liquor; drink’
i. o ntshay
oil blood
‘blood; bodily liquids’

g. falling < breathy,

i. nkau -
male youth
ntau
female youth

‘young men and women;

romance’

ii. nf6 -tfua
herbs bushes
‘low-lying vegetation’

h. falling < mid

I. na -gor
year year
‘year’

li. nga -no
meat rice
‘food; feast’

(205) HIGH TONE FIRST
a. high < high
I. faa - tsén
plunder seize
‘pillage’
. ta - nar
sondaughter-in-law

‘sons and daughters-in-

law
iii. hli - pay
love help

‘come to the aid of’ (also

pan-hl)
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. high < creaky

1a - cua
monkey gibbon

‘simians’

. kég - ntfau

bug ant
‘insects’

. high < low

. q"da

tlag - qMuia
spirit guest
‘ghosts and guests (do-

mestic spirits)’

- ntua
instruct exhort

‘counsel’

. high < breathy;

Ja -qe
high low

‘high and low; every-

where’ (206)

. Joy -

high-pitched
lau
low-pitched

‘high-pitched and low-

pitched’

. high < rising

kdg -keé
path way
‘ceremony’
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ii. kénp  -mory
fortune fate
‘fortune’

f. high < breathy;

I. nény - jai
shamanism divination
‘shamanistic practices’

ii. moé -nken
hurt tired
‘ill; illness’

g. high < mid

I. qa - npua
chicken pig
‘small livestock’

ji. hli -tf'ua
love care for
‘cherish’
iii. ¢ony - ntor)
bamboo tree
‘large, woody vegetation’

CREAKY TONE FIRST

a. creaky < creaky

i, tshu - tsi
fault guilt
‘blame; wrongdoing’
ii. xag  -pu
evaluate see
‘appraise’



. creaky < low (207) Low TONE FIRST

i. ple-qa a. low < low
bad disgusting

Vile’ I. tau - tsta
axe bush knife
. creaky < breathy; ‘chopping tools’
join fit together
. creaky < rising ‘assemble; put together’
I. jag - tfap b. low < breathy;
kind sort
‘Kind’ i. hlua -lau
young old
i. nu -t ‘young and old; everyone’
official lord

‘rulers; leaders’ c. low <rising

. creaky < breathy, L [itxi -
RECIP-marry
i. than-nu Jiljua
talk ask RECIP-marry
‘be in touch’ ‘be married to one an-
ii. tfhum - nkau other
poke  stab d. low < breathy,
‘stab’

i. none
. creaky < mid
e. low < mid
Lotfi  -tfay _
create raise .t -tat

‘build up; develop’ wing foot

‘wings and feet; ap-

i tShi -khu -
mend fix pendages of bird
‘repair; restore’ i ntiu - tua

hit  kill

‘fight; do battle’
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(208) BREATHY1 TONE FIRST
a. breathy; < breathy,

i. mon - 1lu
go come

‘come and go; back and
forth’
b. breathy; < rising

I. tai -tla
dish spoon
‘dishes; tableware’

c. breathy; < breathy;

I. nag -noy
rodent bird

‘small animals’

ii. ntsa - tlay
entice lie

‘deceive’

d. breathy; < mid

i. ti - thai
resist protect
‘defend’

b. rising < breathy,
I Ja -3u
life strength
‘effort’
ii. tfu -to

tiger war

war
C. rising < mid

I. cany - tfhe
contend curse
‘castigate’
i. tho - cai
entreat invite
‘invite (e.g. to actin some

official capacity)’

(210) BREATHY2 TONE FIRST

. te - tai
handsfeet
‘hands and feet; ap-

pendages; martial arts’
i. i -tfho

pants shirt

‘clothing’

(209) RSING TONE FIRST
a. rising < rising
i. chi -ko
touch touch
‘touch’
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a. breathy, < breathy;

I. tlay - 3u
strength strength

‘strength’

ii. tay - kai
end end

‘end (v.)’
b. breathy, < mid

i. none



(211) MID TONE FIRST havior’

a. mid < mid i. tshua - tsta
_ every every
i. kMu-qta ‘every’
fix teach y

‘correct (someone’s) be-

With very few exceptions, it is possible to predict the ordéthe ordinary type
of coordinate compounds based wholly upon the tones of thebmjuncts. There are
two classes of exceptions to this principle, the first (andtbvious) one being the set
of co-compounds where the tones of the conjuncts do notrdiffiethese cases, some
other principle must make the final determination of seqaetrtsome of these cases,
the order is, in fact, indeterminate. Thus, bathi-pay ‘love-help’ andpady-hlib ‘help-
love’ are licit co-compounds. In most cases of “well-esti@#d” co-compounds, there
is a conventionalized order that seems to be part of thedexrépresentation of the
compound as a word. There seem to be a number of influences sadlience of con-
juncts in situations of this type, the most obvious of whiglthie tendency, particularly
in synonym-synonym compounds, for a rare or bound root taolbefore a common
one. Thus, sincéia ‘plunder’ is a relatively infrequent word andéy ‘seize’ is very
common, we correctly predict that they should be conjoinediatséy. Likewise, if
there is a “natural” sequence of elements to which the twgueats belong, like the
series of numerals, then the sequence of conjuncts withathis ordering. Thus, there
are co-compounds-pé ‘two-three’ andfau-cany ‘six-seven’, but no compoungs-6 or
carn-tau. However, this constraint is less “powerful” than the tooalering constraint
so that the sequence fifeight’ and ciia ‘nine’ is ciia-ji ‘nine-eight’ rather tharji-cia
‘eight-nine’. The ordering generalizations behave asef¢hare some semantic con-
straints which are, to borrow a metaphor from Optimality ditye dominated by the

tonal ordering constraints.
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The tonal ordering generalization itself turns out to bgtdly more complicated
than the generalization that has been expressed thus fstnould have been noticed
that some of the coordinate compounds in (204—-209) haveisoty with two syllables,
typically the reciprocal prefiyi- added to some verb. In these cases—and in elaborate
expressions of the ABAC type—the tones of the final syllalolieeach conjunct de-
termine the organization of the construction in the same thay they would if they
were the only tone in each conjunct. Thus, there are coriginsclike kai-ntdu-kai-
ntai ‘be educated (“study-cloth-study-paper”)’ but no constians like* kai-ntai- kai-
ntau ‘study-paper-study-cloth’. If a construction is of the pde-elaborate expression
type, with an ABCD structure, then both the (A, C) and (B, Dirpavill be ordered
as if they are co-compounds by themselves, as will be disduissgreater detail be-
low. If co-compounds have two (or more) syllables in eachjwaet but these are not
in the “free-assortment” type of relationship associatéth wseudo-elaborate expres-
sions, and if the tones of the first syllables of the two coojsiffer, this difference
will have precedence in determining the relative order ef¢bnjuncts, to a first ap-
proximation (it will be shown below that the reality is slitfhmore complicated than
this). Thus we haveijai-tsitsén ‘grandparents-ancestors’ rather thamitséy-piijai
‘ancestors-grandparents’.

Despite these complications, is evident that the ordergecalization that has
been described here, or a generalization so close to it as forimally indistinguish-
able, is both robust and correct. On the other hand, thisigting since the scale that
we derived from this generalization appears to be arbitréhe progress through the
categoriegalling, high, low creaky low, low breathy, rising, low breathy, mid seems
like nothing more than Brownian motion about the phonetiearc It appears, at first
blush, that the organization of this scale and the implelationships it contains are

purely random.
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5.6.2 Factoring the observed scale

At a deeper level, though, the scale we have arrived at tihrsugerficial analysis of
the data is anything but arbitrary. The structure of theesealbbscured, though, by
the fact that we have concentrated on the phonetic expordibe tonal categories
involved, and not how they relate to one another. If we reptaese substantive labels
with the historical labels that were introduced at the beiig of this section, a clear

pattern emerges:
(212) A2<Al<D2<D1<B2<Bl<(C2<C1l

This scale can be divided into four pairs of contiguous catieg, each of which corre-

sponds to one of the four historical tones:

(213) {A2 < Al} <{D2 < D1} <{B2 <B1} <{C2 < C1}

Within each of these pairs, the category belonging to the™tegister always precedes
that belonging to the “high” register. This is significanttramly because it begins
to reveal the diachronic order that underlies the appareabds of the scale we have
distilled from the data, but also because it interacts withralependently motivated

part of the phonological grammar.

5.6.2.1 Independent evidence for the “register” scale

In Hmong tonology, it is necessary to recognize the syndhreristence of the di-
achronic distinction we have called register. By way of egyithe register distinction
was originally a voicing distinction in onsets. Syllableghwoiceless and preglottal-
ized onsets patterned together as the “high” register;rayiables (those with plain
voiced onsets) formed the “low” register. This distinctlas the following synchronic

reflexes:
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(214) a. Tone sandhiThere are two different tone sandhi patterns in Hmong, and
these correlate with the register distinction. In the “Higdgister, there is
chain lowering. In the low register, there is neutralizatio the low breathy
tone. Tone sandhi processesverresult in register changes in Mong Leng.

b. Distributional restrictions In native vocabulary (excluding expressives)
aspirated onsets (and voiceless sonorants, in dialedtprttserved them)

do not appear in syllables in the “low” register.

c. Phonetic restrictions Register distinctions line up with marked laryngeal
features. Marked laryngeal features (non-modal voicirmyen occur with
tones in the “high” register. All tones in the low registelosha marked
laryngeal setting (tense phonation for tiladling tone, and for thdreathy

andcreakytones, breathy and creaky phonation)

Because of the way these generalizations align, it is app#rat a grammar that does
not capture these relationships is missing a significanegéization. In fact, for a
variety of reasons, it is not possible to construct a viabtaleh of the tone sandhi
processes in Hmong without access to this distinction.

If register is treated as a scale, we can factor the supérficsde we constructed

above into two simpler scaleR for “register” andT for “tone”:
(215) a. R={%,x1,x2,x}o <{% X, X, x}1
b. T={%, x}o <{X x}1 <{x1, x}2 <{x2,x}3

Given these two much simpler scales, andX\¢onstraints referring to them, explain-

ing the basic ordering pattern is quite simple.

5.6.2.2 A competition between two WX constraints

The two constraints which must be posited ar@X\R] and WAX[T]. The basic insight

is that a co-compound is ordered according tonless this is impossible (because the
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two tones are not distinguished By); under this condition, the relative ordering is
determined byR. This indicates that WX[T] must dominate WX[R]. These con-
straints, in turn, must be dominated by some constraintehtttrces correspondence.
Since, like Jingpho, Hmong has (according to the availaltesce) iambic stress and
right-headed prosodic consituents, it is fair to begin V@thRR-G «+ &, though it will
soon become apparent that this is not adequate.

If we start with the ranking WX[R] > WAX[T] > CORR-G < &, we make the
right predictions for compounds where each conjunct has@essyllable. The exam-
ple for nu-tfi ‘leaders (“official-lord”) demonstrates the outcome if thaes of the two

conjuncts differ along the scale

CORR-G « G | WAX[T] | WAX[R]
(@) tfurnu *1
(216) (b)  tftis-ny; *|
() nu-tfi *]
= (d)  nwi-tfuy 5

Likewise, this ranking predicts the correct ordering foe ttase of a disyllabic com-

pound where the two conjuncts do not differ relativatbut do differ relative tdR:

CORR-G <« 0 | WAX[T] | WAX[R]
(@) nta-té *|
(217) | = (b) nti-té *
(c) ténti *|
(d) té-nt; * *1

However, the set of outputs that the grammar must generaiens means limited to
examples of this type. In 85.1, “pseudo-elaborate exppassiwere mentioned. These
compounds consist of four morphemes A, B, C, D, where (A, B) @ D) are sub-

ordinating grammatical structures (often subordinatioigppounds), which function as
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unified prosodic domains relative to processes like stresigiament and tone sandhi.
The pairs (A, C) and (B, D), at the same time, are in coordinalgionships. This
means that there are always four possible arrangementgmieats in such a com-
pound (the product of the permutations of (A, C) and thosdBpL))). If we examine
the case okdny-t/!6n-ké-ku ‘wedding rituals (“path-wedding-way-marriage”)’, we can

see that the current ranking cannot properly constrairréimge of possibilities:

CORR-0 < 0 | WAX[T] | WAX[R]
(@) keé-ku kan-t/hory *|
(b) ké-kuy; kang-t[hom; *|
(c) kéi-ky; kén-t/hon; *|x *x
(d) ké-tfhéy kdng-ku *]
< (e) keé-tfhoy; kéy-ky x
(f)  ké-tfhéy; kan;-ku; *| o
(218) (9) kdn-ku ké-t/hoy *
(h)  kdnj-ku ké;-t/hoy %] *
()  kéang-kuj ké-t/hom; *|
()  kdni-kuj kéj-t/ho; *| *
(k) kan-t/hoén ké-ku *|
()  kani-t/hoy kéj-ku %] -
&< (m) Kkan-t/hén; ké-ku «
(n)  kdni-t/hén; kéj-ku; -

This ranking makes the right prediction for the (B, D) paiheffinal syllables in the
respective conjuncts—but underdetermines the sequented®, C) pair. This is
caused, quite obviously, by the fact that there is a comdtiaithe visible ranking
that motivates a correspondence relationship betweenethgshof prosodic words but

no constraint that encourages correspondence betwedamttaksyllables of prosodic
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words.

However, the need for such a constrainQRR-#0 «— #0, has already been dis-
cussed. If it is introduced into the ranking, above bothXM ] and WAX[R], the re-
sulting grammar rightly predicts the existencekdf-t/"6y-ké-ku and the non-existence
of *ké-tf'éy-kan-ku, since, other things being equal, it requires a correspureleela-

tionship across both the (A, C) pair and the (B, D) pair:

‘ H CORRH#O « #0 CORR-G « ‘ WAX[T] ‘ WAX[R] ‘

(@  ké-ku kdg-t/héy " .
(b)  keé-ku;j kdg-tfhom; *| .
(©)  ke&-kyj Kni-t/hén; a1t -
(d)  ké-tfhoy kn-ku " N
(e)  ké-tfhoy; kay-ky; " .
() k&-t/hén; kani-ku; " "
(2 19) (9)  kdag-ku ké-tfhoy *| %
(h)  kéyi-ku ké;-t/hdy *| o
()  kdg-kuyi ke-t/héy; *| .
0) kénj-ku; kéj-tfhon; *| o
(k) Kkén-tfhoy ke-ku *| *
o kén;-tfhon kéj-ku *| *
(m)  kén-tfhén; ké-ku; *| ”
w  (n)  kdni-tfhon; kéi-ky, -

This is a promising result.

However, the situation is still more complex than the daté amalysis presented
thus far would suggest. There are also four-syllable coatdi compounds where one
or both of the conjuncts is monomorphemic; in other simitesas, there is a special se-
mantic association between morphemes within conjuncts tgat the content of each
conjunct is fixed and only the relative ordering of the corjsris free. In cases of this
type, compounds are ordered—to a first approximation—alegto the tones of the
first syllable in each conjunct. Thugijai ‘grandparents (“grandmother-grandfather”)
andtsitséy ‘ancestors’ & Chinesefl] 52 zizong‘ancestors’) are compounded to form

piijai-tsitsoy ‘ancestors’ rather thatsitséy-piijai, for although the high tone is lower
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on T than the creaky tone, the falling tone is lower aldnghan the rising tone. The
tones of the final syllable come into play only as a kind ofl“fadck” mechanism when
the tones of the initial syllables are identical. Thpésey ‘citizenry’ (< Chineser
% baixing ‘hundred clans’) andiiafi ‘populace’ are compounded to forpésey-fiiafi
‘citzenry; subjects’ rather thaffiiafi-péser, since the falling tone is lower alofAgthan
the creaky tone. As long asdRR-G « 0 is ranked above Wk[T], the ordering of
these compounds will be incorrectly predicted (or more eately, underdetermined),
since WAX[T] will not be able to motivate the violation of @RR-G < & Take the case

of piijai-tsitsér:

CORR#0 < #0 | CORRG < 0 | WAX[T] | WAX[R]
(a) tstatséng-pijaw *| *
(b) tstirtsén;-pijaug; *| *
>< (c) tstts6yj-piijau; % G5
(220) (d)  tsttség-plyjaun *1 * *
(e) pljaur-tstitsony * *
(H  pojaur-tstitson; *1 * *
(9) plijaw-tsuitsoy *! *
>< (h) puijaw;-tstsoy; & s

By reranking the constraints so that\W[T] > CORR-G < &, we reach a grammar
that makes the correct prediction about this form. This ra¢laat the initial syllables of
each conjunct will always be in correspondence, regaradieatether this necessarily
results in a violation of Wx[T]. However, @RR-G < G may be violated in order to
reduce the violation profile of YWX[T], capturing the desired asymmetry between the

influence of tones in the two positions.
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(221)

CORR#O «— #O

WAX[T] | CORR-G < &

Wax[R]

(@)

tstrtson-pijaur

*|

*

(b)

tstrtsén;-pljau;

*|

(c)

tstij tsén -ph jaur

*|

*%k

(d)

tstj tség-pijjaur

*] *

()

pljaw-tstrtséy

*|

(f)

pljau;-tstrtsor;

*|

(@

pljjaw-tstr; tséy

*

(h)

pljjaw j-tst; tsoy

*|

*%

Likewise, this ranking gives the correct outcome pésep-fuiafi (noting thatk = x in

T butx < X Iin R):

(222)

CORR#0 «— #0 | WAX[T] | CORR-G — & | WAX[R]
(@) fuaifw-péisey N R "
(b) faafuy-pésen; *| * N
(c) fuaifwj-péisen; * i
ww (d) pésen-fiaifur * N
(e) pésen-fiafu *| o .
(f) péisenj-fia;fu; *pk .

The same facts are illustrated bPa-técai ‘country (“paddy-land”)’ wherela?a is

literally ‘paddy-paddy’ andécai is literally ‘land-place’.

(223)

CORRH#0O «— #0 | WAX[T] | CORR-G « G | WAX[R]
= (@)  13?atécham * *
(b) 1a?atéchauy *| * *
(c) 1a?a;técMau; 4] *
(d) téchamla?a * * *|
(e) téchauylara; *| * *
(f)  téichaw;la;a; *x ok

It is best not to establish a correspondence relationshipdssn the prosodic heads

because this will satisfy GRR-G < G at the expense of violating the higher-ranked

WaX[T] (as well as WAX[R]). This leaves the weight of the ordering decision upon
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the tones of the stem-initial syllables. By ordering the poomd so thapéser is first
and coindexing the stem-initial syllables, it is possildevoid violating both ©RR-
#o — #o and WAX[R], while incurring only one violation each of @RrR-G < & and
and VWAX][T].

This new ranking still gives the right predictions for thesea we have examined so
far, as demonstrated by the following derivations:offi ‘leaders (“official-lord”)’ and
kdnt/"6éy-kéku ‘marriage rites (“path-marriage-way-wedding”)’ (Noteathx < %, x <

5LX<xin§x<xxXx=Xx<xnR).

CORR#0 < #0 | WAX[T] | CORR-G « 0 | WAX[R]
(@) tfirnu *| *
(224) (b)  tfuiti-ny; 1
() nu-tfur *| *
s (d)  nwi-tfu *

‘ H CORRH#O « #0 ‘ WAX[T] ‘ CORR-G < O ‘ WAX[R] ‘

(@)  ké-kukdy-t/héy *| .
(b)  keé-ku; kan-t/hon; *| @
(c)  ké&-kuj kanj-tfhon; *1% -
(d)  ké-tfhéy kdn-ku % )
()  keé-tfhém; kan-ku; *| N
() k&-t/hoy; kani-ky; % "
(225) (9)  kégkuke-tfhéy *| .
(h)  kégi-ku ké;-t/hdy *| *
(i)  kén-kuj ké-tfhém; % N
() Kani-kuj k&-t/hén; % .
(k) kang-tfhéy ké-ku *| .
o kén;-tfhon ké;-ku *| *
(m)  kén-t[hén; ké-ku *| N
w  (n)  kdyi-t/hoy; kei-ky; -

This is a comforting confirmation that the analysis is on tgatrtrack.

More significantly, though, this grammar makes predicticggarding cases that
have not yet been examined which turn out to be correct. Onleesk is that a tonal
difference between the stem-initial syllables alohgvill be decisive in determining
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the order of constituents in a four-syllable co-compountigke the structure of the
conjuncts is fixed), but a difference aloRywill be less important than a difference
alongT in the prosodic head syllables. This is illustrated by theecaherevanntsi
‘king’ (< Chinese—=+ + ‘prince’) is compounded witlfiatai ‘emperor’ (early loan
from Chinese# # huangd) to form fiatai-vagntsi. If both R and T were equally
weighted, we would predi¢tvanntsi-fiiatai as the result, since the intial syllables have
the tones andx respectively, and < x relative toR. The grammar we have developed

thus far makes the opposite (and correct) prediction:

CORR#0 « #0 | WAX[T] | CORR-G <« 0 | WAX[R]
(8) vanintsur-fiajtai * *1
(b)  vanntstr-fiatai *1 * *
(226) (c) vagintstij-fuajtai; I *
(d) fuajtai-vangntstr *1 * *
(e) fuataij-vagntsty *1 *
ww  (f)  fuajtaij-vagntsu; * *

Since it is more important to satisfydRr-d < ¢ than to satisfy WWx[R], then candi-
date (a), where the tones of the stem-initial syllables walve determined the order
of the conjuncts, must lose to (f), where the prosodic hedldldgs are co-indexed,
alowing the difference along@ between the tones of these syllables to determine the
order of the conjuncts.

If we take these findings regarding coordinate compoundsisting of two “fixed”
disyllabic conjuncts, and apply it to pseudo-elaborateresgions, we make another
interesting prediction: if a compounding context triggartone sandhi process, this
could potentially affect the order of conjuncts. We haveadly looked at the case of
nti-té ‘heaven and earth’ as a simple co-compound. Independanilgndté can take
the classifiergon and ran, yielding t6y nti andray té. In the ordinary context, the
tones of noun classifiers never trigger tone sandhi; howavelaborate expressions

and other co-compounds, they can, a&nd a tone-sandhi trigger. As a result, in this
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context, foy ntt/ becomestpy ntu]. This change decisively affects the sequence of
the conjuncts. Althouglt < % alongR and they are identical with regard 1q it is

nevertheless true that< x alongT. Thus, the predicted (and actual) outputdsté-

{onntu:
CORR#0 « #0 | WAX[T] | CORR-G « & | WaX[R]
()  tomintu-tan;té * %1
(b)  tonntyi-tanté; %) x
(227) (©) tonntuj-{anté; -
(d) tanité-tonintu *| 5 N
(e) tdntéi-tonnty; *1 *
s (f)  tdyitéj-(oninty; * o

Note that, in this case, | do not address the exact mechanismhich tone sandhi is
encoded in the grammar, a subject that is treated at somb gefthapter 3 above.
In this derivation, as with that fofiiatai-vanntsi, the best candidates are those where
the initial syllables are co-indexed, satisfyin@RRr-#0 < #0 at the expense of one
violation of Wax[T]. Candidate (f), in which the order ofti-té has been reversed, is
the winner because it satisfie®€R-G « &, in contrast to candidate (a), and does it
without incurring an additional violation of ¥ [T], in contrast to candidate (c).

It is significant that this set of candidates, where finalable differences alond
beat out initial-syllable differences alom) run counter to the original generalization
that we stated regarding coordinate compounds of this tygteare predicted to exist
by the grammar that we developed to account for differenhpheena. By its very
nature—by the fact that it features competing but priceifipressures determining the
internal organization of linguistic structures—this cpsesents an interesting argument
for Optimality Theoretic grammars. On the other hand, thineaof the scales that
must be invoked seems inimical to certain assumptions that heen associated with
Optimality Theory, the set of tendencies that Hale and R@880) have attacked as

“substance abuse.” It seems impossible to say that thetstascthat emerge from this
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grammar are better-formed in terms of their substantivenptic structure than the
alternative outputs would be, at least in any universal polygical sense. Yet the very
patterns they display and the criteria that must be invokexkplaining them explicitly

and directly highlight the optimizing nature of these pisgas. The optimization is not
driven by phonotactic well-formedness (as we suggestedhintig the case with Old
Chinese co-compounds) or some cross-linguistically ropattern (as is clearly the
case in Jingpho, Tangkhul, and probably in the case of Lalwe#l}. Instead, these
structures are optimized according to a set of abstragguiage-specific structures—
scales that are purely logical in their make-up, with no $yanic phonetic coherence

at all.

5.6.3 Explaining the origin of the scales

It naturally follows that we should ask how the grammar of rglaage could come
to include such an involved yet arbitrary set of relatiopshilt is also natural to ask
whether the relationships truly are arbitrary, or whettreytare coherent in a way
that is easily missed if we look only at the phonetic expoeeoicthe categories. It
has already noted that the register sdlavhich is motivated both diachronically and
synchronically, forms an essential component of the ondegieneralization. Scalg,
too, appears to have a basis in facts that exist outsidesaftbiphological construction.
As was discussed abovR,corresponds to what was originally a contrast in onset
voicing, with the low end oR representing what were originally ordinary voiced seg-
ments (voiced stops, fricatives, affricates, nasalsjdisjuand glides) and the high end
representing other onset consonants (voiceless [ingjudiiceless aspirated] stops,
fricatives, and affricates; “voiceless” nasals and liguidreglottalized nasals, liquids,
and glides). On comparative grounds, it appears that tleetedff “R’ on the order-
ing of co-compounds preceded the replacement of this wpicantrast with a tonal

contrast since, as we will see, the same relationship iepteés the Eastern Hmongic
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(& %% /7 & diandong fangyar) language Qe-Nao and the register split occurred inde-
pendently in the several branches of Hmongic (leaving tegeoups in e.g. Western
Hmongic unaffectedf. In other words, the original tendency was toward having a
plain-voiced onset word initially, avoiding a plain-vo@tenset word-internally, or pre-
ferring a marked-voiced (voiceless, voiceless aspirgtest)lottalized) onset in the final
syllable. As will be seen below, when the case of Qo-Siongsisugsed, this particular
preference cannot be universal, since it is exactly rederséhat language. However,
there may be a general logic to it.

The scaleT is somewhat more difficult to pin down. There is little eviderthat
would make clear the phonetic exponence of these categartbs time when the or-
dering effect came into existence, at least in terms of {higgh features. The one thing
can be stated decisively about these categories at the tienertlering bias emerged
regards their characteristic phonation type. It is notdbé the “low register” sub-
category of the historical B and C tones is reliably breattrpss the whole Hmongic
family (Niederer 1998; Andruski and Ratliff 2000). Likewisthe “low register” of the
historical D tone is often creaky (Heimbach 1979; Ratlifo28), which is not surpris-
ing in light of the fact that D tone syllables come from sylkgbthat ended, historically,
in oral stop codas (Chang 1953; Purnell 1970; Wang 1894yhile these differences
are now found only in the low register, their existence isagahin Hmongic, and must
therefore predate the phonemic register split. Prior te $piit, then, there must have

been a voice-quality difference among the several tongoats. We might then pro-

20The fact that such a split occurred independently in difiebganches of Hmong-Mien might seem
surprising, were it not for the fact that the same type of geaoccurred in various branches of Tai-
Kadai, Mon-Khmer, Sinitic, and Tibeto-Burman (Gedney 194@audricourt 1954b; Matisoff 1973b,

1974, 1991, Li 1977).
211t ought to be noted, however, that not all Proto-Hmong-Migltables with final stops are reflected

in Hmongic languages as syllables with a D tone. Syllabléak WHmMM *-k codas bear the C tone in

PHm, and only those with-p and*-t codas are reflected with the D tone in Hmongic.
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pose of Hmong tones that A was historically modal-voicednB &€ were historically
breathy, and D was historically creaky. If we apply this ta soaleT, we get the

following sequence:
(228) modal (A)< creaky (D)< breathy (B) < breathy (C)

It is immediately apparent that the syllables which were trposferred in the first po-
sition are those with modal phonation (not only in terms & syllable as a whole,
incidentally, but also in terms of the onset). In second foawsi breathy syllables are
best, but barring those, creaky syllables are better thastammiced syllables. If the
pattern originally emerged in disyllabic compounds, anith&@ second member of the
compounds was stressed, then this could be seen as théattddaryngeally marked
structures to prosodically prominent positions. The assion between stress and
breathy or creaky voice is not unknown and the similar assioei between stress and
voiceless (and especially, aspirated) onsets is also pided2. This general model
provides a good first approximation of the conditions andgoemces that may have
led to the emergence of this effect, and the accompanyingsdadoes not, however,
answer several important questions regarding both déth#srelative relationship of
B and C, the extension of patterns from two-syllable compisun more complicated
cases) or large issues (the initial status of the “prefaghthat have been invoked and
the mechanism by which these came to be encoded in the grgmmar

A brief model of the development of ordering effects of tlyise may be presented
as follows. There are certain stylistic preferences thadeythe production of human
speech and which exist above the level of “grammar” propgohcalled. Some of these
seem to be universal (a preference for small things befgrthings, high vowels before

low vowels, etc.) and some of these seem to be conditioneadty &bout an individual

22However, note that, in Lahu, aspirated consonants are rpeeffén initial position in coordinate
compounds even though it is the final position which seemg fikedy to be prosodically prominent.

This sort of principle does not seem to be universal in itdiagfion.
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language (what laryngeal features are favored in parti@daitions). Since the inter-
nal organization of co-compounds is initially not fixed by thrammar, such stylistic
preferences are given free play to manipulate co-composmtsat they are agreeable
to these proclivities. However, by their nature, these grexfces are not categorical,
and may compete and interact with one another (in both sydiesnd non-systematic
ways). This imposes a set of biases upon the data-set to aHehguage-learner is
exposed. While these effects are still small, the learnegrimezable to tacitly recognize
that the ordering principles are stylistic rather than graatical; however, this will not
stop them from settling on conventionalized forms that amestructed according to
this set of competing stylistic desiderata. At length, ieas are presented with data
so biased that they start to seek out generalizations if titese generalizations are
relatively involved—as they were in Hmong—the learner atliempt to recruit exist-
ing phonological scales (or failing that, propose new sjaile order to account for
the graded distinctions that have emerged from the intersbf the original prefer-
ences. This is incorporated into the grammar, and as a abaoéw co-compounds are
structured exactly according to this generalization, waittew exceptions still lurking
in the lexicon from a time when the ordering tendencies weteg/et grammaticalized.
In the process of time, the phonetic generalizations upoiciwtine original stylistic
preferences may disappear. What remains, independestsafbistantive roots, is a set
of structural relationships that may be expressed in tefrasales and constraints that

refer to them.

5.7 Co-Compounds in Qe-Nao

Hmong is not the only language which displays a tonally drigedering effect of the
type we have discussed. A very similar phenomenon, whictstaut to have the same

historical etiology, can be found in the Eastern Hmongiglage, Qe-Nao. As shown
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in Figure 5.1, Qe-Nao is quite distant from Hmor@h@ngiandiaf, but that they do
belong to a common subgroup within Hmongic that is here ddl®uthern Hmongic.”

Qe-Nao has six contrasting tonal categories: super higjn, how, super low, rising,

Baituo
Pahen Paheng Guiyang Tieshi
Younugo Guiyang- Zhongba
Younuo Huishui
Bunu Huishui — Jiading
Yejipo
Jiongnai Bunu-West Luobohe Shuiwei
Hmongic E A-Hmao
Zhongan- . A-H
jian 83— Fengxiang fmao <W A-Hmao
\West . Far- Hmong Daw
Hmongic Southern Hmongic Rongshui g;sggrgrllc Chuan- Mong Leng
Hmongic giandian
Core- Dananshan
Festern. S Mashan
She Hmongle Shuifingping
Mashan C Mashan< .
S Oiand Gaotongzhai Zongdi
East Qandong < Sidazhai
Hmongic<— E Qiandon, Batlai W Mashan <
g 8 Yanghao Xinzhai
N Qiandong - Zhenfeng N Mashan

North <W Xiangxi— Layiping Kaitang (Qe-Nao)
Hmongic ~~E Xiangxi —Jishou (Qo-Xiong)

Figure 5.1: The Hmongic languages.

and falling. The distribution of these tones in 100 coorténeompounds (really, in

“elaborate couplets”) is shown in (229):

(229) Qe-Nao tone distribution

TI\T2 X X X X X X
X (super-high 1 1 6 11 5 11
x (mid) 1 11 4 1 14
x (low) 6 1 2 7
% (high) 1 2 2 2 6
x (falling) — 3
x (rising) 2 —
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As can be seen by casual observation, there is an orderimgajation that holds for

95% of the cases encountered in this survey.

(230) x<x (233) x<x
a. go vé -tsau ta a. tau pi -tau Ppl
cloudysky darkearth purpleEXPR purpleEXPR
‘deep darkness’ ‘purple (unattractive)’
(231) x<x b. qap shé -qap Aa
boastwords boastMORPH
a. té l:) 'té pi 1 .|
talk bi
kick foot kick hand J
‘dance’ (234) x<x
b. fag - yay a. tséo théo - tséo kM
place village run about run MORPH
‘villages; places’ ‘to scamper about’
(232) x <% b. shénphen -stepkhi

fell around feel MORPH
a. hay kuy - hay ki
walk road walk road

‘to walk’ nately’

‘to feel around indiscrimi-

What is striking about the generalization we draw from thaegta is that, despite its
formal similarity to the Hmong scale, the phonetic substanfcthe tones, or the tonal
relationships within the sequence, seem to have littlemroon with their counterparts

in Hmong. For Hmong, the pre-Theoretical scales was asvistlo

(235) x (falling) < x (high) < x (creaky)< x (low) < x1 (breathy) < x (rising) < x»
(breathy) < x (mid)

For Qe-Nao, it is entirely different:
(236) X (super-high)< x (mid) < x (low) < % (high) < x (falling) < x (rising)

Despite this striking difference, the Qe-Nao (236) and thenlylLeng scale in (235)

seem to share a common historical origin. If we align these geales according to
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historical categories, then the similarity between the $amles emerges:

(237) a. ¥ (A2) < x (A1) < x (B2) < x (B1) < % (D2/D1) < % (C2/C1)
(Qe-Nao)
b. x(A2) <x(Al) <x(D1)<x(D2)<x(B2)<x(Bl)<x(C2)<x(C1)

(Hmong)

Note that, as in the Mong Leng pattern, the “low” registere®iithose marked with
“2”) come before their “higher” register counterparts. Nwoily that, the sequence of
the four historical tones (our scal® is similar for both languagesA < B < C. The
principle difference is the relative position of D. The dis#arity between these two
scales are exaggerated by two facts: First, tone B1 has theiigietone B2 (as) and
tone C1 has merged with tone C2 (gsn Qe-Nao. Second, the phonetic realizations
of the tones have changed dramatically, erasing most otiti@ce correlation between

the two tone systems.

5.8 Co-Compounds in Qo-Xiong

Moving out of the Southern Hmongic group (as delineated gufé 5.1), it is possible
to find still other examples of tonal ordering effects. Thdsawever, seem to have
had a different historical source, at least in part. The-desumented example of such
an effect is the one described by (Yu 2004) for Jishou Miaoidgedt of Qo-Xiong).
As in Qe-Nao, mergers have reduced the eight tonal categeaesxpect on historical

grounds to six in Qo-Xiong. These tones are indicated hérg@hao tone lettefs:

23The choice to employ this notational standard here, ratiar the systems of diacritics employed
elsewhere, is a result of the awkwardness inherent in mgutkin contrasting falling tones without the

use of special symbols. The Chao tone numbers have the addefitof iconicity.
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(238) Qo-Xiong tones

high fall. low fall. high mid rising low
h \ 1 . 1 ]

Yu (2004) demonstrates that these six categories can bhegadan a scale such that
the sequence of (almost all) coordinate compounds whogarots differ in tone can

be predicted.
The distribution of tonal patterns in Qo-Xiong coordinatenpounds is shown in

(239). As is shown in the table, Yu (2004) found that 94.5%hef tcompounds in his

sample followed his proposed ordering generalization:

(239) Tone sequences in Qo-Xiong cocompounds

T1\T2 Y41 41
Y (highfaling) 14 14 32 20 32 27

\ (low falling) 7 22 8 14 10
1 (high) 1 16 9 23 8
1 (mid) 1 2 3 6 13 5
1 (rising) 1 2 1 8 4
1 (low) 2 3 1 7

As indicated, Yu arrives at the following scale:
(240) Y (high falling) < \ (low falling) < 1 (high) < -4 (mid) < 1 (rising) < | (low).

This precedence scale differs from the scales that weremsé&ruHmong and Qe-
Nao in a number of respects, some superficial and some fundaim&uperficially,
the arrangement of phonetic tone categories is not coectlaith either of the earlier
scales. On a deeper level, the arrangement of tones on tiésiaderms of historical
categories is rather different from that of the two earliendhgic languages. Stated in

terms of historical tones, the arrangement of the Qo-Xiaadesis as follows:
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(241) A1<A2-<B1<B2<Cl<C2/D1/D2
While the scales in the other two languages are:

(242) a. A2<A1<B2<B1<D2/D1< C2/C1 (Qe-Nao)

b. A2<A1<D1<D2<B2<B1<C2<C1 (Hmong)

The most striking difference between the Qo-Xiong scalas thnse from Southern
Hmongic is the fact that high register tones come before tbeiregister congeners in
Qo-Xiong, while they come after their low register equivdatein Southern Hmongic
(e.g. Qe-Nao and Hmong).

This set of generalizations can be illustrated at all pothtsugh the following

examples:
(243) HIGH FALLING TONE FIRST c. high falling < high
a. high falling < high falling I. qoVteiY - qoYee
_ ' tripe liver
. patcil - pattca) ‘heart; intention’
horn  splinter ’
‘pointed objects’ ii. taYkup\ - taYba
) Soa - coteun bug ant
Il. qolpol - qolteur ‘ . ,
blanket ROOT anttype insect
‘bedroom articles’ d. high falling < mid
b. high falling < low falling i, teiYuY - teiYpud
. water slope
I. a¥phury - ‘
grandfather water and land trans-
atnal portation’
grandmother
‘ancestors’ ii. maleuY - malmarn
small  fine
il. tQi\ik(ﬂ - tgﬂwad ‘small fine things’

street village
‘town’

263



e. high falling < rising

i. pagN hneY - nag\ nury]
time cold time hot

‘winter and summer’

i, zeil - e
vegetable rice
‘food’

f. high falling < low

I. qoYpaY - qoVful
blanket seat

‘bedroom articles’

ii. hneY - nul
day day

‘date’

(244) LOW FALLING TONE FIRST
a. low falling < low falling

I. qoVteurl - qoVzge\
generation age

‘for generations’

ii. goVtunl - qoei
cudgel hammer

‘a type of mallet’
b. low falling < high

I. kurizunN - kurixard
face up face down

‘top and bottom’

ii. pzurinul - pzuldzur

house leaf house grass

‘shack-type dwelling’

c. low falling < mid

I. cup zeN -
Qo-Xiongremnant
cun tur
Qo-Xiongremnant

‘bachelors’
. zeil nel -
vegetablavater buffalo

zei zu
vegetableox

‘cattle fodder’
d. low falling < rising

I. pzwl nel - pzuri
houseperson house
ghal
guest

‘all the people of the

house’

li. qoY nurN - qo\ to’l
sickle hatchet

‘tools of the knife and

hatchet type’
e. low falling < low

. Y nol -ul
watermouth water
m3a
tongue

‘saliva’

il. teYweil - teYdzeil
girl boy

‘boys and girls’



(245) HIGH TONE FIRST

a. high < high

I. piiljeT - piipo
STEM pimple
‘pimples and the like’

. gqal nut - qal
stalkbeanstalksoybean
teid

‘bean stalks and the like’

b. high < mid

C

d.

I. qoYpzuwt - qoito
house  roaring fire

‘house property’

ii. goYol -qolipzu
clothing STEM
‘dress’

high < rising
I taVteund - taVeil
tiger STEM
‘beasts of prey’
ii. qolYbeil - qoYdzo"1
type of grain rice
‘grain’

high < low

I. qolteid - qoVtuy
pit depression
‘rugged land’

ii. qoleed - qoYmur
breath STEM
‘breath’
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(246) MID TONE FIRST

a. mid < mid

teitqod - teiVzan
stockade village
‘settlement’

. neY cal -nel
personstupid person
ljad
stupid
‘fool’

b. mid < rising

C.

qolitad - qolite
plate  bowl

‘tableware’

. ma\pur - maldza“l

fear fear
‘things that frighten peo-

ple’

mid < low

ne- -
father-in-law
mur |
mother-in-law

‘parents-in-law’

. neY teud -nel

persondone person
kuu
sever

‘windows and orphans’



(247) RSING TONE FIRST ‘power, force’

a. fising < low (248) LOW TONE FIRST
I. qolci1 - qonuy/
wind rain a. low < low
‘wind and rain’ . qoltel qolal

ii. qolkha - qoYzuy embankment field

breath  strength ‘embankments and fields’

This set of facts raises a question of considerable signigedor the thesis pre-
sented here: Do the three instances of co-compound ordeifiecis in Hmongic lan-
guages (that have been examined here—there are many atharg)a common origin,
or are they independent developments? If they are indepgnaley are tonally-driven
ordering constraints of the type seen here not more widadfréf they share a com-
mon origin, what is to account for the differences betweemt® Furthermore, what is
the relationship between these ordering effects and timo8&inese languages?

As we have stated already, all of the Hmongic scales sharést@iores in common,
namely, the precedence relationships<B and B=< C (and thus, by transitivity, A<
C). The relative position of the D tones is the first locus afafaility, coming between
A and B in Hmong, between B and C in Qe-Nao, and after C1 (corded with C2)
in Qo-Xiong. If we assume monogenesis, we must also assuatéhth position of
D on the scale has changed somewhat in the various langu#ges. suppose that
the Hmong scale (XD<B~<C) was the same as the original scale, we can derive the
Qo-Xiong scale simply by asserting that, when D1 and D2 ntewgéh C2, syllables
bearing these tones came to act like C2 in terms of orderiogeder, this seems very
improbable, since C2 is actually the least frequent of timesa(historically, at least)
and it is difficult to imagine that it would “overwhelm” D1 and2 in determining
the relative sequence of co-compound conjuncts bearingotie that resulted from

this merger. This leaves either the<B<D~<C pattern of Qe-Nao or the AB<C<D
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pattern of Qo-Xiong open as possibilities for the originedering scheme, with the
later scheme seeming somewhat more workable.

This ordering pattern actually matches the pattern seehimeSe, since tones A, B,
C, and D correspond (in loanwords from Middle Chinese) wig€hinesef- ping, I
shang # qu, and A ru tones, and the Chinese scal@iag< shang< qu=<ru. Thisin-
troduces the possibility that this effect, and the scaledbacribes it, are shared by the
two language families due to language contact. Under toadit assumptions, this fact
might be attributed to the transmission of a feature frorm€se into Hmongic. After
all, it may be observed that this phenomenon is attested imeSa at a very early date
(around 400 BC), which is believed to be prior to the date abtgenesis in Chinese.
On the other hand, there is increasing evidence that thexcbrelationship between
Hmong-Mien languages and Chinese resulted in changeshndmjuage groups (see
Ballard (1986); Haudricourt and Strecker (1991), but see &lagart (1995)). Indeed,
it is possible that one of the factors that led to the develemnof tone in Chinese
was contact with the highly tonal Hmong-Mien languages chiliiave no proven non-
tonal relatives (indeed, no proven relatives) and thus feomw there is no evidence
of time before tone. Under such a model, we might assume tiabtdering effect
originally developed in either Hmong-Mien or Chinese and wais transmitted, in its
A<B<C<D from, to the other language family. This constraint dissgmed in much
of the Hmong-Mien family, but was retained in two major braes of Hmongic, where
it was transformed by some further changes.

There is at least one aspect of the ordering effect, how#vatr,cannot be the re-
sult of shared inheritance or contact diffusion. That isdkeeralization captured by
the scaleR in Hmong—namely, the constraint that, other things beinggggnandates
that tones in one register precede tones in the other. Tlsemdhat this cannot be a

shared constraint is that it makes opposite demands in Blortimongic and South-
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ern Hmongic. In Northern Hmongic, high-register tones nigsbrdered before their
low-register equivalents; in Southern Hmongic, it is the-leegister tones which must
come first. In other words, even if the original pattern of stouncting co-compounds
according to tone was shared by Chinese, Qo-Xiong, Qe-NabiHanong, the individ-

ual developments within these languages show that therenathéng magical about
this genesis. Indeed, the Lahu case shows how tonal ordefiagts can emerge,
more or less on their own. It seems very likely that, giveigdaenough corpora of
co-compounds from tonal languages, many other low-levellteffects on the internal
organization of these compounds would be discovered. Thetbimg that is special

about the Hmongic cases is that they have progressed begoddricies to become

(nearly) deterministic grammatical processes.

5.9 The Significant of Coordinate Compounds for Phonology

As | have argued previously, it is significant that co-compbwrdering effects, as
grammatical processes, are not dependent upon the kindsbefamtive biases that
seem so essential to their emergence. A comparison of tme&diHmongic, and Lahu
cases make this clear. In Lahu, ordering is based on phatigticansparent criteria.
Likewise, in the case of Chinese, it is possible that the vatibns for ordering were
based in natural phonetic preferences. However, thesgt®effere not categorical; the
tonal ordering effects that are strongest—that achievesainee level of robustness as
the Jingpho and Tangkhul vowel-driven constraints—arsghehich are phonetically
most opaque. An adequate theory of phonological grammat beuable to explain
these facts.

Grammars are able to encode these generalizations beteyspadsses represen-
tational devices capable of capturing them and formal nmesfiicapable of operating

on these representations. We have seen that phonologadassewhen agnostic with
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regard to phonetic substance—are able to capture thesselffeth elegantly and (as
shown by the Hmong case) with considerable predictive polvenould be possible to
model all of these effects withd hocmechanisms, but—in the end—all of these would
have to be more stipulative than the mechanically simplegsal given here.

However, the very ability of these devices to model thesermng effects raises
another question: Why do so many of the best examples of-dcazien effects in
phonology involve the relative sequences of things (theisecge of segments accord-
ing to sonority, the sequence of co-compound conjunctsrdoopto vowel height or
tone, etc.)? This fact is not as difficult to explain as it fappears. Most phonological
facts for which phonologists attempt to account are thectmesult of sound changes
(“Jungphologie”), a fact which has always been known, buictvinas gained recent
prominence with the new wave of phonologists seeking hstbexplanations for syn-
chronic patterns (Ohala 1974, 1981, 1993, 1995b,a; Hym@a;2Molbey and Hansson
1999a,b; Hansson 2001; Blevins and Garrett 1998, 2004;ii81e2004; Hale 2000;
Barnes 2002; Kavitskaya 2002; Mielke 2003, 2004a,b). Siasehis recent literature
shows, the motivations for many sound changes are to be foutside of the gram-
mar proper, it is reasonable to believe that the types of happonological patterns
that are commonly observed represent a constrained set aftdrnations that a human
learner would be able to produce. Evidence for this promsttomes from a variety of
sources, including the existence of so-called “crazy tuBach and Harms 1972; An-
derson 1981) and the learnability of arbitrary phonologatgernations by both adults
and infants (Pycha et al. 2003; Seidl and Buckley 2005) (batadso Wilson (2003)).
This means that it is necessary to look to phenomena othardbaventional mor-
phophonological alternations in order to understand the firoperties of the human
capacity to learn and manipulate the sound patterns of kEgeyu

The ordering of coordinate compounds is a potentially pkagioal process that
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involves sound-change only tangentially. Given this faeadrom the inherently bi-
nary alternations that are typically created by sound ceafgherex becomes after

X but remainsa elsewhere) learners are able to employ their capacity o feary
generalizations to their full extent, discovering ambieatterns that accord with hier-
archies rather than dichotomies. In other words, the poesehscalar generalizations
in coordinate compounds is not a result of some intrinsiedhce in the grammatical
mechanism speakers use to grasp these patterns as oppasagbtmphonological al-
ternations; rather, the same formal tools that learnerdanip constructing scales to
order compounds could be used to construct scales for maxeotional alternations.
Chain shifts are one demonstration that this is the case.rddson that scalar effects
are not more common in ordinary phonological alternatisrguite simply that scales
are not required to encode most of the patterns that historg$to the constructors of

synchronic grammars.
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Chapter 6

Logical Scales and Echo Reduplication

Woe unto them that call evil good,
and good evil;

That put darkness for light,
and light for darkness;

That put bitter for sweet,
and sweet for bitter!

Isaiah 5:20 (KJV)

In Chapter 5, we looked at two kinds of effects in coordinatepounds and echo
reduplication—the ordering of conjuncts on phonologicalopnds and the avoidance
of similarity between the two conjuncts. In that chapter|@aked at these phenomena
largely from the perspective of co-compounding. In thisptbeg by way of contrast,
we will look at them from the standpoint of echo reduplicatamd show that these two
types of constructions (co-compounds and echo redupistiare not only related in
many respects, but also that they present further confiomati the claims that have
been made thus far concerning phonological scales.

First, in 86.1, we will look at English echo reduplicatiomtribecause it is partic-
ularly enlightening with regard to the structure and natfrphonological scales, but
because it provides a familiar context in which to introdsoene of the other tech-
nology we will use in later analyses. Then we will apply theigiht gained through
the analysis of English echo-reduplication to echo redatilon in Jingpho in 86.1 and
to Eastern A-Hmao in 86.3. The Eastern A-Hmao case is péatigunteresting; |

will show the it provides evidence for a vowel quality scdlattis grounded in neither
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height, backness, or roundness.

6.1 English

Just as there are ordering effects in coordinate compotineis are ordering effects
in echo-reduplication constructions. This idea was disedsriefly in 85.1.2.3 above,
and it was mentioned that this fact can be seen even in Engtish reduplication.
Thus, inhurry-scurry and handy-dandythe base form comes first and the modified
form, second; however, imnurly-burlyandhubble-bubblgit is the first conjunct that has
been derived by some phonological process while the seanmdrct is faithful to the
underlying form. The same can be said for so-called ablkediyslication constructions.
For example, the base forms atick-clack drizzle-drazzlefiddle-faddleand jingle-
jangleare initial while those irtlitter-clatter, dilly-dally, crisscrossandwibble-wobble
are final. Where the base conjunct appears in this consiruséiems to be determined

entirely by its phonological properties: it is positionexdas to fill the template.

6.1.1 Echo-reduplication and Morphological Doubling Theoy

It is possible to look at this particular relationship inntex of Morphological Doubling
Theory (MDT), a theory of reduplication in which the simitgrbetween the base
and reduplicant is captured not through copying or cornedpoce, but morphologi-
cal identity (Inkelas and Zoll 2003, 2004, 2005). Differeadetween the two sisters
(or, in the terminology | have used here, conjuncts) are ¢iselt of the different co-
phonologies (co-grammars) associated with them. It is iidwlt to see why this view
of reduplication would be appealing in cases of this kind:hage already seen cases
of coordinate compounding that display similar behavinesnely conjuncts with high
vowels being ordered before those with low vowels, regasdtd the semantic content

of the two conjuncts. For this and other reasons, echo reziijgn looks a great deal
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like coordinate compounding. MDT is interesting in thatrgats all (or almost all)
reduplication as something very much like compounding,iatgbat Inkelas and Zoll
(2005:59-65) argue explicitly.

In MDT, a reduplication construction is conceived of as ¢stnsg of a mother
node (the output of the construction) and two daughter nedesng as the inputs to

the construction. Take the following figure (adapted froikelas and Zoll (2005)):

1) [OUtpuﬁ[F+someaddedmeanihg

N

/input/ iy /input/g
where [F] = semantic feature bundle

In essence, a construction is a function—a function frons@tistructions of one type
to some subset of constructions of another type. Howevés, nbt simply a func-
tion from phonological strings to phonological strings engntic bundles to semantic
bundles, a fact that is illustrated in the figure in (1), whieogh phonological and se-
mantic relationships are represented. Rather, it takes agput a collection that con-
tains syntactic, semantic, and phonological informati@eenstruction—and returns
something of the same kind.

In this light, we could seenarkedness-shmarkednessfollows:

(2) [markadnoass-[markadnas] |k contempt
/markadness/;  /markadness/ g
If we look atshmreduplication in this way, then the construction takes teentical

daughters, which are concatenated and subjected to thelolggrihat gives the second

1The wordtypeis used very loosely here. As we will see later, reduplicationstructions may
subcategorize for conjuncts having particular charasties. Coordinate compounding constructions,
likewise, may subcategorize for conjuncts that are serahtirelated in some way. In this case we

would have to understarnypeas a set including all lexical items that meet particulaiecia.
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daughter ahmat some prominent position. There is another way of lookirigia type
of construction in MDT, however. It must be assumed, on iede@nt grounds, that
constructions subcategorize for the types of construstibay take as daughters. On
other grounds, we assume that constructions are assowdtetheir own phonologi-
cal grammars (co-phonologies), an argument that is madesatay length elsewhere
(Inkelas et al. 1997; Inkelas and Zoll 2003, 2004, 2005). phenological grammar
that would changenarkedness-markedneéssnarkedness-shmarkedngssuld not be
general in any way, sshmwould be much more common in English than it is, at least
among speakers of American English who have a productiveleage of this pattern.
Rather, it must be a cophononology specific to this constmct

But if mothers can subcategorize for daughters, daughtersanstructions, and
constructions can have their own cophonologies, then tkemother possible analysis
of shmreduplication: this construction subcategorizes forgiders of two kinds, one
of which is an ordinary word. The other daughter must be aiapgpe of construc-
tion whose cophonology insedlmin the appropriate location and whose co-grammar
changes some type feature such that is satisfies the demiamaisreduplication con-
struction. The reduplication construction demands asgsraents one daughter hav-
ing this feature and another daughter that is semantiaigiytical to the first but which

lacks this type feature.

(3) [markadnass-[markadnas] |k contempt

T

/markadness /g /[markadness /[ shnj

/markadness/ g
In this way, the differences between the conjuncts are ceghtthrough input-output
relationships rather than through string-internal cqroeslence. The formalism we

have developed thus far would permit either of these optfomit-output constraints
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or string-internal constraints) to produce divergencevben conjuncts. It is clear that
string-internal correspondence plays a role in orderifeces, and these are important
in echo reduplication, but it is not clear in all cases wheteho reduplication can be
modeled using string-internal correspondence only or dreinput-output relation-
ships (e.g. input-output anti-identity) also play a roletiase particular constructions.
Analytically, both types of processes will be discussed,ré&asons that will be-
come clear as we examine the several cases. Throughoutalyses, the MDT vision
of reduplication as doubling will be assumed, to the exdusif Base-Reduplicant
Correspondence (McCarthy and Prince 1995; Alderete eB86,11999). Indeed, any
important relationship that would be captured with baskipdicant correspondence
in BRCT (Base-Reduplicant Correspondence Theory) can peual, for our pur-
poses, by means of the more restrictive theory of stringriell correspondence. The
notion of cophonologies will also be important in these gs@$. Indeed, they have
been assumed throughout this dissertation, but here tegifec invocation allows the
phenomena to be described in a way that captures the mombalspecificity of the

phonological patterns involved.

6.1.2 A preliminary analysis of English echo-reduplicatio

We can exemplify one such analysis with the case of Englislo-eeduplication (as

promised above). The generalization, in these constmgtiis that the first conjunct
tonic vowel is high (eitheyi/ or /1/) and the second tonic vowel is lowd/ or /x/).

In the forms where there is an identifiable base, this baseimasf these vowels as its
tonic vowels, so at the very beginning we must stipulatettiatconstruction imposes
a subcategorization requirement such that its daughteysnoghave as their tonic
vowels mid or rounded vowels. As we have observed on two pusvoccasions, the
base (faithful conjunct, free form) may be either initiafioal (although both the initial

and final conjuncts may be free forms). This sequencing dipentirely upon whether
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the free form contains a high or low vowel. The other conjuseiways a complement
to the first, filling the position that it cannot. Both of thepapaches to modeling echo
reduplication that we have discussed above can be applibistoase.

Most straightforwardly, we could say that the reduplicatomnstruction takes two
daughters, one of which is the unmodified free form and therath which is a con-
struction which has transformed that form into a suitabupdicant by means of
input-output anti-identity (our IFF constraint or HGHER constraint dominating an
ENDMOST constraint) on a vowel-height scale. The jump from high vioteelow
vowel is ensured by a constraint favoring entities at theeemés of the scale. The
cophonology of the reduplication construction then ordieese two conjuncts, the two
daughters, employing the same kind of mechanism that waerexpin Chapter 5.
Thus, given a wordirizzleas an input, an “echo word” construction would evaluate
asdrazzle The reduplication construction demands as inputs onariarword like
drizzleand a semantically identical echo-word construction (ia tasedrazzlg. Its
output, phonologically speaking, consists of the conatten—in the phonologically
appropriate order—of the phonological content of thesevwads.

For this particular case, an analysis of this sort has twadidigntages. The first is
that two different constructions must impose similar stbgarization requirements:
the reduplication construction demands daughters withoditor rounded vowels, and
so does the “echo word” construction. The second redundesgards reference to
tonic vowels. Under this analysis, the “echo word” condinrc must make special
reference to the tonic vowel to produce the appropriatewdufphe reduplication con-
struction must then make reference to the tonic vowels ofurmts to order them
properly. It would be desirable if the subcategorizatioguieements could be stated
only once and both the vowel change and ordering could benguicshed with a single

positional reference.
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This is, in fact, possible. On both theoretical and empimgaunds, we have mo-
tivated the constraint WXK. We employed it in the analysis of coordinate compounds,
using it to explain the scalar ordering effects that are sones seen in these construc-
tions. However, it is not difficult to see that a constraintliut type should also be
able to motivate alternations. In cases where changingeitpgesice of correspondents
is either impossible or cannot result in a satisfaction efX\\(that is, the correspon-
dents are the same), the properties of individual segméntexample) may change
in order to satisfy WX, provided it outranks the faithfulness constraints thatildo
militate against such changes. If we assume that the rexdioin construction takes as
its inputs two identical copies of the base, we have provitiedsetup for exactly this
kind of situation. It may be, then, that both the sequencelamgowel disharmony are
the result of a WX constraint over a vowel height scale.

The analysis is very simple. Assume the following schle,
(4) {iLuu} <{eg000}<{axa}

This implies the existence of a constraina¥fH]. On independent grounds, we need
a constraint ©RR-0 — ¢ and we must assume that this constraint dominates [W].

This ensures that Wk [H] cannot be satisfied vacuously through the absence of acorre
spondence relationship between the tonic vowels of the timpuaicts. Assuming that
Wax[H] dominates PATEAU[H], SAME[H], and any other faithfulness constraints
that would prevent height alternations, this will yield puts with a higher vowel in the

first stressed syllable and a lower vowel in the second sidesgdlable:

CORR-G « 0 | WAX[H] | SAME[H]
w () drizzle-drazzle *
() | & (b) drizzle-drezzle *
(c) drijzzle-drizzle *
(d) drizzle-drizzle *]
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CORR-G < G | WAX[H] | SAME[H] | EXTREME[H]
w (a) drizzle-drazzle *
(6) (b) drijzzle-drgzzle * *1
(c) drijzzle-drizzle *
(d) drizzle-drizzle *1

For Western American English, such a grammar adequatetiygisehe correct outputs
in English ablaut reduplication constructions. Howeveisiworth noting that this
analysis must be altered somewhat to account for othertiemief English, including
the varieties that—judging from the orthography—existetha time many of these
forms were generated.

English ablaut reduplication, with its basis in vowel hejdsy no means the only
example of a reduplication construction of this kind. A rekadly similar case is
found in the Tibeto-Burman language Jingpho, the co-comgmg construction of

which was discussed above in 85.5.

6.2 Jingpho

As in the co-compounds, the first conjunct in Jingpho echapbdation constructions
always contains a tonic vowel at least as high as the cornelspg vowel in the second
conjunct. In fact, in reduplication this generalizatiortaken one step further to the
extent that the tonic vowel of the first conjunct is alwayshaigthan the tonic vowel of

the second conjunct.

6.2.1 Jingpho echo-reduplication and co-compounding

If the tonic vowel of the base is low (that isy/Y the tonic vowel of the non-faithful
conjunct will be 6/ and the non-faithful conjunct will be first (Dai 1990a; DaidaXu

1992):
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(7)  a.kumpha? ‘gift’ kumpho-kumphd? ‘every kind of gift’
b. lopza ‘fallen leaves’ lophzo-laphzd ‘fallen leaves (all kinds)’
On the other hand, if the tonic vowel of the base is non-loentthe tonic vowel of the
non-faithful conjunct will bed/, and that conjunct will be ordered second (Dai 1990a;

Dai and Xu 1992):

(8) a. akjiy ‘nervous’ akjin-akan ‘very nervous’
b. kdmjin ‘wrinkle’ kdmjin-kdmjan ‘in a wrinkled state’
C. saup ‘stuffy’ SoUp-s9ap ‘sultry’
d. nhkjey ‘crooked’ nhkjen-nhkay  ‘very crooked’

e. akhjép ‘flat, thin piece’ akhjép-akhdp  ‘extremely fine’

f.  mdkjep ‘glue’ mokjep-mokap  ‘sticky’
g. alor ‘quarrel’ alor-ala? ‘quarrel’
h. kalé6?  ‘quarrel kal6?-kala? ‘make a row’

This construction bears an obvious affinity to the coordirmmpounding construc-
tion, given that both constructions involve the conjunctid two stems and that these
stems are ordered according to the quality of the tonic veweith high-vowel stems
being ordered before low-vowel stems. There is one sigmifidédference, however,
which would compel us to view the echo-reduplication cargion as distinct from the
co-compounding construction: In co-compounds, if thedomwels of the two con-
juncts are identical in height, the order is indeterminaig ldoth conjuncts are faithful
to their underlying form. In the echo reduplication constion, however, this situation
is resolved by changing the quality of the tonic vowel of onejanct, allowing for a
“contour” or “cline” across the two vowels relative to thewel-height scale. This is
crucial evidence that the paradigmatic relational constthat drives ordering in these

cases is WX rather than MWAX.
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6.2.2 Explaining Jingpho echo-reduplication

What is the proper analysis of these reduplication constmg, however, and how does
the cophonology associated with co-compounds relate tdadhacho-reduplications?
When discussing co-compounds in 85.4, we concluded thatrdper ranking for gen-
erating these forms is one in whiclb@r-6 « ¢ dominates \Wx[S]. However, this
ranking statement is clearly insufficiently specific. Take example ofndsin-sdlum
‘heart-heart’. Under this ranking, it is impossible to sgtiWax[S] by reordering the
conjuncts, since both tonic vowels are equivalersirHowever, it would be possible

to alter the quality of one of the vowels in order to satisfig ttonstraint:

mosin-sdlum || CORR-G «+ 0 | WAX[Y

(a2) mdsijn-sdlujm *|

) | (b) sdlujm-mosein

= (C) mosijn-sdlojm

*|

(d) masin-solum

This implies that, for the coordinate compounding congioug the constraint SVE[S

is ranked above WX[S):

mdsin-sdlum || CORR-G « 0 | SAME[Y | WAX[Y]

= (@) mdsijn-solujm

i (b) sdlujm-masiin
(10)

(c) sdlujm-mdsejn *1

(d) moasijn-sdlojm *1

(e) mdsin-sdlum *|

The choice betweemasijn-sdluyym andsdluym-masijn must ultimately be made based
upon other factors.
This does not appear to be the right cophonology for Jinguiho eeduplication

because vowel qualities change in echo reduplication ierasatisfy VAX[S. This
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could never happen if @[S were ranked above WX [S]:

CORR-0 < 0 | SAME[Y] | WAX[Y]

iz (@) kumpha; ?-kumphd;? *
(11) @ phé phé

(b) kumphd;-kumpha;? *1

(c) kumphdg;?-kumpha;? *

The correct output is admitted, however, by a grammar in Wwhiax[S dominates

SAME[S]:

CORR-G « 0 | WAX[Y | SAME[Y

(2) kumphd; ?-kumpha;? *

(12)
= (b) kumphd;-kumphd;? *

(c) kumpha;?-kumphd;? *1

These rankings, of course, assume that the reduplicatiostreaction has as its daugh-
ters two identical instances of the same stem and that afeyetices between the two
conjuncts must be due to the cophonology associated witrethglication construc-

tion. These relationships may be diagrammed as follows:

(13) [kumphd-kumphd?] (g, generality

T

/kumphd?/iF  /kumphd? /g
As mentioned earlier, there is a different way of lookingw@tlsconstructions. We
could actually assume that the cophonology associatedradiiplication construction
is exactly the same as that associated with the co-compegmodinstruction and that
the differences between the two conjuncts is due to diff@ernn subcategorization
rather than unfaithful mappings at the level of the redwtian construction. Diagram-

matically, we can represent this construction as in (14):
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(14) [kumph6-kumpha?] [F-+contempt

T

Jumnphi?/ g /kumph6/ - ecng
|
/kumphd? /g

There are advantages of both views of this constructioryghailtimately it will be
seen that the first is preferable. The second option has tomeend it the fact that
only one cophonology is needed to accommodate both echupliedtion and co-
compounding. Since these two constructions are clearbtae)] this is a desirable
result. This model also makes this type of reduplicationrackaser parallel to other
types of reduplication discussed at length in Inkelas antd(Z605). The first option,
however, captures certain generalizations that the secusgks. First, the “shallow”
model captures the fact that both ordering and alternatiakenmeference to the re-
lationship between the tonic vowels of the two conjunctslationship that is easily
captured through the constrainb€r-d < 4. In order to compel the change in vowel
quality in an input-output relationship, it would be neaysto invoke some special
type of faithfulness (which may be needed in other placesjsbunnecessary here).
This type of analysis also allows us to avoid positing anyirgiems that do not exist
as free forms. Of course, Inkelas and Zoll (2005) have argeeguasively that such
bound intermediate forms are not uncommon in reduplicatldowever, the shallow
analysis of echo-reduplication in Jingpho would allow uavoid that issue altogether.
The shallow analysis allows us to avoid multiplying enstieboth in terms of lexical
items and in terms of constructions.

An important question remains, however: what explains titene of the apparent
“fixed segmentism” associated with this construction? Wyhie unfaithful vowel
always b/ or /a/? We may state a possible explanation of this fact inforyn&uppose

that, other things being equal, more sonorous vowels afferptge to less sonorous
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vowels (in the head position, at least). Since the most sasovowel is 4/, then it
is preferred as an output whenever this is feasible. Thigasible exactly when it
produces a difference in the sonority of the tonic vowelshef two conjuncts. When
the underlying vowel in the stem ig// then this cannot help and the output must be the
next most sonorous option. In other words, this is a claEbmance-back effect. The
next most sonorous vowels are the mid vowelsahd b/. The most difficult question,
in this case, is whydl is always chosen above/ Avhen the input is not rounded and
apparently not back. The stipulative response must be ¢has enerally better in
terms of markedness (relative to the cophonology undeudsson) thand/.

We may formalize this as follows: there must be some comgti@pPmosT S that
is dominated by S8ME[S]. There are also low-ranked constraints *e and *o (standing
in for a range of featural markedness constraints) with “migating *o. The ranking

works as follows (counting violations ofdPMOST S only for tonic vowels):

‘ H CORR-G « & ‘ Wax[9 ‘ SAME[S] ‘ TopmosTY | *e | *o ‘

(a) kumphg; ?-kumphd;? *|

(15) = (b) kumphd;-kumphd;?

(c) kumphd;-kumphd;? * * *|
(d) kumphi;-kumphd;? *| *x
() kumphg; ?-kumphd;? *

‘ H CORR-G « & ‘ Wax[S ‘ SAME[S] ‘ TopmosTy | *e | *o ‘

(a) kdmjijn-kdmjijn *| *kkk

* *kk| *

(16) (b) kdmjijn-komjéin

(c) kdmjijn-kdmjéin *| ok *

w (d) kdmifjn-kdmjdin * o

(e) kdmjin-kdmjin *|

There are a number of details not resolved in this analys@uding the alternation
between zero and glottal stop that is found in certain forondyetween palatalized
and non-palatalized obstruents in others. However, thresetation should be suf-
ficient to show both the fundamental unity of and the impdrtéifierences between

co-compounding and echo reduplication in Jingpho.
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Were we to speak of constructions in terms of inheritanceahtbies, we could
view both the co-compound @@ omP) and echo reduplication&ORED construc-
tions to inherit from a common ancestor, which we might catlUBLE. Inherent in
double are a number of ranking declarationsoR®-G « & > WAX[S], SAME[Y]
> TopPMOSTT], *e, and *o, and possibly *e> *0. CoCoMP adds a ranking state-
ment to the effect: SME[S > WAX[S]. ECHORED, in contrast, adds the statement
WaAX[S] > SAME[S]. Thus, in adopting our “shallow analysis” of this constran,
we do not really lose the generalization regarding the sirtyl between ©Comp and
ECHORED. Instead, we locate this difference in terms of contradjctalditions to a
constraint hierarchy inherited from the same source.

It cannot escape notice that the Jingpho echo-reduplitatimstruction is very
much like its English analogue: in both constructions, #lative ordering of the two
conjuncts is variable; and in both cases, the criterion figrmation and ordering ap-
pears to reside in the realm of vowel height or sonority. Wk maw look at a rather
different case, namely that of Jingpho. It is similar to Eslgand, to a lesser extent,
A-Hmao) in that the first conjunct always has a tonic vowel tsahigh. However,
the quality of this vowel alternates and it is these alteomstthat provide additional

evidence for the nature of phonological scales.

6.3 Eastern A-Hmao

6.3.1 Phonological patterning in Eastern A-Hmao reduplicéion

In Eastern A-Hmao, a dialect of A-Hmao that has been discuss€hapters 3.2.2—
4.2.2 above, there is an echo reduplication constructicspaofe interest (already al-
luded to in 85.1.2.3). In this construction, described byng/and Wang (1996) and Li
(2003), there is a requirement that the tonic vowels of thedwanjuncts differ in qual-

ity. The vowel of the second conjunct is the same as the widgnrowel. The vowel
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of the first conjunct, however, must be a high vowel. Therefawe high vowels in
Eastern A-Hmao/i/, /y/, /w/ (actually i]) and /u/, but only 4/ and {1/ appear in this
position. The algorithm that determines which of these towels will appear is quite
simple. If the rime of the tonic syllable contains no roundegments underlyingly, the

rime of the first conjunct will b&i/, as shown in (17):

(17) No rounding in rime of tonic syllable
a. pidntsi1  ‘butterfly’ piIntsul - piintsi1 ‘butterflies, etc.
b. kilto] ‘horn’ ki'ltul - kilto] ‘horns of all kinds’
C. almaY¥ ‘eye’ almul - almay ‘eyes, mouth, and nose’
d. alphal ‘ingredients’ alphul- alphal ‘vegetables, tofu, etc.’
e. lilfail  ‘plowshare’  lilful - lilfail ‘plowshares, etc.’
f. killawr] ‘strip of cloth’ killul-killamr]  ‘strips of cloth and such’

If rime of the tonic vowel in the second conjunct is the singggmentu/, then its

counterpart in the first conjunct will consist of the segmi@htis show in (18):

(18) Only /u/ in rime of tonic syllable
a. alnduY ‘side’ alndil - alndul ‘thereabouts’
b. kiftud ‘ridgepole tree’ kiltil-kidtud  ‘ridgepole trees, etc.’
c. lidqul  ‘bull lilgil - lifqul ‘bulls of all kinds’
However, if the segments underlying the tonic vowel inclagdeunded segment but are
not i/ alone, then the tonic vowel of the first conjunct can be eitideor fu/, with /i/
being somewhat more common, but with both forms being altbineall cases (Wang

and Wang 1996) as shown in (19):
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(19) Tonic syllable rime is not /-u/ and contains rounded segment

a. altshy ‘cat’ altshil - altshy | ‘cats’
altsfu’l - altshiy id.

b. pilteol ‘pimple’ pilteil - pilteol ‘pimples, etc.
pilteul - pilteol id.

C. aiphey] ‘basket’ alphil - a{phey] ‘baskets of all kinds’
alphul - aiphey'l id.

d. aintsaud ‘tree shadow’ alntsul - aintsau- ‘shade’
aIntsi| - adntsaud id.

e. aindlhau! ‘leaf’ alndlil - adndlhau” ‘leaves, etc.’
alndlul - adndlfiau!  ‘id.’

f. aindzhau! ‘mouth’ alndzul - adndzhau1 ‘checks, noses, etc.
alndzil - adndzhaut  ‘id.

g. pilndzauy ‘demon’ pilndzul - piyndzaul ‘spirits of all kinds’

piIndzi - pi\ndzaul

id.

The most immediately obvious fact about this pattern of pfidation is the avoidance
of identity between the tonic vowels of the first and secongucts, where the vowel

in the second conjunct is always faithful and that in the @istjunct is always unfaith-
ful. The second obvious fact about reduplication in A-Hmathat there is a three-way
patterning of anti-identity relationships in the languag@mes with no rounded ele-
ment pattern one way, those withi/ pattern another way, and those with a rounded

element but which are ngtu/ pattern in yet another way.

6.3.2 A-Hmao reduplication as a scalar phenomenon

It is easy to view this set of alternations as the result of eafi2AU constraint on some

scale over the rimes of A-Hmao. The scale would have theviatig structure:
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(20) U ={i, w, o, a, ai,aw} < {y, o, ey, au} < {u}

This scale is rather surprising in that, while it follows eopletic dimension, it is not a
dimension that is easily expressed in features and is ngrtaot a type of relationship
that has been encoded in earlier scalar proposals. Thedfasis scale seems to be
relative similarity to/u/, with /u/ on one end, rimes completely lacking rounding on
the other end, and intermediate cases in the middle. Thesadds generality to the
observation already made with tonal examples that phombgcales can be very
flexible (and, in extreme cases, arbitrary).

The basic requirement imposed by the construction is thatwo tonic vowels
not be at the same point on ti& There are relatively low-ranked constraints that
distinguish betweerii/ and /u/ and it is the fact that these constraints are variably
ranked (probably because there is relatively little evagefor their exact ranking) that
produces the variation observed on the surface.

The fact that the tonic vowel in the first conjunct is alwaythei /i/ or /u/ is
due to the existence of another scale and ax\&onstraint on that scale, this scale
dividing “true” high vowels from non-high vowels. By “trudiigh vowels we refer to
the vowels that are [+high] and in which [back] and [roundiesg(meaning that they
are not slightly centralized lik¢y/ and /w/. The relevant scale, which we could call

S, has the following structure:
(21) S=/{a,ai, au, au, o, ey, o, y, wr} < {i, u}

This scale basically encodes the fact thidtand /u/ have a special status. Addition-
ally, there must be a very high-ranked constramgNT-V 5 that prevents unfaithful
mappings between the input and output features of word+maels. Let us now look

at an implementation of this idea.
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6.3.3 An analysis of A-Hmao echo reduplication

There are very interesting tonal patterns in Eastern A-Hradaplication, but since it
is the segmental alternations that tell us the most aboildsead constraints that refer
to them, we will confine our analysis to this aspect of the trmietion. This choice has
been made, in no small part, because an analysis of the tattaftms requires making
reference to the tone sandhi patterns of A-Hmao at a much deiedled level than is
described in 84.2 above.

An analysis of the vocalic alternations in A-Hmao redugimais both quite simple
and strongly illustrative of the need for phonological ssand anti-identity constraints
that make reference to them. The nucleus of this analysialreasdy been presented in

6.3.2. We start out with the following ranking statements:

(22) a. MRR-0 < 0> *PLATEAU[U],
b. IDENT-V g, > *PLATEAU[U], WAX[R], *[+round], *[-round]

C. *PLATEAU[U] > *[+round], *[-round]

We know, by the nature of the analysis, that *[+round] anddi{ind] are variably
ranked relative to one another. Because we have alreadyvelseow @RR-G < 0
functions in contexts of this type in earlier examples, thitive ranking of that
constraint will be ignored in the tableaux. The relativekiag of Wax[S§ and
PLATEAU[U] cannot be determined based upon the available data. Isdsthé case

that an additional constraint is needed to rule out cerfa@tial cases:
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(23) Tableau for pidntsid ‘butterfly’

pidntsid IDENT-Vgi, | *PLAT[U] | WAX[S | *[+rnd] | *[-rnd]
< (@) pilIntsy;] - piintsijd * * *
(b) pilntsijT- piintsij4 * *1 *
< (c) pilntsoj] - piintsij1 * * *
(d) pilntsu;1 - piintsojd *1
(e) pilntsu;j1 - piintsy; *1

In cases where it is not possible to change the “height” offitise vowel in order to
satisfy WAX[S], it is no less harmonic to lower the vowel. This case needsetaled
out by adding an additional constraint (actually alreadglied by the proposed inven-
tory of scales, but not shown overtly in the ranking up to ffoint). This constraint,
SAME[S], may be ranked at any point in the hierarchy (assuming iarked above

such other unnamed constraints asf)S)).

(24) Tableau for pidntsid ‘butterfly’

‘ piintsid H IDENT-V4, | *PLAT[U] Wax[9 ‘ SAME[S] | *[+rnd] | *[-rnd] ‘
= (@) pilntsy; |- pidntsij * * *
(b) pilntsij 1 - pidntsij4 * *| *
(c) pilntso;j] - pidntsijd *| * * *
(d) pilntsuy;1- pidntso; *1 *
(e) pilntsy; 1 - piintsy;d *1 *

Given this ranking, the unambiguous cases are easily gexetzased upon logic that

has already been explored:

(25) Tableau for li'lfail ‘plowshare’

‘ li'fail H IDENT-V4,, | *PLAT[U] Wax[9 ‘ SAME[S] | *[+rnd] | *[-rnd] ‘
w (a) lilfu;] - lilfai; ] * * *
(b) 1i7fi; | - 1iJ faii | *| * o
(c) 1ilfau;] - liJfai; *| * *
(d) 1ifai;J - liJfai;J *1 * **
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(26) Tableau for alnduY ‘side’

‘ aIndu H IDENT-Vy,, | *PLAT[U] Wax[9 ‘ SAME[S] | *[+rnd] | *[-rnd] ‘
w (@) alndij1 - alnduj\ * * *
(b) aTndy; 1 - alnduj\ * *| *x
(c) alndy;1- alndu;\ *| * *x
(d) alndi;1- andu;\ *| * *x
(e) alndy;1- adndij\ *| * * *

As we have said before, the variation betwégehand /u/ is simply the result of vari-
ation in the ranking of the constraints *[+round] and *[-ral] (for which there would
be little evidence elsewhere in the language). The restittiocan be exemplified as
in (27) and (28). In (27), *[+round] dominates *[-round], av@ng that/i/ is preferred

over /u/ as the “fixed segment”:

(27) Tableau for a'ltsfiy ‘cat’

‘ altshy H IDENT-V4,, | *PLAT[U] Wax[9 ‘ SAME[S] | *[+rnd] | *[-rnd] ‘
w (@) altghiij 1 - altshiy; ] * * *
(b) altgfiu;1 - altshy; ] * |
(c) altsfiuy1- altshy; *| * *
(d) altgfiy;1- altshy;] *| *ok

However, when *[-round] dominates *[+round], as in (2B)/ is preferred abovéi/:

(28) Tableau for a'ltsfiy | ‘cat’

‘ altgfiy H IDENT-V4,, | *PLAT[U] WaX[S ‘ SAME[S] | *[-rnd] | *[+rnd] ‘
(a) altshiij 1- altshy; | * *| *
w (b) altsfiui - altgfiyi ] * pe
(c) altsfiuy1- altshy; *| * o
(d) altgfiy; 1 - altshiy; *| *k

Thus, this grammar—with the assumption that variation & sult of coexisting
grammars that differ in small ways—is able to model the wisde of patterns. It
is able to do this using only mechanisms that have been ntetiviar other phenom-
ena, adding to the body of evidence that human phonologiaatigars share important

properties with Structural Optimality grammars.
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6.4 Conclusion

Reduplication constructions are crucially important ia Hrgument for logical scales
and Structural Optimality in that they show that the sameimery of constraints used
to model ordering effects (and even tone sandhi patteresthkse in Jingpho) are
also needed to account for segmental alternations in otivgexts. This is important
because itillustrates the logical scales are not in any waddhoc mechanism invoked
only to account for a limited number of exceptional phenomerather, the evidence
for the presence of this type of relationship in the gramnadrianguage is nearly
ubiquitous and phonologists have failed to notice this,aihis point, simply because
there was not yet a theoretical lens through which they ceakl them. This work
generally, and no less this particular discussion of radapbn, are the first step to
remedying this problem. It can now be seen that there are &ewéinge of phenomena
that are driven by this grammatical mechanism.

In the case of Jingpho echo reduplication, and maybe Engb$hut-reduplication
as well, the same constraints produce alternations botlowelquality and linear
order, relating two functions of scales that have been obseearlier. These scales
mirror the well-known sonority scale. However, the examiptan A-Hmao shows
that scales can categorize types in far more flexible waythdhparticular case, there
appears to be a scale over vowels or rimes dividing them digpto their “roundness”
or their similarity to/u/. Both of these cases illustrate the existence of anti-igent
constraints, undermining versions of Optimality Theorgtthest upon the idea that
all unfaithful mappings are markedness reducing (see alst).8In this way, scalar
effects in reduplication are a fitting conclusion to this lexation of logical scales
in phonological representation and the novel way of loolkahghonology that they

encourage.
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Chapter 7

Conclusion and Directions for Further Research

dAAn 06Ea NAiov, nal G d6Ea

oelvng, ®al BAAN 065 doTépv:
Q0T YOQ GoTéQOS drapépel €v OGEY.

1 Corinthians 15:41
Paul of Tarsus

This chapter consists of a review of the findings of this st{na\g7.1) followed by
a presentation of several questions that have not beenifuthis work but which are

important avenues to be pursued in later investigation§{ig).

7.1 Conclusions

This study has had both a theoretical and an empirical coergonWhile the theory
presented in Chapter 2 might seem to be highly rarefied anefaoved from actual
linguistic phenomena, the remaining chapters have dematedtthat this is not the
case—the theoretical findings reported in that chapter haea shown to have impor-
tant grounding in the empirical domain. | will now review tempirical phenomena
that have been discussed in here, along with their theategtationship to Structural
Optimality in 87.1, then discuss how these specific findingartupon the whole en-

deavor of theoretical phonology.
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7.1.1 Empirical phenomena and analyses

In general, it would be possible to divide the types of phogalal phenomena dis-
cussed in this paper into two types: alternations and plogiedlly-driven morphotac-
tics. In the first category could be placed the chain shifts @rcle shifts discussed
in Chapters 3 and 4 as well as some of the sound patterns iplieation discussed
in Chapter 6. Into the category of phonologically condigdmmorphotactics would go
the coordinate compound ordering effects collected antyaea in Chapter 5 as well
as some other effects in reduplication (in English and Jwypliscussed in Chapter 6.
This turns out to be a false dichotomy, however, becausesahteresting overlap that
exists between reduplication and coordinate compoundimdjpetween the constraints
that govern the sequence of conjuncts and the constramit$rifpger segmental alter-
nations. The case of Jingpho shows quite cogently how tleeb@iween reduplication
and compounds—and between ordering and alternation—iffieuttiand probably
unnecessary line to draw. Instead, then, | will talk aboetrilevant phenomena one
by one.

Of the phenomena treated by this dissertation, chain shitigorobably the best
known and most widely discussed. They are the bread andrmitte certain class
of historical linguists (Grimm’s Law, the Great English Velashift, and a huge set of
similar shifts). However, they have presented some intieggproblems for synchronic
phonological analysis. Capturing chain shifts as unifiedn@mena, both within a
particular shift, and across chain shifts as a class, hasdifecult. This is true, in no
small part, because chain shifts may come from a varietyftdrdnt sources (see e.g.
83.2.1.1, 84.1.6) and because chain shifts that were atlgigrounded in phonetics
may become quite arbitrary phonetically. Structural Optitg proposes that true chain
shifts, whatever their origin, involve the traversal of ale¢driven by a single constraint

(HIGHER). It thus delineates chain shifts from other types of codeezling opacity.
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It also allows chain shifts to be treated as unitary processgle uniting chain shifts
generally as a singldnd of process. This is not all, though: in motivating the coaisir

HIGHER, chain shifts open the way to an interesting analysis of lbottle shifts and
co-compound ordering effects.

Circle shifts have received a great deal of discussion secatithe fact that is has
always been difficult to give a convincing analyses of themetler in rule-based the-
ories or constraint-based theories. A large number of tig@®rs have tried to remove
this type of phenomenon from the realm of phonology propéetiver by pointing out
its (supposed) extremely confined distribution, arguirag this the result of a morpho-
logical process of allomorph selection and not the resulhefphonological grammar,
or denying that such circles are phonological altogethieesg three lines of argumen-
tation have been made to appear more convincing by the faicptionologists have all
but ignored the diversity of circle shifts that do exist amhcentrated almost exclu-
sively on the tone circles in two closely related dialectSo@ithern Min (Chinese), one
from Taiwan and one from Xiamen (on the mainland). Chaptenagived that circle
shifts are actually far more diverse than this single-mihdencentration on Xiamen
would suggest, that circle shifts developed independemthyumber of times within
Southern Min dialects and that they also exist in two gedgcahly distant languages
in Southeast Asia, namely A-Hmao and Jingpho. This is pavexsfidence that such
alternations cannot be dismissed as a marginal phenometionabearing on phono-
logical theory generally. In Structural Optimality, ciecthifts are predicted to exist.
In fact, a different permutation of the constraints needegenerate a “normal” chain
shift will produce a circle shift of the type found in many Minalects. This provides
additional evidence for the necessity of thesHER constraint, which, in turn, gives
a firmer basis for HGHER'S string-internal analogue, namely,A¥. Somewhat dif-

ferent rankings characterize the bounce-back effectsdfanmA-Hmao and Jingpho.
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These patterns provide evidence farb(a scale-referring, input-output, anti-identity
constraint) and for MWAX (a scale-referring string-internal directional faithfaks
constraint).

The existence of the Wk constraint provides a ready explanation for why certain
morphotactic generalizations in co-compounds should.eXike co-compounds that
are studied at greatest depth in this work are of the “gelzergl type and are, as
| demonstrate, part of a much broader continuum of phenorti&ataange from the
dvandvacompounds found in Indo-European, Dravidian, Japaneskany other
language families, to the echo reduplication construstibat are found widely in the
languages of Eurasia (at least from the beginning of theihéstl era). Included in
this continuum are also the irreversible binomial congtams that are so common in
English and other European languages but which are found afiéld as well. All
of these types of constructions are shown to allow some degfr@honological in-
fluence upon the linear sequences of their conjuncts. Haw#we strongest effects
discovered in our survey (outside of the effects in echaypédation, which are treated
in greater detail later in the study) are found in the “gel&ray” co-compounds of
East and Southeast Asia. These effects can be driven by \epvadity or tone (and,
possibly, the laryngeal features of consonants). They aanfrom the weak ordering
effects in Chinese and Lahu, which are really just statitticases, to the very strong
ordering effects of Jingpho, Tangkhul, Hmong, Qe-Nao, aneXipng. A constraint
equivalent to WX appears to motivate these ordering generalizations. Tée ch
Hmong (Mong Leng), treated in particular detail, demorissahat there may be cor-
respondence relationships between more than one pair wiipeat positions in a sin-
gle language and provides a striking confirmation for thellohconstraint-governed,
string-internal correspondence proposed by earlier tigeors like Walker (2000a,b),
Hansson (2001), and Rose and Walker (2004). The upshotofitbcussion is that
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the phonological constraints governing phonologicallgdiioned morphotactic con-
straints are the same as those governing better-known fggoa phenomena and that
phonological theory cannot ignore the evidence providethi® structure of phonolog-
ical representations and grammar by these effects.

This point is made even more forcefully when it is examinedight of various
segmental alternations in reduplication constructiomas #itho the same set of princi-
ples seen in co-compound ordering effects. In the EnglishJargpho cases, ordering
effects are accompanied by the selection of segmental izlatieat will satisfy WAX
constraints. In the case of Eastern A-Hmao, the case foigsinternal correspondence
is made in a different context, as is the case for anti-igmMlOPLATEAU, the string-
internal analogue of BF is motivated by an effect that demands difference, in terms
of location on a three-point scale, between two correspadowels. Thus, these phe-
nomena not only demonstrate the essential identity bets&gg-internal constraints
that determine the sequence of conjuncts in co-compourttisaro-reduplication con-
structions, they also show that the constraints that dda&as input-output alternations
drive output-oriented scalar alternations as well.

One of the great strengths of Structural Optimality, froneeapirical point of view,
is that it allows a wide variety of phonological phenomenat thave typically been
viewed as unrelated to be seen, instead, as the result opératmn of the same small
set of phonological constraints in conjunction with a ssagimple, representational
device. However, Structural Optimality and the empirida@pomena that motivated it,

have much deeper implications for phonological theory tiigs

7.1.2 General theoretical implications

Structural Optimality is at once a return to some very tiaddl ideas about phono-
logical theory and a radical rethinking of the concepts tiate governed generative

phonology. In a deeply ironic way, the most traditional asp# the theory is also
296



the aspect that distinguishes it most sharply from the ideaisdominate phonology
at the time of writing. As discussed in 81.1.1.1, the impoc&of phonetic substance
and “naturalness” in phonological grammars has grown dtigaily since the early
1970s, though acceptance of this line of thought has pregdegradually and accep-
tance of it has never been universal. This dissertationeaunls presents a markedly
structuralist view of phonology in which the role of phometubstance is far removed
from the grammar itself and the relationship between phagiobl grammar and its
phonetic instantiation is seen largely in terms of pattémanguage learning and lan-
guage change. The motivations for this position, howevernat primarily theoretical
or philosophical: it is advocated in this study becauseanipirically necessary. There
are phonological phenomena that demand analyses in s@latather than substan-
tive, terms. This study is an attempt to provide a frameworlkahalyses of this kind.
The representational primitives through which structumationships of the
logically-grounded type are established in this studyreaey relationships, differing
from the binary and primitive relations that have been madely accepted in gener-
ative phonological theory. While earlier scholars haveuadyfor scalar features, and
while the evidence for such relationships continues to mdaw if any scholars have
argued for the type of scalar relations—independent oftanloe—that have been ad-
vocated in this study. The somewhat counter-intuitiveorotif scales as simple logical
orderings rather than substance-grounded relations twtri® be a productive one.
The resulting machinery, while very simple, adds a great dégower to the
phonological grammar, and this will doubtless raise camean the minds of some
phonologists, since it appears to undermine the findinggaats of much of contem-
porary phonological theory. After all, if phonological asbns can exist independent
of phonetic substance, many of the proposed universalsonglbogy can hardly be

products of universal grammar as previously assumed. Hemvévis equally possi-
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ble to view this kind of development as a liberation. Subtstartendencies can still
be investigated, but can be investigated in terms of theiseain language acquisition
and language change. The pursuit of grammatical univensalaot been abandoned—
instead, the phonologist is presented with a far more biehgtammar where the gen-
eralizations and constraints are deeper and more profotlihd. effect of this move
will be to tie phonological grammar far closer to morphola@gd syntax. This change,

then, is not something to be feared but to be welcomed.

7.2 Remaining Questions and Directions for Further Reseait

A single study cannot address all of the questions that segiand this study has
raised many. Some of these questions involve the empirasgipilities predicted by

the theory and others, questions about they propertiesedh#ory itself.

7.2.1 Bias toward Southeast Asian tone

Once interesting fact about the case studies that have besenped in this work is that
a disproportionate number of them have involved tone andntiwst of the remaining
cases have centered around vowel quality. Also, of the tasds that motivate the use
of scales, the great majority of those seen in this studyrare & few language families
in East and Southeast Asia. It is worthwhile to ask why theasds should exist. One
simple explanation would be to look at the backgrounds atetests of the author.
Since he is above all a Southeast Asianist and a tonologistnot unreasonable that
he should draw examples from languages and phenomena with vk is familiar.
By the same token, however, it might be supposed that higeisttén these patterns is
motivated precisely by the fact that they are present in dnguages he has studied
most closely. The question of the bias, then, should be figagsd. If there is a bias,

in the distribution of these phenomena, towards Southesist, hen it is important to
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discover why.

Some answers to the bias question present themselves anldl $feoexamined
more closely. It is not difficult to observe that it is far ea&sio conceived of vowels
and tones in terms of phonetic continua than it is to concefv@nsonant place and
manner. Both vowels and tones, too, show a great deal of iaich“mobility” in
some language families. This mobility and sensitivity totpeations, as suggested
in this study, could contribute to the formation of chainfishas well as the loss of
grounding of such shifts and tonally-driven ordering effecSince Southeast Asian
tones, existing in large inventories in tightly-packed péic spaces, are especially
prone to changes of this kind, it does not seem unreasornfati¢htese effects should
be most common in those languages. However, it is not easyplaie why certain
languages, particularly Viethamese those in the Daic fgmihy have relatively large
tonal inventories with little evidence for tone sandhi aeglaxiated chain shifts, or even
co-compound ordering effects.

In terms of the areal bias, a broader search for scalar phem@may well uncover
a much broader range of these patterns in different aredsiagdage families. Indeed,
there are a number of interesting scalar patterns founddeuts Southeast Asia that
have not been addressed in this study. The case of EsimbiVmight transfer (Stall-
cup 1980; Hyman 1988; Walker 1997) is especially intergséind should have great
implications for the theory of Structural Optimality. Foer research will doubtless

turn up more cases of similar interest.

7.2.2 Logical scales and other features

It seems likely that the Esimbi case, which appears to shevebfeatures behaving as
autosegments, will raise a question about Structural Cglitiynthat has already been
broached in the case of Jingpho tone sandhi: what is theaesuip between logical

scales and autosegmental features, or features in otheragecal relationships? On
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the one hand, it appears that logical scales should reptamesntional features alto-
gether since they seem to perform a similar function. On therchand, this would
result in the loss of a large volume of work that has accuredlatound autosegmental
phonology and its descendants.

This issue may not be intractable. Features in earlier ttraigst theories cor-
responded to categories. Starting in generative theaaiss,reaching full flower in
autosegmental phonology, was the conception of featurastaal entities—not char-
acteristics of phonemes, but pieces from which segments e@nposed, and which
could have an existence independent of individual segmémntStructural Optimality,
it is possible to view representations as divided betweditieshand properties, where
scales are (sets of) properties and autosegmental feaseggaents, syllables, and so
on, are entities. Logically, scalar relationships are [wads which may or many not
be true of entities, and entities are actual “things.” It ntlagn be possible to derive
binarity from privitivity by means of scalar relationshjpallowing the reduction of
phonological features to one to and reducing the apparenndancy that exists be-
tween logical scales and the featural components of repiasens. This set of ideas

deserves further thought and consideration.

7.2.3 Formal properties of Structural Optimality

Speaking more generally, it is important that the formalparties and implications
of Structural Optimality be investigated at greater deptitil recently, the formal
properties of conventional Optimality Theory were not Wydexplored, but this line of
research has accelerated, and now it is clearer what Ojgmiakeory really “means.”
The same treatment ought to be given to Structural Optiynadibrder to determine
what kinds of languages Structural Optimality can genesakeat kinds it cannot gen-
erate, and how a Structural Optimality grammar and the apeoiying generalizations

can be learned algorithmically.
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7.2.4 Scales outside phonology

Even knowing what Structural Optimality is like as a formgstem does not answer
a much larger question, which regards the relationship &etvscalar representations
and constraints in phonology and other aspects of languagerphosyntax, seman-
tics, and pragmatics. While scales and hierarchies of warkinds have been invoked
in explaining phenomena in these domains, it is not immedbiaiear how the scales in
Structural Optimality relate the-ary relationships in other parts of the grammar. Once
this is understood, it may be possible to establish theioglaf phonology to other as-
pects of grammar more closely than before, and to see—ingdbgical phenomena—
the play of general patterns in grammar in a way which was matipusly possible.
Should this research agenda bear fruit, it would be possiliace phonology far more

securely in the realm of grammar than before.
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