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Abstract

Permittivity sensing has wide applications in a variety of industries such as petroleum, agri-

culture, food production, etc.. The complex permittivity serves as an effective indicator of the

valuable information of the sample material such as their constitute, moisture or quality, which

are critical in the process of product development, production, and treatment. The nondestructive

nature of the permittivity sensing makes it highly cost-effective and enables it for real time ma-

terial characterization. This calls for the adoption of CMOS technologies to achieve a high level

of integration of signal processing capabilities for cost-effective and ubiquitous applications with-

out sacrificing precision and accuracy. Therefore, numerous works featuring CMOS permittivity

sensor have been developed. Among all aspects of CMOS permittivity sensing systems, high res-

olution sensing is of particular importance, which enables CMOS sensing in applications such as

high precision biosensing, precision medicine, etc. High resolution sensing enables high throughput

measurement, capturing fast process in real time, etc. To achieve high resolution, the prior art

focuses on two key aspects: permittivity sensor’s sensitivity boost and system noise reduction.

In the optical community, ultra-high sensitivity is achieved by utilizing resonator based sensors,

whose resonant frequency is shifted by the permittivity of different MUT’s. Sharp curvature and

steep slope of the transmission coefficient of the high Q resonator sensors result in high sensitivity.

Whispering gallery mode (WGM) resonators show particularly high sensitivity due to its high Q

and the strong field interaction with the MUT’s. However, the expensive and bulky tunable optical

sources and the limited signal processing and readout capabilities severely constrain the applica-

tions of the high sensitivity optical sensors.

To advance the state of the arts of the high resolution permittivity sensors, this dissertation dedi-

cates to the theory, design and implementation of sub-THz WGM resonator based CMOS permit-

tivity sensor. Thanks to its short wavelength, the WGM resonator sensor at sub-THz possesses

a compact form-factor, achieving a high level of integration with the CMOS transceivers (TRX).

Like its optical counterparts, the compactness of the sub-THz sensor also enables high sensitivity

detection while requiring a smaller amount of MUT samples than sensors working at GHz frequency

range. The CMOS TRX generates the sub-THz signal to excite the WGM sensor and readout the

signal to obtain the permittivity information.
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The dissertation analyzes the EM mechanisms of the WGM resonator sensor, including the loss

analysis and coupling condition analysis, lays theoretical foundations for the sensitivity optimiza-

tion for high resolution sensing. A novel mechanism to detect complex permittivity using the

WGM resonator sensor is proposed for the first time in the permittivity sensing and resonator

sensor community. A low power permittivity sensing system at 160 GHz is prototyped to verify

the permittivity sensing capability of the WGM resonator sensor integrated with the CMOS TRX

IC, which demonstrates a permittivity sensing resolution of 0.098 for a integration time of 10 us

with a power consumption of only 9 mW. A high resolution complex permittivity sensing system

at 160 GHz is implemented that adopts a band-stop WGM disk resonator based sensor structure

and multi-fold noise suppression techniques, which demonstrates a record of 0.05% complex sensing

resolution within 14-us integration time and consumes 54 mW of DC power.

In the process of designing the high resolution permittivity sensing system, mathematical deriva-

tions are developed to predict the noise suppression effect of the three noise reduction techniques:

the phase noise suppression by the coherent phase noise cancellation, the flicker noise suppression

by the chopping scheme and the thermal noise suppression by the integrator. Since these three noise

reduction techniques are commonly used in sensing / imaging systems, the developed derivation in

this dissertation can be readily applied to predict the noise suppression effect numerically and to

guide the design of the noise reduction circuitry.
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CHAPTER 1

Introduction

1.1. Permittivity Sensing

Permittivity is an important property of a dielectric material, describing the material’s interac-

tion with the electric field inside and around it. One of the most universal origins of the permittivity

property of a material is the electrically polarized and bounded particles that constitute the dielec-

tric material, as shown in FIGURE 1.1. These particles respond to externally applied electric field

and stores and dissipates electric energy during the process.

A dielectric material’s permittivity ϵ is generally complex, which can be expressed as

ϵ = ϵ′ − jϵ′′. (1.1)

The real part ϵ′ corresponds to the material’s capability of storing electric field, and the imaginary

part ϵ′′ corresponds to the material’s loss [3]. To simplify analysis numerically, permittivity can be

normalized by free space permittivity ϵ0, resulting in relative permittivity ϵr

ϵ ≡ ϵ

ϵ0
= ϵ′r − jϵ′′r (1.2)

As a macroscopic description of material properties, permittivity’s ties to numerous microscopic

processes can give important information of the material under test, such as material type, purity,

humidity, temperature, quantity, etc. In addition, these processes also make permittivity depend

on the frequency of the externally applied electric field if the field is alternating with time. This

gives different materials their permittivity spectral fingerprint. Consequently, permittivity sens-

ing has wide application in various fields including material or mixture identification, biomedical

examination, agriculture, production control, etc. [4].

In general, permittivity sensing system comprises three parts – signal generator, sensor and

readout equipment. The signal generator excites the sensor with electromagnetic field so that the

1



Figure 1.1. Mechanism and origin of permittivity of dielectric materials.

field can interact with the material under test (MUT) at the sensor. Thereby, the sensor transduces

the permittivity of the MUT to some forms of electrical signal, be it change of intensity, time delay

or frequency response, etc. Finally, the readout equipment receives the altered signal due to the

field-matter interaction at the sensor and converts it to signals that are easy to display, process

and store. To achieve high precision measurement, it is required to have low noise excitation from

the signal generator, high sensitivity sensor, and low noise readout equipment. More specifically,

for a sensor that transduces MUT permittivity to a certain electrical signal s to be detected by the

readout equipment, the measurement precision of a sensing system can be evaluated by permittivity

sensing resolution, which is the minimum detectable permittivity change for the sensing system,

defined as

δϵ =
δs

Sens
. (1.3)

δs is the minimum detectable signal s for the readout equipment, determined by the noise per-

formance of the readout equipment. Sens is the sensitivity of the sensor, which is defined as the

amount of s change due to unit permittivity change of the MUT loaded on the sensor

Sens ≡
∂s

∂ϵ
. (1.4)

From Eqn. 1.3, in order to have good permittivity sensing resolution δϵ, it is beneficial to have

high sensitivity sensor and low noise readout equipment. Therefore, in order to improve sensing
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Figure 1.2. The frequency dependence of permittivity due to various microscopic
processes in dielectric materials.

resolution, research efforts are being focused on these two aspects, regardless the mechanism or ar-

chitecture of the various sensing systems. Existing permittivity sensing systems can be categorized

in two types based on their working frequencies – optical sensing based on optical systems and

radio frequency (RF) sensing based on electrical systems. They will be introduced and discussed

in the following subsections.

1.1.1. Optical Permittivity Sensing. The earliest permittivity measurement can be traced

back to the light refraction experiments. Through the study of light dispersion, it is observed

that light’s dispersion depends on the permittivity of the medium (or refractive index in optical

terminology). Hence optical is naturally the most developed field of permittivity sensing and

measurement. Combining with optic fiber technology, today’s optical permittivity sensor achieves

dominant sensing resolution thanks to its low loss resonators. Numerous optical devices are utilized

as sensor, such as optic fiber, ring resonator and whispering gallery mode (WGM) sensors [5] [6] [7].

The record-keeping optical sensors are based on optical resonators [8] [9] [10] [11] [12]. An optical

resonator’s resonant frequency depends on the permittivity of the surrounding medium. A typical

optical resonator sensor is shown in FIGURE 1.3, an optical spherical resonator coupled to a tapered

optical fiber [13]. The intensity of the light transmission has a valley at resonance wavelength

λr, and the resonant wavelength, or equivalently the resonant frequency shifts when analyte is
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Figure 1.3. Whispering gallery mode resonator based optical sensor.

captured by the accepters pretreated on the resonator surface as a disturbance to its permittivity

environment. δλ denotes the full width half maximum of the resonance, which is determined by

the loss of the resonator. The lower the loss, the smaller δλ reduces to. Extremely small frequency

shift can be detected if δλ is small enough. The low loss optic fiber technology enables very narrow

resonance, namely small δλ, hence low detection limit. [8] reports a sensing resolution to the order

of 1 × 10−7 ϵ′r from a microsphere resonator. [14]] reports a resolution of 1 × 10−6 using optical

coupler as a sensor. [9] [10] [11] [12] achieve resolutions of 10−3 − 10−6with ring resonator sensor.

However, optical sensing system requires bulky light source and detector. In addition, readout

device needs to convert optical signal to electrical signal for processing. These drawbacks limit the

wide deployment of optical permittivity sensors.

1.1.2. Electrical Permittivity Sensing. As another well-developed field, radio frequency

and microwave engineering provide mature platform for permittivity measurement. Moreover, per-

mittivity is a very relevant parameter of substrate and media in RF design. These gives strong

motivation to permittivity measurement at RF frequencies. Also, based on complementary metal-

oxide semiconductor (CMOS) technology, recent decades of RF integrated circuit (RFIC) develop-

ment gives electrical sensing systems further advantages in terms of cost and size in addition to

performance enhancement [4]. Sophisticated sensing system integrated on small silicon chips are

suitable to be applied in various industries and fields. Consequently, CMOS electrical permittivity

sensing has been a popular research area in the recent decades.
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Figure 1.4. Integrated capacitor of VCO as sensing element.

One important category of existing sensing system is voltage-controlled oscillator (VCO) based

[15] [16] [17] [18]. This type of sensing system merges the signal generator and sensor as one. The

interdigit capacitor in the VCO serves as the sensor. The MUT will be put on top of the interdigit

capacitor. Its capacitance is then a function of the MUT permittivity “felt” by the fringing field

between the capacitor’s fingers, as shown in FIGURE 1.4. Thus, the increase of MUT permittivity

will increase VCO’s capacitance, resulting in lower oscillating frequency. This mechanism applies

to LC VCO [15] [16] [18] as well as ring VCO [17]. The oscillation frequency will then be detected

by a frequency discriminator.

Unlike VCO-based sensing systems, other sensing systems have standalone sensors. The sensors take

forms of capacitor, transmission structure, or resonance structure. Capacitor’s admittance varies

with external permittivity and therefore can be detected [19]. Transmission structures such as co-

planar waveguide (CPW) have advantage of broadband sensing [20]. Resonant structures such as

split-ring resonator have advantage of increased sensitivity at cost of narrowed bandwidth [21] [22].

The sensitivity increase is based on an enhanced field-matter interaction boosted by a factor of Q.

Q is the quality factor of the resonator, describing the loss of the resonance

Q = 2π × energy stored

energy dissipated per cycle
(1.5)

Hence higher Q increases effective field-matter interaction [9].

Despite the versatility given by the RFIC development, electrical sensing at radio frequency has

mediocre sensing resolution due to the lack of high sensitivity sensors. This is because, unlike
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Figure 1.5. Terahertz frequencies on the EM spectrum.

optical resonators, conventional metal-insulator-metal microwave resonators suffer from higher loss.

Low loss resonators such as ring resonator has large dimensions at radio frequency, defeating the

advantage of compactness given by RFIC.

1.1.3. Sub-THz/THz Circuit and Systems. Terahertz (THz) frequencies sit between the

optical and radio frequency frequencies, as shown in FIGURE 1.5. A unanimous definition for THz

frequency range has not yet been reached. The strictest definition is 300 GHz – 3 THz, delimited

by the upper operating frequency of WR-3 waveguide [23]. Hence academic often refers frequencies

of 100 GHz – 300 GHz as sub-THz. Historically, sub-THz and THz are less used frequency range.

Its energy is too low for photonic generation, but too high for electronic generation, therefore the

name THz gap. However, recent millimeter-wave development in RFIC has been gradually filling

the gap [24] [25] [26] [27] [28] [29] [30] [31] [32]. The small wavelength and compatibility to

powerful CMOS technology gives sub-THz sensing systems unique advantages. [33] developed a

reflection-based measurement setup to measure the permittivity of material in sub-THz frequency

range. [22] made this solution integrated on a chip, utilizing the small wavelength of sub-THz signal.

Further, [34] built a complete vector network analyzer for permittivity sensing on a single chip.

However, the potential of sub-THz sensing is still far from being utilized. Like its successful optical

counterpart, high quality but compact sensor can be realized in sub-THz to achieve extremely

high sensitivity and therefore resolution. This makes sub-THz sensor a strong candidate to fill the

sensing resolution gap between optical sensor and existing electrical sensor, as shown in FIGURE
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Figure 1.6. Sensing resolution of record optical and electrical sensors.

1.6. FIGURE 1.7 below summarizes the features of permittivity sensor at RF, optical and sub-THz.

Based on the foregoing study, we propose a CMOS permittivity sensing system based on sub-THz

resonator sensor. The following chapters will discuss in detail the resonator sensor and sensing

system design in order to fully utilize the unique advantages of sub-THz permittivity sensing.

1.2. Dissertation Outline

This dissertation is organized as follows. Chapter 2 presents the fundamental EM theories of

the WGM resonator sensor and the DWG platform upon which it is built. The fundamental loss

and coupling mechanisms are discussed in detail.

Chapter 3 proposes a high sensitivity WGM disk resonator sensor structure, to be integrated

in a high resolution complex permittivity sensing system with CMOS TRX. The complex sensing

capability and the corresponding mechanism of the sensor are illustrated in detail. The optimization

of its sensitivity, and its detailed design, implementation, fabrication and packaging procedures are

also presented in this chapter.

Chapter 4 proposes a low power permittivity sensing system at 160 GHz. It features a band-pass

WGM ring resonator based sensor integrated with CMOS TRX operating at 160 GHz. The sensing

system can detect permittivity difference as small as 3× 10−10 for a integration time of 10 us with

7



Figure 1.7. Sensing resolution of record optical and electrical sensors.

a power consumption of only 9 mW.

Chapter 5 proposes a high resolution complex permittivity sensing system at 160 GHz. It adopted

a band-stop WGM disk resonator based sensor structure presented in Chapter 3. The TRX adopts

multi-fold noise suppression techniques implemented in novel architecture, which enables a high

SNR at the output of the system. The sensing system demonstrates a 0.05% complex sensing

resolution within 14-us integration time and consumes 54 mW of DC power.

Chapter 6 draws conclusions for this dissertation and lays out possible direction for future work.
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CHAPTER 2

Fundamentals of Sub-THz Whispering Gallery Mode Resonator

Sensors

In this chapter, the fundamentals of the sub-THz WGM resonator sensors are introduced.

Firstly, the rectangular dielectric waveguide which serves as the underlying platform for the res-

onator sensor, is introduced. Secondly, the operation of the WGM and its fundamental sensing

mechanism as a permittivity sensor are presented. Then, the theory of the coupling between the

resonator and the DWG and the loss mechanism of the resonator is presented. Finally, investiga-

tions that explore the different forms of the sensor to determine the optimal configuration that can

achieve the highest possible permittivity sensitivity are summarized at the end of this chapter.

2.1. Dielectric Waveguide

In frequencies of sub-THz and above, dielectric waveguide is a good candidate for low loss signal

transmission [1] [35]. In both [1] and [35], high-resistivity silicon is used as the the waveguide

material due to its performance in terms of low attenuation constant and easiness of fabrication.

More particularly, [1] developed a waveguide of high quality signal transmission based on a high-

resistivity (HR) silicon, whose resistivity is 10, 000Ω · cm. The high resistivity ensures the low

dielectric loss of the waveguide, and its loss tangent tanδ is determined to be 0.001 by comparing

the simulation results and the measurement result. The electromagnetic waves are bounded and

guided in the waveguide by total internal reflection at the side walls. The cross-section height

H = 500um and width W = 300um are determined from EM simulation such that the waveguide

transmits the Ey
11 mode most effectively, as shown in FIGURE 2.1. And the mode Ey

11 is chosen

because its low loss transmission in the dielectric waveguide and easiness of coupling and excitation.

The relatively high permittivity of silicon improves the EM field confinement, and thus further

reducing propagation loss. Furthermore, easy access of the HR silicon wafer from the market and
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Figure 2.1. The attenuation coefficient of the DWG vs. the height of the waveg-
uide with the HFSS simulation setup (p1 and p2 are wave ports) [1].

the mature process of silicon etching also suggests the adoption of this type of the waveguide in

the permittivity sensing application.

The propagation of the sub-THz EM wave is chosen to be one of the fundamental mode of Ey
11

because of the easiness of its excitation. The vertical polarization of the Ey
11 mode makes microstrip

line a natural candidate of excitation transmission line of the rectangular DWG. After all, sub-THz

EM wave needs to be fed into the DWG via an effective coupling method to have low insertion loss

as well as low return loss. [2] develops such a microstrip transition. The fundamental mechanism

of such a transition is to match the impedance between the microstrip line and the DWG. From

EM simulation, the wave impedance of the Ey
11 mode propagating in the DWG of the dimension

of 300um × 500um is around 150Ω, and a smaller width results in lower wave impedance [2]. On

the other hand, a 50Ω microstrip line is tapered to narrower width to increase its characteristic

impedance to match that of the DWG. The DWG is placed over the tapered section of the microstrip

line, where the vertical E field of the microstrip line couples to the tapered section of the DWG, as

shown in FIGURE 2.2. This type of microstrip-to-DWG transition is easy to fabricate due to its

planar structure and has a relatively low loss of 1.4 dB. Therefore, it is adopted in various DWG

applications [36] [37] to enable chip-to-DWG communication. Based on the theory of this transition

design, an improved co-planar waveguide (CPW)-to-DWG transition, which is more compact and
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Figure 2.2. (a) Top view of the DWG with transition to MSL, (b) perspective
view of the transition, (c) the magnitude of E-field distribution of the transition. [2]

easier to fabricate, is also developed and is discussed in detail in Section 3.4.1.

The rectangular dielectric waveguide cross section and geometries are shown in FIGURE 2.3.

Region 1 is the core of the dielectric waveguide, with high relative permittivity, ϵr,1 = 11.7− j0.012

in this work. Region 2 is the left and right side region of the waveguide, which is air in this design,

with relative permittivity of ϵr,2 = 1. Region 3 is the top and bottom region of the waveguide with

relative permittivity of ϵ′r,3. The electromagnetic field distribution of the Ey
11 mode are shown in

Fig. 3. kx and ky are the wave numbers of the mode in x and y directions, respectively. αx and

αy are the attenuation coefficient of the evanescent fields that extend to the exterior or cladding

regions of the waveguide due to the total internal reflection of the propagating wave inside the

waveguide. The relations of the propagation coefficients are bounded by

−k2x − k2y + k20ϵ
′
r,1 − β2 = 0, Region 1

α2
x − k2y + k20ϵ

′
r,2 − β2 = 0, Region 2

−k2x + α2
y + k20ϵ

′
r,3 − β2 = 0, Region 3

(2.1)

where k0 is the wave number of the plane wave in vacuum and β is the propagation constant of the

guided wave or the wave number in z direction. Eqn. 2.1 is the controlling theory that determines

the coupling between the waveguide and the WGM resonator and the fundamental permittivity
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Figure 2.3. Dielectric waveguide (a) Cross-section dimensions (b) Field distribu-
tions of Ey or Hx along the x axis. (c) Field distributions of Ey or Hx along the y
axis. (d) Simulated E field distributions of the waveguide cross section.

sensing mechanism of the WGM resonator, which is discussed in detail in the next sections.

2.2. Permittivity Sensing Mechanism of Whispering Gallery Mode Resonator

As presented in the Introduction, the WGM sensor proves ultra high sensitivity in optics plat-

forms. The form of its adoption in the sub-THz DWG platform is shown in FIGURE 2.4. Place

adjacent to the DWG, a disk-shaped dielectric resonator, made by the same dielectric material

as the DWG, couples sub-THz EM wave from the DWG. This coupling between the DWG and

the dielectric resonator results from the evanescent field in the Region 2 in FIGURE 2.3, which

enables the coupling between two waveguides or a waveguide and a resonator placed at proximity.

The decay rate αx in x direction farther away from the waveguide dictates that larger distance

between the waveguide and the resonator results in weaker coupling between the waveguide and

the resonator.
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Figure 2.4. WGM sensor mechanism (a) E field of the WGM resonator sensor near
resonance with (b) Front view of the E field of the resonator sensor. (c) Different
transmission notches due to the complex permittivity of different MUT’s.

After coupled into the resonator, the Ey
11 mode wave is guided to circulate inside the resonator

by the total internal reflections by the side wall of the disk resonator, hence the name whispering

gallery mode, in analogy with the acoustic phenomenon in a rotunda [38]. When the wavelength

of the circulating wave is exactly Nth fraction of the effective perimeter of the traveling path inside

the resonator, the wave is trapped to accumulate to intensify, forming a high intensity WGM res-

onance, as shown in Fig, 4. The high intensity of the accumulated E field enables high sensitivity

near field sensing [?]. The resonant wavelength is governed by the following equation

N · λres = 2πreff (2.2)

where N is the number of wavelengths in the resonator (or the mode number) and reff is the

circulating radius of the resonant mode, which dependents on the radius of the resonator disk. The

resonant wavelength and hence the resonant frequency can be impacted by the effective real per-

mittivity, ϵ′eff , which is determined by the disk material and its proximate dielectric environment,

N ·
veff
fres

= 2πreff

fres =
N · c

2πreff
√
ϵ′eff

, (2.3)
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Figure 2.5. Top view of the E field of the WGM resonator near the resonance and
loss attribution.

where veff is the effective velocity of the guided wave, and c is the speed of light in vacuum. Eqn.

2.3 reveals the fundamental mechanism by which the real permittivity of the MUT impact the

transmission notch.

On the other hand, the imaginary permittivity of the MUT impact the transmission notch’s

depth by changing the loss of the resonator. The loss of the resonator comes from three major

sources: radiation loss LRAD, material loss LMAT , and coupling loss LCPL, as shown in Fig. 4.

The radiation loss LRAD is unique for the dielectric waveguide due to the internal reflections on the

side wall boundary. LMAT is the loss caused by the interaction of the EM field with the dielectric

material, both the resonator itself and the MUT placed on the top of the resonator. LCPL is the

energy loss due to the wave coupling back to the feeding waveguide when it travels to the proximity

of the waveguide after integer number of circulation in the resonator.

The best way to quantify the loss of the resonator is through its quality factor Q. The different

losses can be associated and categorized with different Q’s. The radiation loss can be represented

by 1/QRAD ∼ LRAD, and the material loss can be represented by 1/QMAT ∼ LMAT . These two

loss mechanisms can be combined and is called intrinsic loss, as they are the losses originated from

the resonator itself, without being loaded by the feed waveguide. The corresponding Q is then
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Figure 2.6. (a) Intrinsic Q vs. loss tangent of the material of the resonator (b)
External Q vs. the ring gap G.

called intrinsic Q, Q0, or unloaded Q, QU , and can be expressed as

QU =
1

QRAD
+

1

QMAT
, (2.4)

The material loss, or QMAT can be directly impacted by the loss of the dielectric resonator material,

which can be quantified by the loss tangent of the material, tanδResonator. The dependence of

the intrinsic quality factor QU on tanδResonator is simulated by changing the tanδResonator of the

resonator’s material, as shown in FIGURE 2.6 (a). For HR silicon, whose loss tangent is 0.001,

QU ≈ 730.

The coupling loss is represented by external quality factor, 1/Qe ∼ LCPL. Since Qe reflects the

power loss through the coupling between the resonator and the waveguide, it has a dependence on

the gap size G between the resonator and the waveguide, and the relationship is determined from

the HFSS simulation, as shown in FIGURE 2.6 (b). For larger gaps between the waveguide and

the resonator, the loss due to the coupling with the waveguide is lower and therefore Qe increases

correspondingly. The simulated intrinsic quality factor QU with different material loss is also

plotted in the same figure. As expected, QU does not change with the gap, since it is determined

by the internal loss of the resonator.

As can be seen from Eqn. 2.4, besides the material loss, QU is also impacted by the radiation loss.

Since the radiation loss is caused by the internal reflection at the outer side wall of the resonator,
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Figure 2.7. Quality factors vs. different number of resonant wavelength (a) E field
of different number of wavelengths (b) QRAD vs. number of wavelengths. (c) QMAT

vs. number of wavelengths. (d)Q0 vs. number of wavelengths.

it can be reduced by the curvature of the side wall [1]. In the case of the WGM resonator, it is

apparent that the side wall curvature can be reduced by increasing the perimeter and therefore the

radius of the resonator. To have a fair comparison of the resonator’s performance, the resonant

frequency should be kept the same while changing the radius of the resonator. According to Eqn.

2.3, to keep the resonant frequency unchanged, namely the resonant wavelength unchanged, the

number of wavelengths N that resonates inside the resonator should be changing with the radius, as

shown in FIGURE 2.7. FIGURE 2.7 (a) shows four example cases of different number of circulating

wavelengths of N = 3, 4, 5, and 6, which all resonate around 160 GHz. The corresponding radius

are 535 um, 667 um, 797 um and 923um, respectively. FIGURE 2.7 (b) shows the simulated QRAD

vs. the increasing number of resonating wavelengths, namely the increasing resonator radius. It

can be seen that the radiation loss reduces with larger resonator radius, which is expected from the

16



theory [39]. On the other hand, the material loss is also observed to increase with the resonator

radius, as shown in the simulation result in FIGURE 2.7 (c), in which QMAT drops with larger

N. This is because, with larger radius, the traveling distance is longer for the EM wave within the

resonator to complete one loop of circulation. This is nonetheless a relatively weak dependence,

under the simulation setting of tanδResonator = tanδHRSi = 0.001, as QMAT only drops from 590 to

560 as the radius increases from 535 um to 923 um, while, as a comparison QRAD increases from

200 to 13000, by more than 60 times. Hence, it is beneficial for the overall QU to increase the

radius of the resonator. This is also verified in the plot of FIGURE 2.7 (d), where QU is simulated

for increasing resonator radius. It can be observed by comparing FIGURE 2.7 (b), (c) and (d) that

QU is dominated by QRAD when N < 5, and for N > 5, QU is primarily determined by QMAT ,

as dictated by their relationship specified in Eqn. 2.4. This also explains the saturation behavior

of QU when N > 5. For N > 5, it is not as beneficial to increase the resonator radius because

the sensor size becomes larger, which undermines the advantage of compactness of the sub-THz

sensor. Therefore, based on the foregoing investigation, all of the WGM resonators in the rest of

the investigation and implementations adopts N = 5 as a balance point between the quality factor

and the resonator size.

When coupled to the DWG, the total loss of the resonator can then be expressed by loaded Q, QL,

as

QL =
1

Qe
+

1

QU
=

1

Qe
+

1

QRAD
+

1

QMAT
, (2.5)

As can be seen from Eqn. 2.5, QL can be impacted by both QU and Qe. The loaded Q of the

resonator can be determined by QL = fres/BW3dB from simulation or measurement, where BW3dB

is the 3-dB bandwidth of the transmission notch of the resonance, as shown in FIGURE 2.8 (a).

From the general microwave resonator theory, the coupling condition between the resonator and

the feeding DWG can be varied by changing the gap between the two. A coupling factor is defined

in [40] as

g =
QU

Qe
. (2.6)

It is known that a coupling condition between the feeding waveguide and the resonator called

critical coupling exists when QU = Qe, or g = 1. At critical coupling, all power of the EM wave in
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Figure 2.8. S21 of the resonator under different coupling conditions.

the DWG is be coupled into the resonator and dissipated by the radiation and material loss of the

resonator, resulting a zero transmission at the resonant frequency, as shown in FIGURE 2.8 (a) (red

curve). When the intrinsic loss of the resonator is lower than the coupling loss, namely QU > Qe

or g > 1, the coupling condition is called over-coupling. This case is simulated by reducing the

material loss of the resonator from the critical coupling case while keeping the resonator gap G

unchanged, as shown by the blue curve in FIGURE 2.8 (a). In the contrary, when the intrinsic loss

of the resonator is higher than the coupling loss, namely QU < Qe, or g < 1, the coupling condition

is called under-coupling. This case is simulated by increasing the material loss of the resonator from

the critical coupling case while keeping the resonator gap G unchanged, as shown by the yellow

curve in FIGURE 2.8 (a). It can be observed that, under the over-coupling and under-coupling

condition, the transmission at resonant frequency cannot be zero. This property motivates the

proper design of the coupling between the resonator and the waveguide to be at critical coupling to

improve permittivity sensitivity, which is further discussed in Chapter 3. It is also observed that

the phase response of the resonator also differs under different coupling conditions, as shown in

FIGURE 2.8 (b). At critical coupling (red curve), the phase transition is sharp (in theory a 180◦

jump) at the resonant frequency. In the over-coupling condition (blue curve), the phase reduces

faster at resonant frequency, resulting in a large and positive group delay, which is defined as

−d∠S21/dω. In the under-coupling condition (yellow curve), the group delay reverse its sign near

the resonant frequency. The phase response to the different coupling conditions due to the change
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Figure 2.9. WGM resonator sensor simulation setup in HFSS.

of the loss of the resonator serves as the fundamental mechanism for the phase-detection based

permittivity sensing, as discussed in detail in the following section.

2.3. Magnitude Detection vs. Phase Detection

As a complex number, the transmission S21 of the resonator sensor has significant responses of

both magnitude and phase near its resonant frequency. To investigate this phenomenon, the WGM

resonator sensor with an MUT placed on top is simulated in the HFSS. The HFSS setup is shown in

FIGURE 2.9. The HR silicon DWG and resonator are placed on a quartz substrate, with two wave

ports as the input and the output. The permittivity of the MUT placed on the top of the resonator

is changed and the magnitude of the transmission |S21| and the phase of the transmission ∠S21

are simulated, as shown in FIGURE 2.10. As the real permittivity ϵ′r of the MUT changes from

2.1 to 2.5, the resonant frequency reduces from 162.78 GHz to 162.2 GHz, governed by Eqn. 2.3.

From the simulation results in FIGURE 2.10 (a), the frequencies of the transmission notch reduces

as ϵ′r increases. Similarly, ∠S21 demonstrates the resonant frequency shift in FIGURE 2.10 (b),

as the abrupt phase jumps associated with the resonant frequencies move to lower frequencies for

larger ϵ′r. Generally speaking, the measurement or detection of either |S21| and ∠S21 can be used to

detect the resonant frequency change, and thus the permittivity difference of the different MUT’s.

However, the most common detection scheme is still magnitude based [41] [42] [43]. The reason is
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Figure 2.10. Magnitude and phase of the transmission for MUT with different
permittivity (a) |S21| (b) ∠S21.

that the magnitude of the transmission is generally easier to measure, especially for the optics, the

phase measurement of the laser is rather difficult. Nonetheless, the sharp phase transition at the

resonant frequency is alluring and suggests high permittivity sensitivity. The sharp phase transition

means a small resonant frequency shift caused by a small permittivity difference would result in

a large phase difference between the input and the output of the sensor. Since phase detection is

manageable in electrical systems, it appears promising to utilize the phase of the WGM resonator

to detect small permittivity difference, namely high permittivity sensitivity and sensing resolution.

The following investigation evaluates the permittivity sensitivity of the phase detection scheme and

compares that with the magnitude detection scheme.

To quantify and compare the sensitivity for the magnitude detection and the phase detection

scheme, a set of simulations are conducted that emulate the sensor’s response in a magnitude-

detection based sensing system and in a phase-detection based sensing system, respectively. First,

the EM simulation of the WGM sensor based on the setup in FIGURE 2.9 provides the S21 response

of WGM sensor for two different cases: ϵ′r,MUT = 3 and ϵ′r,MUT = 3.00001. The resonant frequency

shifts to lower values by 14 kHz. The S-parameters of these two simulations are imported in circuit

simulator. The corresponding test bench is shown in FIGURE 2.11 (a). In the circuit simulation

test bench, the source with 50 Ohm internal impedance excites the sensor with a 20 mV CW

tone, whose frequency is swept from 159 GHz to 161 GHz. The magnitude and the phase of the
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Figure 2.11. Sensor output for ϵr = 3 and ϵr = 3.00001 with 20 mV input sine
wave excitation (a) Output magnitude and phase. (b) Difference of the output
magnitude and phase.

signals at the output of the sensor, which is a 50 Ohm load, are plotted in FIGURE 2.11 (a). The

red and the yellow curves are the magnitudes of the output signals of the case ϵ′r,MUT = 3 and

ϵ′r,MUT = 3.00001, respectively. The green and the pink curves are the phases of the output signals

of the case ϵ′r,MUT = 3 and ϵ′r,MUT = 3.00001, respectively. The curves are closely overlapped, due

to the very small frequency shift from the small permittivity difference. At the resonant frequency,

the magnitudes display transmission notch, with only 70 uV delivered to the load. The phases also

display a sharp jump of near 180◦ because the WGM resonator in the simulation is designed to be

in the critical coupling condition. The magnitudes and the phases of the case ϵ′r,MUT = 3.00001

are subtracted from the case ϵ′r,MUT = 3 and the magnitude of the results are shown in FIGURE

2.11 (b). It can be observed that, for the MUT permittivity difference of 0.00001, the sensor’s

output signals show a 1 uV of magnitude difference and a 0.78◦ phase difference under a 20 mV

CW excitation. To evaluate the signal strength of a voltage magnitude (1 uV) and a phase (0.78◦)

on a equal footing, a phasor representation of the signals are drawn in FIGURE 2.12 (a). FIGURE

2.11 shows the simulation results. The yellow vector represents the signal at the output of the

sensor at the resonant frequency for the case of ϵ′r,MUT = 3, which is called the reference signal or

the reference vector in this analysis. The green vector represents the signal at the output of the

sensor at the resonant frequency for the case of ϵ′r,MUT = 3.00001, which is called the sensing signal

or the sensing vector in this analysis. The magnitude difference of the two vectors is denoted by

∆v and the phase difference is ∆ϕ. In a practical phase measurement system, the phase difference
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Figure 2.12. Phasor representation of the magnitude and the phase of (a) Signal
(b) Noise.

of two signals is derived from the vector sin∆ϕ · Vsig, which is essentially a voltage or magnitude

quantity, where Vsig is the magnitude of the reference of the reference vector, which is around 70

uV in this analysis, shown in FIGURE 2.11 (a). The quantity sin∆ϕ · Vsig is an approximation

of the magnitude of the vector difference of the sensing vector and the reference vector, under

the condition in which ∆ϕ is small. Since ∆ϕ is eventually derived in the measurement from the

quantity sin∆ϕ · Vsig, the comparison between ∆v and sin∆ϕ · Vsig is effectively equivalent to the

comparison between ∆v and ∆ϕ when ∆ϕ is small. From the simulation results shown in FIGURE

2.11, sin∆ϕ · Vsig = 0.977uV . This value is approximately equal to ∆v, which is 1 uV. This shows

that the WGM sensor’s magnitude and phase response are nearly the same in the signal strength

standing point.

This conclusion can be further proved from the SNR analysis of the magnitude signal and the

phase signal in a potential measurement system. The SNR of a magnitude measurement system

can be represented by

SNRv =
∆v

vn
=

∆v

vn,RX
, (2.7)
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where vn,RX is the rms voltage noise of the magnitude measurement system. On the other hand,

the SNR of a phase measurement system can be represented by

SNRϕ =
∆ϕ

ϕn
=

∆ϕ · Vsig

vn,RX
, (2.8)

where ϕn is the rms phase fluctuation or phase noise of the phase measurement system. The

phase fluctuation of a measurement system can be represented by the phase uncertainty of a signal

vector, as shown in the phasor diagram in FIGURE 2.11 (b). The uncertainty of a measured

signal vector is modeled as a small noisy vector being superposed to a deterministic signal vector.

The end-point of the sum vector draws a cloud of uncertainty due to the noise component. The

resulting rms magnitude uncertainty of the measured signal vector is the diameter of the rms end-

point cloud, denoted as vn,RX , which is essentially the voltage noise of the measurement RX. The

phase uncertainty of the measurement RX is the phase span of the signal vector across the rms

end-point cloud, denoted as ϕn. When ϕn is small, which is usually the case for noise, it can be

approximately represented as vn,RX/Vsig [44]. By comparing SNRv and SNRϕ, it can be observed

that the denominators are the same, which is the voltage noise of the measurement RX. To compare

the SNR of the magnitude and the phase detection scheme, the ratio of the SNR’s are calculated

using the values from the simulation in FIGURE 2.11,

SNRϕ

SNRv
=

∆ϕ · Vsig

∆v
=

0.014rad · 70uV
1uV

= 0.977, (2.9)

The identical results from the two analysis processes above stems from the mechanism based on

which signal phase or phase difference are measured in practical phase measurement system. For

signal whose magnitude is small, the quantity that its angle is derived from is also small. Therefore,

for the WGM sensor, the fact that its sharp phase transition locates at the transmission notch leads

to a overall small phase signal strength. The weak transmission at the resonant frequency nullifies

the seemingly high sensitivity phase response. To conclude, for the case of WGM resonator as a

permittivity sensor, its phase response has no sensitivity advantage over its magnitude response.

In other words, a sensing system based on phase detection has no SNR advantage over a magnitude

detection sensing system. Besides, it can be observed from FIGURE 2.11 (b) that the phase

difference (yellow curve) has a very narrow frequency span, whose FWHM is only 2 MHz, as
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Figure 2.13. Top view of the WGM resonator sensor in configurations of (a) band-
stop and (b)bandpass.

comparing to the magnitude difference (red curve)’s 200 MHz.The small usable frequency range of

the phase difference further discourages the adoption of phase detection scheme. Hence, both of

the sensing systems developed in this dissertation are magnitude detection systems.

2.4. Band-Stop Sensor vs. Band-Pass Sensor

It is ubiquitous for the WGM resonator sensor to be used in bandstop configuration [45] [46]

as well as in bandpass configuration [47] [48]. FIGURE 2.11 shows the top views of the two config-

urations in HFSS simulation setup. Between the two configurations, there is no known conclusions

that one is advantageous over the other in terms of sensitivity. Indeed, on a theoretical grounding,

there is no underlying difference between the two except for the direction change of the signal

propagation. The relevant factors for the sensitivity, such as loss, field intensity, are on the same

level. However, the sensitivity comparison of the two in terms of phase response is not yet discussed

in the literature. Therefore, the investigations are conducted to compare the sensitivity of the two

configuration in both magnitude and phase response and are summarized below. FIGURE 2.14

(a) and (c) show |S21| and ∠S21 of the WGM resonator sensor in the bandstop configuration for

different loss and different coupling conditions. To the right, FIGURE 2.14 (b) and (d) show the

derivatives of |S21| and ∠S21, representing the slope, or the magnitude and phase sensitivity of the

WGM resonator. It can be seen that both the maximum magnitude sensitivity and the maximum

phase sensitivity occur around the critical coupling point. FIGURE 2.15 (a) and (c) show |S21|
24



Figure 2.14. HFSS simulation results of the bandpass configuration for different
gap widths between the resonator and the waveguide (a) |S21|. (b)The derivative of
|S21| over frequency. (b) The derivative of |S21| over frequency. (c) ∠S21. (d)The
derivative of ∠S21 over frequency.

Figure 2.15. HFSS simulation results of the bandpass configuration for different
gap widths between the resonator and the waveguide(a) |S21|. (b)The derivative of
|S21| over frequency. (b) The derivative of |S21| over frequency. (c) ∠S21. (d)The
derivative of ∠S21 over frequency.

and ∠S21 of the WGM resonator sensor in the bandpass configuration for different loss and dif-

ferent coupling conditions. To the right, FIGURE 2.14 (b) and (d) show the derivatives of |S21|

and ∠S21, representing the slope, or the magnitude and phase sensitivity of the WGM resonator.

Different from the bandstop counterparts, neither of the the maximum magnitude sensitivity nor
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Figure 2.16. HFSS simulation results of the bandpass configuration for different
gap widths between the resonator and the waveguide(a) |S21|. (b)The derivative of
|S21| over frequency. (b) The derivative of |S21| over frequency. (c) ∠S21. (d)The
derivative of ∠S21 over frequency.

the maximum phase sensitivity occur around the critical coupling point. They occur at the balance

points of the loaded Q and the insertion loss.

FIGURE 2.16 summarizes the maximum magnitude sensitivity and the maximum phase sensitivity

of the bandstop and the bandpass configurations. It shows that the bandstop configuration has

better performance in terms of sensitivity for both magnitude and phase detection schemes. This

is expected to some extent because the bandpass configuration naturally has higher loss due to one

more coupling to the waveguide at the output port. This extra loss brings down both the quality

factor, resulting duller slope and curvature of the curve, as well as the insertion loss, leading to

weaker signal strength. Nevertheless, the bandpass configuration is still adopted in the sensing

system presented in Chapter 4, due to the unique architecture of the receiver of the sensing system,

while the bandstop configuration is adopted in the sensing system presented in Chapter 5 for its

high sensitivity and smaller form factor.

2.5. Disk Resonator Sensor vs. Ring Resonator Sensor

In optics, various forms of WGM resonators have been reported, including disk, ring, sphere,

hemisphere, toroid, etc., as summarized in this review [38]. The performance, particularly the Q

of the resonator varies with the forms of the resonator. It is not to have a fair comparison among

them, though, because the materials, dimensions and methods of fabrication are all different for

the different forms. Therefore, the primary considerations on choosing the form of the WGM

resonator is the implementation and fabrications. Given the low cost fabrication flow of silicon

etching, the most suitable forms of the WGM resonator are the disk and the ring. The properties
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and performance of the disk resonator and the ring resonators are investigated and compared in

the following. Given the excitation method from the Ey
11 DWG, the mode that resonates in the

resonators are the same for the disk and the ring resonator, as shown in FIGURE 2.17. The most

prominent contrast is the resonant frequencies between the two type of the resonators. With the

same outer radius of 797 um and the same number of resonant wavelengths of 5, the disk resonator’s

resonant frequency is 158 GHz, which is 5̃ GHz lower than that of the ring resonator. This is

predictable from Eqn. 2.3. It can be seen from the top view that, comparing with the disk, the center

region of the ring resonator is replaced with air. Therefore, the average permittivity experienced

by the resonant mode is lowered by the air region, resulting in higher resonant frequency. Another

property which is impacted by this form difference is the quality factor of the resonator. The

EM field in the center region of the disk resonator experiences higher material loss than its ring

counterpart, which has air in its center region. Nonetheless, this turns out to be a relatively weak

effect, as being determined from the EM simulations. QL of the resonator is simulated for different

ring widths, with a fixed outer ring radius of 797 um, and the results are shown in FIGURE 2.17

(c). As the ring width increases from 300 um to 797 um, QL drops slightly from 250 to 230, since

for higher ring width, more EM fields are in the dielectric material of the resonator and less in the

air. Note that the ring resonator becomes a disk resonator when its ring widths increases to the

outer radius of the resonator of 797 um. Based on the sensitivity analysis in the next Chapter,

resonator with higher QL has higher permittivity sensitivity. Therefore, the ring resonator has

slightly higher permittivity sensitivity comparing to the disk resonator. Nonetheless, from the

simulation of FIGURE 2.17 (c), its is a relatively weak dependence. The choice of the resonator

form is mainly based on other factors, such as the form of the MUT sample. For example, if

the MUT sample is in liquid form, disk is more suitable as it can hold the liquid drop on its top

surface. Otherwise, without a holding surface in the center region, the liquid leaks through the air

gap between the bottom of the ring resonator and the substrate. However, the MUT samples are

in solid form, the two resonator forms should works equally well in the measurement point of view.

Therefore, in the low power permittivity sensing system prototype presented in Chapter 4, the ring

resonators are adopted as the permittivity sensor. And in the high resolution complex permittivity
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Figure 2.17. HFSS simulations of the disk and the ring WGM resonator (a) Top
view of the magnitude of the E field in a disk resonator in resonance. (b) Top view
of the magnitude of the E field in a ring resonator in resonance. (c) Resonator QL

vs. the width of the ring resonator.

sensing system prototype presented in Chapter 5, disk resonators are used as the permittivity sensor

to have the potential capability of measuring liquid MUT samples.
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CHAPTER 3

High Sensitivity Whispering Gallery Mode Complex Permittivity

Sensors

This chapter discusses the design and analysis of the high sensitivity complex permittivity

sensors that are utilized in the high resolution complex permittivity sensing system. The sensor

has complex permittivity sensing capability, and its sensitivity is optimized based on the theory

and principle presented in Chapter 2. Its non-ideality and implementation are also recorded in the

last sections of this chapter.

3.1. Complex Permittivity Sensing Mechanism

As discussed in Chapter 2 and shown in FIGURE 2.4, the WGM resonator sensor has different

transmissions, or S21, when MUT’s with different permittivity are placed on the sensor top. This

transmission difference can be utilized to infer the permittivity of the MUT. In order to achieve

this, two identical WGM resonator sensors with coupling waveguides are used in a complimentary

configuration, as shown in FIGURE 3.1. forming a sensing path and a reference path. A reference

MUT with known permittivity, MUTREF , is placed on the sensor of the reference path, while an

MUT with unknown permittivity, MUTSEN , is placed on the sensor of the sensing path. Due

to the permittivity difference of the two MUT’s, the transmissions of the two resonator sensors

and therefore the two paths are different, and the transmission difference, ∆S21, can be measured

to get the information of the permittivity difference. The permittivity of the unknown material

MUTSEN , ϵSEN , can then be readily calculated based on the permittivity of the known material

MUTREF , ϵREF , and the permittivity difference, ∆ϵ, between the two. Namely, ϵSEN = ϵREF+∆ϵ.

As illustrated in FIGURE 2.4, the transmission of the WGM resonator sensor has two unique

and distinguishable responses for the MUT’s with different real permittivity difference ∆ϵ′r and
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Figure 3.1. The complimentary configuration of a sensing path and a reference
path utilizing identical WGM sensors to get the transmission difference or ∆S21 of
the two paths and hence the permittivity difference of the different MUT samples
on the two sensors.

imaginary permittivity difference ∆ϵ′′r , respectively. It is a natural results from the fact that the

real and the imaginary permittivity of the MUT are two distinct and ”orthogonal” properties of

the materials. The term ”orthogonal” stems from the analogy between ϵ′r and ϵ′′r and their circuit

equivalence, a capacitor C and a resistor R, respectively, whose impedance have a 90 degree phase

difference. This orthogonality can be indeed observed from ∆S21 of the resonator sensors when

MUT’s with different permittivity are placed on the sensors’ top, as shown in the simulation results

in FIGURE 3.2. In this set of simulations, S21 of the WGM resonator sensors are simulated when a

reference MUT with permittivity ϵr = 2−0.001 are placed on the sensor of the reference path and 3

other different MUT’s with permittivity ϵr = 2−0.051, ϵr = 2.5−0.001 and ϵr = 2.5−0.051 placed

on the sensing path in sequence. As shown in FIGURE 3.2 (a), the |S21| of the sensors with the

different MUT have different notch frequencies or notch depths. For MUTSEN with higher ϵ′′r than

MUTREF , the resonance notch is shallower, as shown by the orange |S21| curve. This is because

the higher loss that the MUT introduces into the resonance pushes the resonator further away from

the critical coupling condition, a mechanism discussed in detail in Chapter 2 (FIGURE 2.8). For

MUTSEN with higher ϵ′r than MUTREF , the resonance notch shifts to lower frequencies, as shown

by the yellow |S21| curve, a phenomenon predicted by Eqn. 2.3. For MUTSEN with higher ϵ′′r as

well as ϵ′r than MUTREF , the resonance notch is shallower and shifts to lower frequencies at the
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Figure 3.2. S21 of the resonator sensor with MUT’s of wide range of permittivity.

same time, as shown by the purple |S21| curve, which is a combined response of the previous two

cases.

The transmission differences, ∆S21 = S21,SEN − S21,REF of the three different MUTSEN and

MUTREF are plotted in FIGURE 3.2 (b), (c) and (d). It is observed that, when the MUTSEN and

MUTREF have the same ϵ′r and have only ϵ′′r difference, the corresponding ∆S21 waveform shows

even symmetry around the resonant frequency, as shown in FIGURE 3.2 (b). The peak-to-peak

amplitude of the even waveform, ∆S21,∆ϵ′′r , is found to be proportional to ∆ϵ′′r . This originates from

the fact that a larger ∆ϵ′′r between MUTSEN and MUTREF results in a larger resonant notch depth

difference between the S21 waveforms, and hence a difference waveform with larger amplitude. In

this particular simulation, the amplitude is 0.06 due to a ∆ϵ′′r of 0.05. On the other hand, when

the MUTSEN and MUTREF have the same ϵ′′r and have only ϵ′r difference, the corresponding

∆S21 waveform shows odd symmetry around the resonant frequency, as shown in FIGURE 3.2

(c). Similar to the ∆ϵ′′r case, a larger ∆ϵ′r between MUTSEN and MUTREF results in a greater

difference of the resonant frequencies of the sensing path sensor and the reference path sensor and
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Figure 3.3. The impact of the loss of the MUT on resonator’s quality factor.

thus a larger peak-to-peak amplitude of the odd waveform, ∆S21,∆ϵ′r . In this particular simulation,

the amplitude is 0.48 due to a ∆ϵ′r of 0.5. When ∆ϵr is a complex number, namely, both ϵ′r and

ϵ′′r of the MUTSEN and the MUTREF are different, which corresponds to the case of the purple

curve in FIGURE 3.2 (a), the resulting ∆S21 waveform has neither even nor odd symmetry, as

shown in FIGURE 3.2 (d). And it is found that the waveform in in FIGURE 3.2 (d) is the sum

of the waveforms of FIGURE 3.2 (b) and FIGURE 3.2 (c). This property of the sensor response

provides the foundation of its complex sensing capability by curve fitting. The sensitivity of the

WGM sensor can be defined readily as

Senϵ′r
def
=

|∆S21,pp,∆ϵ′r |
∆ϵ′r

, Senϵ′′r
def
=

|∆S21,pp,∆ϵ′′r |
∆ϵ′′r

(3.1)

where ∆ϵ′r and ∆ϵ′′r are the real and imaginary permittivity difference between the reference and

sensing material that cause the corresponding waveform amplitudes |∆S21,pp,∆ϵ′r | and |∆S21,pp,∆ϵ′′r |.

The sensitivities are optimized when the resonators have high Q. As shown in FIGURE 3.3, higher

resonator Q factor leads to steeper slope, which produce large response even for small ∆ϵ′r and

∆ϵ′′r . Another method to improve the sensitivity is to place the sensor near critical coupling with

the feeding waveguide. Detailed sensitivity analysis is presented in the following subsection.

3.2. Sensitivity Analysis

The complex permittivity sensitivity of the WGM resonator sensor can be optimized by im-

proving the intrinsic quality factor, QU , and optimizing the coupling condition.
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Figure 3.4. The dependence of the complex permittivity sensitivity of the res-
onator sensor on resonator Q and coupling conditions. (a)Senϵ′r vs. QU . (b) Senϵ′′r
vs. QU . (c)Senϵ′r vs. g (d)Senϵ′′r vs. g.

FIGURE 3.4 (a) shows the dependence of real permittivity sensitivity Senϵ′r on QU , in which

QU is adjusted by changing the loss tangent of the WGM resonator while keeping g = 1. For a

constant ∆ϵ′r = 0.1 between MUTSEN and MUTREF , higher QU results in a higher |∆S21,pp,∆ϵ′r |,

and thus higher real permittivity sensitivity Senϵ′r per definition in Eqn. 3.1. This results from the

sharper slope of the S21 curves from resonators with higher QU . In the simulated QU range, Senϵ′r

improves proportionally with QU . FIGURE 3.4 (b) shows the dependence of imaginary permittiv-

ity sensitivity Senϵ′′r on QU , given a constant ∆ϵ′′r = 0.01 between MUTSEN and MUTREF . It

can be observed that, sensors with higher QU results in higher ∆S21 amplitude, |∆S21,pp,∆ϵ′′r |, and

therefore a higher Senϵ′′r . Notice that FIGURE 3.4 (b) shows a slower improvement in |∆S21,pp,∆ϵ′′r |

and thus in Senϵ′′r in higher QU range. This results from the fact that the resonator loss is domi-

nated by the material loss of the MUT, and therefore the reduction of the material loss does not

further help the improvement of the overall QU of the resonator sensor. FIGURE 3.4 (c) shows
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Figure 3.5. S21 of the WGM resonator sensor with MUT’s of ϵ′r = 2 − 10 and
ϵ′′r = 0.04.

the dependence of Senϵ′r on the coupling coefficient defined in Eqn. 2.6. It can be observed that

a coupling condition closer to critical coupling, namely g ≈ 1, leads to a higher |∆S21,pp,∆ϵ′r |, and

thus a higher real permittivity sensitivity Senϵ′r . However, comparing with FIGURE 3.4 (a), the

dependence of Senϵ′r on coupling is relatively weaker than its dependence on QU . Lastly, FIGURE

3.4 (d) shows negligible correlation between Senϵ′′r and coupling condition.

As a summary, to achieve the best complex permittivity sensitivity, the WGM sensor should have

high Q and should couple to the feeding DWG in critical coupling condition.

3.3. Nonideality Analysis

In this section, an important nonideality of the WGM resonator complex permittivity sensor

is analyzed. From the foregoing theoretical analysis of the WGM resonator sensor, the WGM

resonator sensor’s response to ϵ′r change is the frequency shift of the notch center frequency, and its

response to ϵ′′r change is the change of the notch depth. In general, these two distinguished types of

responses can be observed when ∆ϵ′r and ∆ϵ′′r are small (typically ∆ϵ′r < 0.1 and ∆ϵ′′r < 0.01). On

the other hand, when ∆ϵ′r and ∆ϵ′′r are larger, certain second-order effect becomes significant. More

specifically, large ∆ϵ′r will cause notch depth difference and large ∆ϵ′′r will cause resonant frequency

shift. For example, as shown in FIGURE 3.5, while ϵ′′r = 0.04 remains unchanged, the increase

of ϵ′r not only shifts the resonant notch to lower frequencies, but also raises the notch depth and

broadens the 3-dB bandwidth of the resonance. It appears that increasing ϵ′r also increases the loss
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Figure 3.6. Side view of the resonator’s E field with MUT of different real per-
mittivity.

of the resonance, a response only expected from the increase of ϵ′′r .

This phenomenon can be explained by looking at the EM fields in the resonator and in the MUT

samples. As shown in FIGURE 3.6, 4 different MUT samples with different ϵ′r but same ϵ′′r = 0.04

is placed on top of the resonator sensor. It can be observed that for higher ϵ′r, the EM fields tend

to extend more into the MUT samples. This can be explained intuitively by the lower ϵ′r contrast

at the boundary of the top surface of the resonator sensor in case of MUT samples with higher

ϵ′r. Given the HR-Si resonator sensor’s permittivity of ϵr = 11.7 − 0.012, the lower permittivity

contrast lowers the field confinement due to the total internal reflection at the top surface of the

resonator sensor. Quantitatively, this phenomenon can be explained by Eqn. 2.1. In Region 3

of FIGURE 2.3, where the MUT sample is placed, in order to satisfy the constitutive equations

of the wavenumbers in Region 3, a lower αy results from a higher ϵ′r,3, which means lower field

attenuation in y direction and thus more fields in Region 3, namely inside the MUT samples. This

is the reason that MUT samples with higher ϵ′r appear to ”suck” the EM field into the sample from

the resonator, as can be observed from FIGURE 3.6.To achieve higher sensitivity, low loss material

is chosen for the resonator sensor. And thus in general, the MUT samples has higher loss than the

resonator material, and therefore more field extends to the MUT samples leads to a higher loss,

and hence lower resonance notch and broader 3-dB bandwidth of the resonance, a phenomenon

revealed by FIGURE 3.5.
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This nonideality of ”coupling” between the sensor’s response to large ∆ϵ′r and ∆ϵ′′r prevents the

analytical method to direct obtain ∆ϵr from the ∆S21 curves. Curve fitting or look-up-table method

can be used to infer the ∆ϵr information from the simulated or measured ∆S21 curves. This section

concludes the theoretical analysis of the WGM sensor. The following section discuss the practical

implementation of a WGM sensor that is integrated in a high resolution complex permittivity

sensing system.

3.4. Sensor Implementation

This section presents the implementation of a WGM resonator sensor which is particularly de-

signed and implemented for a high resolution complex permittivity sensing system, which comprises

a pair of complementary paths for the sensing and the reference signals and a LO feedforward path

for the LO signal. More details of the motivations of the 3-path structure is discussed in Chapter

5.

3.4.1. Coupler Design and Sensor Assemble. The HR-Si DWG and the WGM resonator

sensor need access to the THz source circuitry to receive excitation signals and pass the signal to

the readout circuitry to process its response. More particularly, for the high resolution complex

permittivity sensing system discussed in Chapter 5, the sub-THz signal should be transmitted from

an integrated CMOS TX to the DWG from port 1, as shown in FIGURE 2.9, and then received by

the CMOS RX from the DWG from port 2. We proposed a CPW-DWG coupler as an intermediate

transmission structure to couple the sub-THz signal between the DWG and the CMOS IC’s, as

shown in FIGURE 3.7. Using a piece of 100-um thick quartz as substrate, the CPW is connected

to the chip output pad via bonding wires. More details about the bonding wires are discussed in

Subsection 5.4.1. The bonding wires are connecting the CPW on chip with the CPW on the quartz

substrate, forming a GSGSGSG array for the 3 signal paths of the sensing path, the reference path

and the LO path.

Comparing to the microstrip line coupler adopted in [2], the CPW coupler has the following

advantages. First, it supports multiple paths inter-connect with the CMOS IC. By comparison,

the microstrip line coupler requires an AC ground structure at the two sides of the signal path,

preventing a parallel array of the signal paths. Secondly, on a 100-um thick quartz substrate, in
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Figure 3.7. Top view of the interconnect of CMOS IC with DWG.

Figure 3.8. Cross section and dimensions of the CPW on quartz substrate (not
drawn to scale).

order to have a 50 Ω characteristic impedance, a microstrip line needs to have a line width as

wide as 150 um. This is larger than the quarter wavelength at 160-GHz frequency on a quartz

substrate whose relative permittivity is ϵ = 3.78− j0.0008. With such a wide line width, loss due

to mode conversion may occur. On the contrary, the characteristic impedance of the CPW can be

controlled by the gap width between the signal line and the ground line, and therefore the signal

line width can be narrower than the quarter wavelength to avoid potential mode conversion issue.

The cross section and the dimensions of the CPW is shown in FIGURE 3.8. In order to have a 50

Ω characteristic impedance, the gap between the signal path and the ground metal is chosen to be

16 um and the width of the signal path is 90 um. The characteristic impedance has a relatively

weak dependence on the signal path width than the gap, and the signal paths width and the ground

path widths are determined to comply with the GSG pad dimensions of the CMOS IC. Lastly, the

CPW coupler does not require a ground plane at the back side of the quartz substrate, halving the
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Figure 3.9. Finalized CPW-DWG coupler design and simulated insertion loss (red)
and return loss (blue).

fabrication steps. The requirement for the thickness of the quartz substrate is also greatly relaxed

for the CPW coupler comparing to the microstrip counter parts. The substrate thickness should

be greater or equal to 100 um to be mechanically strong to facilitate the fabrication and packaging

process. The CPW is to be realized by gold film on the quartz substrate and its thickness should

be much larger than the skin depth in gold at sub-THz frequencies, which can be calculated by

δ =

√
1

πfµσ
. (3.2)

where µ is the permeability of the gold film and sigma is the conductivity of gold. The skin depth is

calculated to be below 200 nm for frequencies above 100 GHz. Therefore the CPW film thickness is

determined to be 2 um to minimize its attenuation to the sub-THz signals. The fabrication process

for the CPW coupler is described in the subsection of 3.4.3.

As shown by the EM field in the top view and the side view of the CPW coupler in FIGURE

3.7, the sub-THz signal couples into the DWG from the CPW through near field coupling. The

design methodology of the coupling section is wave-impedance matching [2], as can be inferred

from the taper sections of both the DWG and the CPW parts. The wave impedance of the Ey
11

mode propagating in the DWG along the vertical integration line is around 150 Ω, and hence the

CPW’s gap is increased in the taper section to increase its characteristic impedance. The detailed
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Figure 3.10. Sensor structure assemble.

dimensions of the coupler section are shown in FIGURE 3.9. The dimensions are optimized to have

a low insertion loss and low return loss in the frequency range of interest, which is 150 GHz - 180

GHz in this particular implementation. The end-to-end structure of such a coupler is simulated to

show the loss of the CPW-DWG coupler, as shown in FIGURE 3.9. After calibrating the path loss

of the individual DWG and CPW section, the coupling loss of each of the CPW-DWG coupler is

around 1.6 dB. The return loss is below -10 dB in the frequency range.

FIGURE 3.10 illustrates the assemble of the complete sensor structure that is used in the high

resolution complex permittivity sensing system. The CPW realized by gold film is deposited on

the top surface of the 100-um thick quartz substrate. And the HR-Si sensor structure needs to

be glued on top of the CPW coupler with good alignment with the CPW coupler to achieve low

coupling loss. The assemble process of the HR-Si sensor structure with the CPW on the quartz

substrate is done with a flip-chip bonder Fineplacer by Finetech, which is a manual aligner / bonder

that can achieve an alignment accuracy below 1 um. From simulation, a misalignment of 5 um

between the center line of the DWG and the CPW will cause a increase of insertion loss of 3 dB.

The assembled complete sensor structure is shown in FIGURE 3.11. Its performance is presented

in the next subsection.
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Figure 3.11. Complete sensor structure.

3.4.2. Sensor Performance. The complete sensor structure used in the high resolution com-

plex permittivity sensing system described in Chapter 5 is shown in FIGURE 3.11, with MUT sam-

ples placed on top of the resonator sensors. The sensing path and the reference paths are identical

mirrors of each other. The disk radius is determined to be 750 um to balance its quality factor

and the size of the sensor. This radius also makes sure that the sensors’ resonant frequencies are

in the range of 150 GHz - 160 GHz for MUT samples with permittivity in the range of ϵ′ = 1− 6.

The gap between the resonator disk and the feeding DWG is 160 um to have the resonator be near

critical coupling condition for MUT samples with with permittivity in the range of ϵ′ = 1− 6 and

ϵ′′ = 0− 0.1.

As can be seen in FIGURE 3.11, both of the disks and the feeding DWG are connected with two

narrow HR-Si arms. The purpose is to hold the WGM resonator disks with the DWG with fixed

gap to ensure critical coupling by design. The width of the arm should be minimized to reduce

its impact on the performance of the sensors. Their widths are determined to be 40 um to have

enough mechanical strength to withstand common handling forces in the process of the fabrica-

tion. The two arms should also be placed far apart from each other to facilitate the fabrication

process, described in more detail in the Subsection 3.4.3. Additional four arms are also added to

hold the sensing and the reference paths DWG with the LO path DWG. In this way, the entire

40



Figure 3.12. Measurement Setup (a) Block diagram. (b) Top view of the sensing
area with MUT samples placed on top of the sensors in the progress of measurement.

sensor structure forms one single piece, which greatly facilitates the fabrication process and the

alignment in the packaging process. The distances between the DWG are determined to be 800

um, far enough to make the coupling between the DWG negligible. The entire sensor structure has

a dimension of 6.32 mm x 6.78 mm. With the sensing path and the reference path being identical,

the simulated S21’s of the sensing path of the sensor structure with different MUT samples are

shown in FIGURE 3.12. The resultant Q is 246, which leads to the permittivity sensitivity of

Senϵ′r = 0.96 and Senϵ′′r = 1.2. 250-um-thick Rogers laminate samples are used as MUT’s. The

horizontal dimensions of the MUT’s are 2 mm by 2 mm, to ensure full coverage of the sensor disk,

as shown in FIGURE 3.11. As shown in FIGURE 3.12(a), to measure dielectric material with

ϵ′ < 6, the operation frequency range requirement for the TRX IC is 6 GHz. Also, the LO path has

an insertion loss of 4 dB, with 1.6-dB loss coming from the coupler of each side. As also shown in

FIGURE 3.12(a), the Q of the sensor drops for MUT with larger ϵ′r. Higher ϵ
′
r of the MUT lowers

the ϵ′r contrast at the boundary between the sensor and the MUT, leading to less field confinement

in the sensor and resulting in higher loss and hence lower Q. And higher ϵ′′r directly lowers the Q

of the resonator. The resultant lowered sensitivity leads to worse resolution, as shown by Eqn. 5.9.

From simulation, a permittivity range of ϵ′r = 1 − 6 and ϵ′′r = 0 − 0.1 ensures a system resolution

better than 0.1%.

The MUT sample’s thickness can also affect the transmission. Thicker sample of the same ma-

terial allows more evanescent field to extend from the resonator sensor to the sample, therefore
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changing the effective permittivity experienced by the resonator. FIGURE 3.12(b) shows the simu-

lated transmission difference of the sensing and the reference path when Rogers 5870 samples with

different thickness are placed on the sensing and the reference paths. The transmission difference

caused by the different thickness of the same material type can be equivalent to certain permittivity

difference of material samples with the same thickness. Further more, it is observed from simula-

tion that, when the sample thickness exceeds 1 mm, however, the sensor is insensitive to sample

thickness variation. This is because the evanescent field decays fast inside the sample and there is

negligible field above the height of 1 mm. Therefore, for accurate permittivity measurement, the

sample should be prepared to have a thickness larger than 1 mm. On the other hand, the sensor

is insensitive to the horizontal dimensions of the MUT samples as long as the sample covers the

entire top surface of the sensor disk.

3.4.3. Sensor Fabrication and Measurement. The sensor is fabricated in the cleanroom

of the University of California, Davis, Center for Nano and Micro Manufacturing (CNM2). The

HR-Si sensor structure is fabricated via deep silicon etching. The sensor structure, which is the

area to be preserved, is covered and protected by photoresists patterned via lithography process.

The exposed areas are etched away by the etching plasma in the deep silicon etching process. More

detailed procedures are described in [1]. 120 sensor samples are patterned on a single 4-inch HR-Si

wafer, with a dimension variations in the range of +- 20 um, to compensate the random dimension

variations caused by uncertainty of the density distribution of the etching plasma. FIGURE 3.13(a)

shows the matrix of 120 sensor structures on a HR-Si wafer after the deep silicon etching. The

white regions on the wafer are the regions where the silicon is etched away. The non-uniform

plasma causes the dimensions of the sensors to deviate from the designed values. For example, some

samples’ resonator disks are under-etched and therefore has a larger diameters, which result in lower

resonant frequency than the designed resonant frequency. Among the non-uniform 120 samples,

about 20 with the resonant frequencies in the designed range are picked. Another non-ideality

caused by the non-uniformity of the etching process is the slight dimension difference between the

WGM resonator disks of the sensing path and the reference of the same sensor structure. This

results in different intrinsic resonant frequencies of the sensing path sensor and the reference path

sensor, which means that a resonant frequency difference between the two paths can be observed
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Figure 3.13. Sensor structure fabrication (a) Array of the sensors on a HR-Si
wafer after deep silicon etching. (b) HR-Si sensor. (c) CPW on the 100-um thick
quartz substrate. (d) Assembled sensor structure with HR-Si sensor attached to the
substrate with BCB as the glue.

even when no MUT’s are on neither of the sensor disks. From the measurement of multiple samples,

an average of 50 MHz-frequency difference between the sensing path and the reference path is

observed. This frequency offset, however, can be calibrated out since it is static. FIGURE 3.13(b)

shows one of the sensor structure samples taken from the wafer after the completion of the deep

silicon etching process.

The CPW coupler on the 100-um thick quartz substrate in fabricated in the university cleanroom

through steps of lithography, electron-beam evaporation and gold plating. The steps are the same
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Figure 3.14. Sensor measurement.

as described in [2]. The fabricated quartz substrate with the CPW coupler is shown in FIGURE

3.13(c).

The mounting of the HR-Si sensor structure with the quartz substrate is completed in the UC Davis

FIT lab of the Physics Department. A flip-chip bonder Fineplacer by Finetech is used to align and

mount the HR-Si sensor structure with the CPW coupler on the quartz substrate. Benzocyclobutene

(BCB) is used as the adhesive to bond sensor structure and the substrate together. The complete

sensor after the bonding is shown in FIGURE 3.13(d).

The S-parameters of the complete sensor is then measured using network analyzer with G-band

(140 GHz - 220 GHz) frequency extender and G-band probes, as shown in FIGURE 3.14. Rogers

substrate materials are used as MUT samples and are placed on top of the sensor disk of the

sensing path. The MUT samples available in the lab has smaller dimensions than the sensor disk,

and are unable to cover the entire top surface of the sensor. This results in smaller frequency shifts

comparing to the simulation results in which samples with dimensions that are large enough to

cover the entire sensor disks are used. Another issue with the MUT with smaller dimensions than

the disk is that the measurement results also depend on the positioning of the MUT samples on the

top of the sensor disk. It is observed from the measurement that the sensitivity is lower when the

MUT samples are placed at the center of the disk and otherwise higher when placed near the edge
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of the sensor disk. This is because the evanescent E field is distributed near the outer perimeter of

the sensor disk, as shown in FIGURE 2.4
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CHAPTER 4

Low Power Permittivity Sensing System

This work demonstrated a novel sensing system that features state-of-the-art resolution of low

loss dielectric constant measurement at sub-THz due to the design of the novel sub-THz dielectric

ring resonator sensor and the low noise sub-THz receiver. Dielectric ring resonator has been proven

to have high sensitivity in optical domain, and it is adopted in this work due to its high quality

factor and high sensitivity at sub-THz frequency comparing to metal-insulator-metal transmission

line structure such as microstrip line based resonator. In the proposed sensing system, a CMOS

sub-THz transmitter provides excitation and thus eliminates the need for external high frequency

source. A CMOS sub-THz receiver that detects small power difference eliminates the need for high

speed readout equipment. The high sensitivity ring resonator sensor and the low noise receiver bring

down the minimum dielectric constant change (∆ϵr) detection limit to 3.10×10-4 for a integration

time of 10us. The system consumes 9 mW DC power.

4.1. Sensing System Design

FIGURE 4.1 shows the diagram of the dielectric sensing system. The sensing system consists of

a transmitter, a sensor, and a receiver. The transmitter (TX) is a fundamental frequency oscillator,

which generates a 162 GHz continuous wave (CW) tone and feeds it to the sensor. The sensor is

essentially a resonator that resonates around 160 GHz when no MUT is present.

Different MUT’s with different dielectric constants shift the sensor resonant frequency, thus re-

sulting in different attenuation of the 162 GHz sinusoidal tone generated by the TX. The receiver

(RX) then detects the power level of the tone at the sensor output and converts the attenuated

162GHz CW signal’s power to a low frequency output voltage signal for easy processing. The higher

the MUT sample dielectric constant, the lower the sensor’s resonant frequency shifts down. Thus,

with higher dielectric constant MUT sample, the 162GHz sinusoidal tone is further away from the

sensor resonant frequency, getting higher attenuation and resulting in lower power detected by the
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Figure 4.1. Sensor measurement.

receiver, which is thus reflected by the receiver output voltage.

The ring resonator based sensor essentially transduces dielectric constant difference into atten-

uation difference, and thus the output power difference for a given input power. Here we define

sensor transduction ST to be the output power difference due to unit dielectric constant change for

a given input power:

sensor transduction = ST =
∂Pout

∂ϵr
|Pin (4.1)

The key specification of the proposed sensing system is the minimum detectable dielectric constant

change, or resolution. It is determined by the ratio of receiver sensitivity, or the minimum detectable

signal of the receiver, ∆Pmin, and the sensor transduction:

resolution =
receiver sensitivity

sensor transduction
=

∆Pmin

∂Pout
∂ϵr

|Pin

(4.2)

4.2. Sensor Design

The ring resonator based sensor is the core sensing component of this sensing system. It is

essentially a band pass filter realized by a silicon dielectric ring resonator coupled to rectangular

silicon dielectric waveguide mounted on a quartz substrate, as shown in FIGURE 4.2. The gray

structure is the silicon waveguide and the two white cubes are samples of MUT that are put on

the top of the two identical rings, which is the sensing area. Input signal is fed from port 1 and

propagates along the microstrip line before it couples to the waveguide through the transition [49].

Signal is picked-up by the ring from input waveguide and dropped to the middle waveguide at the

rings resonant frequency, as shown by the E field distribution in the inset of FIGURE 4.2. For

signal frequency away from the ring’s resonant frequency, the coupling between the waveguide and
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Figure 4.2. 3-D model of the band pass WGM ring resonator sensor, and the E
field distribution at resonant frequency (inset).

the ring is weaker, resulting in a larger attenuation. The signal is then coupled to the output

waveguide by the second ring in the same manner and propagates to port 2. The tapered ends of

the silicon waveguides serve as impedance matching to prevent the signal from reflecting back to

introduce unintended interference.

The ring’s resonant frequency is affected by the effective dielectric constant of the wave travelling

in the ring, same as the equation describing the WGM disk resonator, Eqn. 2.3. Also similar to

the disk resonator sensor, for a given mode m, when the rings’ dielectric constant environment

increases, the resonant frequency decreases.

Here we define 3 key specifications in order to maximize the sensor transduction ST defined in

Eqn. 4.1:

ST ∝ Ssens · Irsnt ·QL (4.3)

Ssens is defined to be the sensitivity of resonator sensor, quantified by the resonance frequency shift

per unit dielectric constant change:

Ssens =
∂fr
∂ϵr

(4.4)
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Figure 4.3. Dimensions of the band pass WGM ring resonator sensor.

Irsnt is defined here to be the resonance intensity of the ring resonator, which can be quantified by

the out-of-band rejection of the resonator:

Irsnt =
|S21|max

|S21|min
(4.5)

where |S21|max and |S21|min are the maximum and minimum respectively of the magnitude of S21

in the frequency range of interest as shown in FIGURE 4.4.

QL is the loaded quality factor of the ring resonator, describing the sharpness of the resonance:

QL =
fr

BW3dB
(4.6)

The relationship between these key specifications to the dimension of the sensor is described as

follows. The sensitivity is proportional to the sensing area of the ring resonator. Therefore, larger

ring radius r and width w are desired. w also determines the mode’s cross section profile and should

be close to that of the waveguide’s to avoid mismatch and thus improving coupling. The resonance

intensity is largely determined by the coupling between the ring and the waveguide, or in terms of

design parameter, the gap g between the ring and the waveguide. Maximum resonance intensity

happens when critical coupling between the ring and the waveguide is achieved [35]. QL is limited

by the unloaded quality factor QU , namely the loss of the ring itself, and external quality factor
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Figure 4.4. Measured S21 of the WGM ring resonator sensor with different MUT
samples placed on top of the ring sensor.

Qe, namely the loss of the waveguide structure:

1

QL
=

1

Qe
+

1

QU
(4.7)

As scattering loss is the dominant factor of the loss of the ring, larger ring leads to more loss due to

longer trip distance for the wave travelling inside the ring. Due to the loss of the loading waveguide,

stronger coupling, namely smaller g, further lowers Qe, and consequently, QL. To achieve optimal

sensor transduction, the radius r, ring width w and gap g were found by simulation to be 760 um,

460 um and 65um, respectively. The sensor is fabricated in the cleanroom and has a size of 13.14

mm × 6 mm. Its sensitivity is verified by sensing low loss dielectric material with known dielectric

constant, as shown in FIGURE 4.4. The S21 with different dielectric being sensed is measured with

Network Analyzer (Keysight N5247A) with G band extender. The resonator sensor sensitivity is

0.3 GHz frequency shift per unit dielectric constant change. The resonance intensity is 30 dB and

the peak QL is 86.7. The drop of quality factor and resonance intensity for higher dielectric MUT

is due to the wavelength mismatch between the waves in the waveguide and in the ring. FIGURE

4.5 shows the sensor’s attenuation to a 162 GHz signal and the sensor’s output power for a -6

dBm input power. As the dielectric constant of the MUT changes from 1 to 2.2, the output power
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Figure 4.5. Attenuation to 162 GHz signal and sensor output power given -6 dBm
input power.

decreases from 6.35 uW to 3.80 uW. Based on Eqn. 4.1, this corresponds to a sensor transduction

of 2.55 uW per unit dielectric constant change. Similarly, the worst sensor transduction is found to

be 0.31 uW per unit dielectric constant change when the MUT dielectric constant change from 5

to 6. The sensing mechanism suggests that the transduction is also a function of the MUT loss and

thickness. Simulation shows that the attenuation increases less than 0.1 dB when MUT loss tangent

increases 0.01. Namely, to achieve a detection limit of 3.10 × 10−4, the loss tangent difference of

the MUT’s should be less than 0.0001. Also, when the MUT sample’s thickness is larger than 1

mm, the thickness variation has negligible effects on the sensing result.

4.3. Transceiver design

To effectively detect miniature change of the power level of the received tone due to small

dielectric constant change of the MUT, a low-noise receiver around 162GHz is required. The topol-

ogy adopted in this work is a super-regenerative receiver. Due to its Q-enhancement property, it

can achieve very high sensitivity with a moderate noise figure by limiting its bandwidth [50] [51].

In this work, super regenerative receiver takes the form of a cross-coupled pair oscillator followed
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Figure 4.6. Circuit schematic of (a) receiver and (b) transmitter.

by an envelope detector. The circuit schematic is shown in FIGURE 4.6 (a). M2 and M3 are

the cross-coupled transistor pair. The inductor L2 together with the parasitic capacitance of the

transistors form the resonant tank. The current flowing in M2 and M3 is controlled by the tail

current source M4, whose gate voltage is controlled by an external quench signal. Thus, the effec-

tive transconductance of the oscillator is controlled by the quench signal. M1 serves as a buffer

between the oscillator and the input of the receiver. C1 and L1 serves as input matching network

to 50 Ohms as well as DC block and DC current path. M5, M6 and R1 forms the envelope detector

that extract the oscillation envelope, Vout. This is the envelope of the periodic oscillation, which

is measured off-chip.

The receiver is implemented in a 28-nm bulk CMOS, and takes chip area of 357 um x 600 um.

An on-wafer probe measurement of receivers is conducted. A 200 MHz sine wave with 200mV

DC offset and 250 mVpp is used as quench signal to bias the super regenerative receiver in linear

operation mode. Therefore the output voltage is a 200-MHz envelope signal, which is measured

with spectrum analyzer. FIGURE 4.7 (a) shows the measured output voltage while input power

is swept. The sensitivity of the receiver is measured to be -61 dBm, or 0.79 nW with resolution

bandwidth to be 100 kHz (corresponding to integration time of 10 us). The power consumption of

the receiver is 3 mW with 0.9 V supply voltage.
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Figure 4.7. Measurement results and chip micrograph of (a) RX and (b) TX.

The transmitter takes form of a transformer-based fundamental frequency cross-coupled pair os-

cillator, whose schematic is shown in FIGURE 4.6(b). The transformer X1 is designed so that it

not only provides the inductance for the resonant tank, but also works as impedance transformer

to alleviate the 50 Ohm loading to the oscillator [52]. The cross-coupled transistor pair M1 and

M2 are co-designed with the transformer to have good DC-RF efficiency, as well as enough output

power [53]. Body tuning is used to allow frequency tuning. The current limiting resister R1 of

1K Ohms is added to protect the transistors. The transmitter is implemented in a 65-nm bulk

CMOS and takes 370 um x 420 um chip area. The measured output frequency and out power vs.

supply voltage is shown in FIGURE 4.7 (b). 0.6-V supply voltage is used to have 162 GHz output

frequency. The corresponding output power is -6 dBm with DC power consumption of 6 mW.

4.4. Sensing System Measurement

As shown in the FIGURE 4.8 (a), the transmitter, sensor and receiver are assembled together

on a PCB board. The transmitter’s output ground-signal-ground (GSG) pad is wire bonded to

the input GSG pad of the sensor, and the receiver’s input GSG pad is wire bonded to the sensor’s

output GSG pad. The 162 GHz CW tone generated by the transmitter propagates through the

sensor and gets detected by the receiver. The receiver’s time-domain output waveform is measured

by an oscilloscope and is shown in FIGURE 4.8 (b). The waveform is the envelope of the quenched

regenerative oscillation, and the amplitude of the envelope is determined by the sub-THz input
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power detected by the receiver. As shown in FIGURE 4.8 (c), the amplitude of the output waveform

is also measured with spectrum analyzer, which is the amplitude of the tone at the frequency of 200

MHz due to the 200 MHz quench frequency. The noise floor of the sensing system is also measured

with the spectrum analyzer to be -95 dBm with a resolution bandwidth (RBW) of 100 kHz, which

corresponding to an integration time of 10 us. When sample of MUT with higher dielectric constant

are placed on the rings, the tone was attenuated more and the receiver outputs a tone with smaller

amplitude. FIGURE 4.8 (d) shows the system’s output signal power varies with different standard

dielectric material being sensed. For example, when the Rogers 5880 dielectric samples are placed

on the sensor, which has a 1.2 permittivity difference with air, the system outputs a 49 uV voltage

difference. Therefore, the measured sensing resolution can be calculated as

Resolution =
1.2

49uV/4.0uV
= 0.098. (4.8)

where 4.0 uV is the voltage noise floor of the sensing system output, calculated based on the

measured -95 dBm on the 50 Ohms load of the spectrum analyzer. On the other hand, the minimum

detectable dielectric constant change is calculated from Eqn. 4.2 based on the measured sensor

transduction and receiver sensitivity:

Resolution =
0.79nW

2.55uW/unit dielectric constant
= 3.10× 10−4. (4.9)

For dielectric constant larger than 6, the resolution degrades due to the larger mode mismatch

between ring resonator and the dielectric waveguide. This resolution, however, is calculated based

on the measurement performances of the WGM ring resonator sensor and the RX, and therefore

the impact from the TX noise is not taken into consideration. This may results in an overly

optimistic estimation of the permittivity sensing system resolution. In addition, this system cannot

distinguish complex permittivity of the MUT samples, which results in a relatively low specificity

for the dielectric material detection. Based on these aspects of the potential improvement, a more

sophisticated sensing system is proposed and presented in the next chapter, which has the capability

of suppressing the TX noise and of detecting complex permittivity.
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Figure 4.8. Sensing system measurement (a) Integrated system setup. (b) System
output waveform, which is the envelope of the regenerative oscillation of the received,
whose amplitude reflects RX detected power. (c) System output measured with
spectrum analyzer. (d) System output voltage measured by spectrum analyzer with
different dielectric samples placed on the sensor rings.
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CHAPTER 5

High Resolution Complex Permittivity Sensing System

5.1. System Architecture and SNR Analysis

5.1.1. System Architecture. FIGURE 5.1 shows the system architecture. The TX outputs

a complementary pair of BPSK modulated sub-THz signals through two identical off-chip silicon

WGM disk resonator sensors near their band-stop resonant frequency, which are then summed by

the combiner of the RX. The resulting signal reflects the transmission difference ∆S21 between

the sensing and the reference path, which is then down converted by the RX mixer. The pro-

ceeding chopper up-converts the low frequency noise and the following integrator filters out the

high frequency noise. The complementary BPSK signaling for the sensing and the reference paths

suppresses both low frequency noise from the electronics and the impact from the ambient temper-

ature variation. The summation of the complementary signals at the input of the RX reduces signal

amplitude at the input of the mixer, which reduces the TX noise impact and mitigate the trade-off

between noise and linearity for the RX circuitry. The TX injection-locks the RX LO through a low

loss sub-THz LO feedforward path to suppress the TX’s close-in phase noise in the down-conversion

process at the RX. The architectural combination of balanced sensing and reference path and the

LO feedforward overcomes the drift and high close-in phase noise of a THz free running VCO,

leading to a high sensing resolution. The following subsections presents the quantitative analysis

of the signal and noise of the sensing system that guides the design of the TRX circuits.

FIGURE 5.2 illustrates the signal and noise propagation of the system qualitatively in frequency

domain. The VCO generates a CW tone at its oscillation frequency ωOSC with phase noise. The

TX chopper modulates the CW tone into BPSK at the modulation frequency of ωCHOP , gener-

ating two sidebands at ωOSC + ωCHOP and ωOSC − ωCHOP . The higher order harmonics of the

BPSK modulation at frequencies of ωOSC ±3ωCHOP and ωOSC ±5ωCHOP , etc., are omitted in this

illustration for simplicity. As an architecture design of the TX signaling, the TX chopper drives
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Figure 5.1. Sensing system architecture.

Figure 5.2. Illustration of signal and noise propagation.

the sensing path and the reference path with alternative phases, also incorporate the functionality

of a power spliter and differential-to-single-ended converter, saving power and area. And thus, the

signals at the output of the TX chopper have opposite signs, hence the name complementary BPSK

signaling for the TX output. Comparing to the OOK type of modulation and signaling of the prior

arts [54], this architectural innovation helps eliminate a strong carrier at ωOSC at the input of the

RX. This greatly suppresses the phase noise transmitted to the RX by the carrier, as well as relaxes

the linearity requirement of the RX.

Passing through the sensing path and the reference path, the signals are attenuated by different lev-

els, resulting from the different S21 of the two paths. The signals are then summed at the combiner

of the RX. The summing of the complementary signals results in a residue signal that reflects the

transmission difference of the sensing path and the reference path, or ∆S21 = S21,SEN − S21,REF .

This signal is then demodulated by the RX mixer, driven by the LO that is fed forwarded by the

TX and has a frequency of ωOSC , to the baseband. This baseband signal is a square wave with
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fundamental frequency of ωCHOP . The phase noise associated with the signal is suppressed in this

downconversion process due to its coherence with the phase noise of the LO. The phase noise of the

two sidebands ωOSC +ωCHOP and ωOSC −ωCHOP at the input of the mixer is also folded in-phase

into ωCHOP at the output of the mixer, resulting the factor of four in the TX noise power in Eqn.

5.2. Nonetheless, the TX noise is still lower than the RX noise, which is marked as a red curve, as

determined by the simulation shown in FIGURE 5.9. The square wave signal is then demodulated

down to DC by the RX chopper and amplified by the GmC integrator. And the flicker noise of the

mixer and the OTA is upconverted by the chopper and filtered out by the integration capacitor.

The systematic design of the architecture and the signaling suppresses the TX noise and the RX

noise effectively while preserving and amplifying the signal at the the same time, resulting a high

SNR at the system output. Detailed SNR analysis is carried out quantitatively in the following

sections.

5.1.2. Signal Analysis. The signal flow of the system is analyzed within a half chopping

cycle, because the system operates in steady state as if the signal is in CW mode. This avoids

the unnecessary complexity and difficulty in analyzing the signal with the higher order modulation

harmonics, and ensures correctness in theory, as proved quantitatively by comparing with the

circuit simulation results in FIGURE 5.10. The system signal flow is illustrated in FIGURE 5.3.

VTX,SEN =
√
PTXZ0 and VTX,REF = −

√
PTXZ0 are the rms signal voltages at the output of

the TX to the sensing paths and the reference paths, respectively. PTX is the TX output power

to the sensing path and the reference path, and Z0 = 50Ω. VRX,SEN =
√
PTXZ0S21,SEN and

VRX,REF = −
√
PTXZ0S21,REF are the signal voltages at the input of the RX to the sensing paths

and the reference paths, respectively. S21,SEN and S21,REF are the transmission of the sensing path

and reference path, respectively, and are both complex quantities. The RX sums these two signals

before down converting and amplification. The magnitude of the RX output signal,Vsig,out, can
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Figure 5.3. System signal flow.

therefore be given by

Vsig,out =
∣∣∣√PTXZ0S21,SEN −

√
PTXZ0S21,REF

∣∣∣
·AV,comb ·AV,mixer ·AV,gmC

=
√

PTXZ0 |S21,SEN − S21,REF |

·AV,comb ·AV,mixer ·AV,gmC

=
√

PTXZ0|∆S21| ·AV,comb ·AV,mixer ·AV,gmC

=
√
PTXZ0Senϵr∆ϵrAV,RX

(5.1)

where AV,comb is the voltage gain(loss) of the RX combiner, AV,mixer is the conversion gain of the

mixer , AV,gmC is the DC gain of the gm-C integrator, and AV,RX = AV,comb ·AV,mixer ·AV,gmC is the

total voltage gain of the RX. For conciseness, the system analysis in the rest of this article is based

on ϵr, which is a representation of either ϵ′r, or ϵ′′r without loss of specificity. For example, Senϵr

can represent either Senϵ′r and Senϵ′′r . As can be seen, the output signal of the sensing system is

proportional to the sensitivity of the sensor and the permittivity difference between the MUT on

the sensing path and the reference path sensors.

5.1.3. Noise Analysis. Both TX and RX generate noise. The major source of the TX noise

is the phase noise of the TX VCO, which is converted to amplitude noise in the direct conversion

process of the RX mixer. The TX noise power density at the output of the TX can be modelled

as PTXZ0LTX(f), where LTX(f) is the phase noise of TX signal in unit of dBc/Hz. As the

TX noise is essentially the phase noise of signal carrier, it follows a similar process of the signal

flow. At the output of the RX combiner, the TX noise power density is PTXZ0LTX(f)Sen2
ϵr∆ϵ2r ·

A2
V,comb. At the output of the mixer, the TX noise power density becomes PTXLTX(f)Sen2

ϵr∆ϵ2r ·
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Figure 5.4. LTX , TX noise at the RX output and its transfer functions

Figure 5.5. RX noise model.

A2
V,combA

2
V,mixer4|1−e−j2πftd |2. The factor 4 is due to the summing of the USB and the LSB of the

phase noise at output of direct conversion. |1 − e−j2πftd | is the coherent phase noise cancellation

(CPNC) effect in the down conversion process, where td is the time delay difference between the

RF and LO signals at the mixer, which is simulated to be 1.4 ns due to the high quality factor of

the resonator sensor [55]. With its high pass feature, it suppresses the close-in phase noise. After

passing the gm-C integrator, the total TX noise at the RX output can then be given by

V 2
n,TX =

∫ fH

fL

PTXLTX(f)Z0(Senϵ∆ϵ)2A2
V,combA

2
V,mixer4|1 − e−j2πftd |2|HgmC(f)|2df (5.2)

where HgmC(f) as in Eqn. 5.2 is the transfer function of the time-windowed integrator and is

derived in Appendix B. The transfer function of the CPNC process and the overall RX on the TX

noise, and the TX noise power spectral density at the RX output are plotted in FIGURE 5.4. Also,

in Eqn. 5.2, to precisely quantify the integrated TX noise voltage at the RX output, the lower

bound of the integration fL is chosen to be 100 Hz, which is much lower than the integration clock

cycles of 50 kHz, and the upper bound of the integration fH is chosen to be 100 MHz, which is

much higher than the Gm-C corner frequency of 20 kHz.

FIGURE 5.5 shows the noise model of the RX. v2n,s = 2kTZ0 is the KT noise of the 50Ω

source impedance of the two-input RX. The input-referred noise power density of the mixer can be
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Figure 5.6. Simulated RX noise.

modelled as a combination of the mixer’s thermal noise and flicker noise

Sn,mixer(f) = v2n,mixer +
k′mixer

f
(5.3)

where v2n,mixer is the power density of mixer’s thermal noise, and k′mixer is the mixer’s flicker noise

factor. Similarly, the noise power density of the gm-C integrator is modelled as

Sn,gmC(f) = v2n,gmC +
k′gmC

f
(5.4)

The simulated RX noise sources are plotted in FIGURE 5.6. As discussed in Section IV B, the

mixer is designed to have lower input referred noise than the GmC circuit to lower the overall noise

figure of the RX. Also, the noise from the mixer and the GmC circuit dominates the KT noise

vn,s. Therefore, vn,s is neglected in the following analysis for simplicity. The total RX noise at the

output is then given by

V 2
n,RX =

∫ fH

fL

Sn,mixerA
2
V,mixer|HgmC(f)|2

+ Sn,gmC |HgmC(f)|2df
(5.5)

Plugging Eqn. 5.3 and Eqn. 5.4 into Eqn. 5.5, we get
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Figure 5.7. Signal and noise processing at the baseband circuits.

V 2
n,RX =

∫ fH

fL

(v2n,mixer +
k′mixer

f
)A2

V,mixer|HgmC(f)|2

+ (v2n,gmC +
k′gmC

f
)|HgmC(f)|2df

(5.6)

With chopping, the flicker noise component at fchop is down converted to DC. With the detailed

derivation shown in Appendix A, the total RX noise can be approximated as

V 2
n,RX ≈

∫ fH

fL

(v2n,mixer +
8k′mixer

π2fchop
)A2

V,mixer|HgmC(f)|2

+ (v2n,gmC +
8k′gmC

π2fchop
)|HgmC(f)|2df

(5.7)

FIGURE 5.8 shows the simulated total RX noise for different chopping rate fchop, justifying the

model of Eqn. 5.7. FIGURE 5.9 shows the simulated noise spectral densities of the various noise

types shown at the output of the system. The chopping suppresses the RX noise that is generated

between the choppers in the TX and the RX, and the CPNC suppress the TX noise under the RX

noise. The circuit simulation results further validate the foregoing theoretical noise analysis in the

following subsection of SNR analysis.

5.1.4. SNR and Resolution. The SNR of the system can be expressed as
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Figure 5.8. Total RX noise at the RX output for different chopping frequencies.

Figure 5.9. Noise spectral densities of different noise at the RX output.

SNR =
V 2
sig,out

V 2
n,RX + V 2

n,TX

(5.8)

By setting SNR = 1, the minimum detectable permittivity difference or the sensing resolution

δϵr can be expressed as Eqn. 5.9. The signal, noise and the resolution vs. the measurement

integration time is shown in FIGURE 5.10 (a). The signal and therefore the TX noise increases

by 20 dB/dec as the GmC integrator integrates for longer time. The increase of the signal and

the noises saturates at around 10 us due to the finite output resistant of the OTA, as shown in

FIGURE 5.21 (b). The combination of the higher gain but smaller noise bandwidth due to the

longer integration time results in the slower increase rate of the RX noise of 10dB/dec before it
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δϵr =√√√√√ ∫ fH
fL

(v2n,mixer +
8k′mixer
π2fchop

)A2
V,mixer|HgmC(f)|2 + (v2n,gmC +

8k′gmC

π2fchop
)|HgmC(f)|2df

PTXZ0Sen2
ϵrA

2
V,RX −

∫ fH
fL

PTXLTX(f)Z0Sen2
ϵA

2
V,combA

2
V,mixer4|1− e−j2πftd |2|HgmC(f)|2df

(5.9)

Figure 5.10. Theoretical and simulated signal, TX noise and RX noise voltage at
the system output and resolution vs. (a) Integration time. (b) TX output power

saturates. Because the RX noise dominates over the TX noise, the signal increases 10 dB/dec

faster than the total noise and therefore the resolution improves with the integration time with a

-10 dB/dec slope before the integration saturates. The signal, noise and the resolution vs. the TX

output power is shown in FIGURE 5.10 (b). With increased TX output power, signal and TX noise

increases while the RX noise remains independent on TX output power, as expected. The SNR

and therefore resolution improves because RX noise is dominating. The systematic analysis above

guides the design decisions and the power spending strategies in the TX and RX design process,

as shown in the next sections.

Given the expression of HgmC(f) derived from Appendix B, Eqn. B.14, the total RX noise can

be approximated as

V 2
n,RX ≈ ENBW [(v2n,mixer +

8k′mixer

π2fchop
)A2

V,mixerA
2
V,gmC

+ (v2n,gmC +
8k′gmC

π2fchop
)A2

V,gmC ]

(5.10)
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where ENBW ≈ 1.57f3dB is the noise equivalent bandwidth of the RX. The noise factor of the

RX can be expressed as

F =
v2n,RX,out

v2n,S ·A2
V,RX

=
v2n,RX,out

8kTZ0 ·A2
V,RX

(5.11)

where vn,RX,out is the noise power density at the RX output due to the RX circuits and the source

impedance. Because of the dominance of the RX noise over the noise due to the source impedance,

it can be approximated as

v2n,RX,out ≈ (v2n,mixer +
8k′mixer

π2fchop
)A2

V,mixerA
2
V,gmC

+ (v2n,gmC +
8k′gmC

π2fchop
)A2

V,gmC

(5.12)

Finally, combining Eqn. 5.10, Eqn. 5.11 and Eqn. 5.12, the total RX noise at the output can be

expressed concisely in terms of the RX noise factor

V 2
n,RX = ENBW · F · 8kTZ0 ·A2

V,RX (5.13)

which will in turn help result in a concise expression of the system sensing resolution with design

insight in next subsection.

5.1.5. SNR and Resolution. With Eqn. 5.1, Eqn. 5.2 and Eqn. 5.7, the SNR of the system

can be expressed as

SNR =
V 2
sig,out

V 2
n,RX + V 2

n,TX

(5.14)

Eqn. 5.9 is plotted with simulation results in FIGURE 5.10 with varying transmitter power

and integration time(or ENBW ). As shown in Fig 5, in the high resolution sensing regime,

Vn,TX << Vn,RX . The system SNR has a concise form by neglecting the TX noise

SNR =
PTXSen2

ϵr∆ϵ2r
ENBW · F · 8kT

(5.15)

Setting SNR = 1, the minimum detectable permittivity difference or the sensing resolution δϵr can

be expressed as

δϵr =

√
ENBW · F · 8kT√

PTXSenϵr

(5.16)
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Eqn. 5.16 shows that the high resolution can be achieved by having low RX noise figure and high

permittivity sensitivity.

5.2. TX Design

The block diagram of the TX is shown in FIGURE 5.1, and the schematic and the core passive

layout of the TX are shown in FIGURE 5.11. The TX generates sub-THz excitation for the

sensors and provides injection LO to the RX to suppress the phase noise associated with the

excitation signals in the sensing and reference paths. For this prototype, the TX should meet

three requirements: the LO output power should be large enough to injection-lock the RX; based

on FIGURE 5.10(b), the sensing and the reference path power should be large enough to achieve

a permittivity sensing resolution to the order of 10−4; the TX’s output frequency should have

a tuning range of 8 GHz to cover the resonant frequency shift caused by the common dielectric

materials. From simulation, to injection-lock the RX ILO with a frequency range of 8 GHz, the

minimum required input power at the RX’s LO port is -15 dBm. Considering the 4dB insertion

loss of the LO feedforward path from the sensor structure’s simulation, the LO buffer needs an

output power of -8 dBm to have some safe margin. Designed as a class-A power amplifier, the

load line simulation of the LO buffer determines the device size of the pseudo-differential pair to

be 6.7um, resulting in a DC power consumption of 9 mW for the LO buffer. A load pull simulation

determines the optimum load impedance of the pseudo-differential pair for maximum output power

is Zopt = 130 + j205Ω. A transformer-based balun TLO converts Z0 = 50Ω to Zopt with a loss of 2

dB. The RF buffer delivers differential signals to the sensing and reference paths through the TX

chopper. The buffer’s device size has a direct impact on the output power level and therefore the

system SNR. However, larger device also loads the VCO tank, resulting a small swing at the input

of the buffer if the VCO devices are not widened correspondingly [56]. To limit the overall power

consumption of the sensing system, the device is chosen to be 6.7 um wide, identical to the LO

buffer, also to maintain layout symmetry. Therefore, the RF buffer has the same Zopt as the LO

buffer. Before designing the RF buffer’s impedance matching transformer TRF , the TX chopper is

designed first so that its parasitics can be absorbed into the impedance matching. The device size

of the chopper is chosen to be 12um to have the minimum power loss of 4.4 dB. This is also the
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Figure 5.11. TX circuit. (a) TX schematic. (b) Core layout.

device size ensuing the best on-off ratio for each switch. The opposite-phase square-wave chopping

signals are applied to the gates of the chopper switches to modulate the signals on the sensing

and reference paths into BPSK signals. As can be seen on FIGURE 5.11, the signals with equal

amplitude but opposite phase diverge at the output of the chopper to the sensing and reference

path outputs, respectively, through the identical 431 um 50Ω CPW’s, which have a loss of 1.5 dB.

The transformer of the signal buffer is then designed to match the input impedance of the chopper

to Zopt.
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Figure 5.12. VCO design considerations. (a) Effective parallel resistance and ca-
pacitance of the varactors with different sizes. (b) Effective parallel resistance and
inductance of the VCO inductor with different diameters

For the generation of sub-THz signal in CMOS technology, harmonic oscillator or fundamental

oscillator with multiplier are the common methods, due to the fact that the operation frequency is

close to fmax of the device [57] [58]. By contrast, fundamental oscillator is more efficient, without

the need of the extraction of the weaker harmonics, yet it is also more challenging to design due

to the higher loss of the passives and lower activity of the CMOS device at this frequency. In this

work, to minimize the power consumption, a fundamental VCO is adopted to generate the 160

GHz signal for the sensing system. To achieve a tuning range of 8 GHz, a combination of the MOS

varactors pair and a single-bit discrete capacitor are used. The VCO device size is determined to

be 5 um to achieve an LO output power of -8 dBm, as shown in FIGURE 5.13, with the loading of

the varactors and the discrete cap. The cross-coupled devices contributes 8 fF parasitic capacitance

to the VCO’s resonant tank, and consumes 8 mW of DC power. At 160 GHz, the quality factor

of the varactor is significantly lower than those in the GHz range. To achieve an 8 GHz tuning

range, a varactor size of 0.32um2 is chosen, whose quality factor varies from 28 to 5.5. To minimize

the ground loss of the core area layout, the top two layers of thick metal M8 and M7 are used as

ground in the core area, as shown in FIGURE 5.11(b). By the careful design and layout, the VCO

generate a differential voltage amplitude > 800mV at its drain nodes, which directly drives the

gates of the LO and RF buffer devices.
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Figure 5.13. VCO device sizing and LO output power and DC power consumption.

Figure 5.14. TX frequency tuning range and output power.

The simulated performance of the TX is shown in FIGURE 5.14. The LO buffer delivers

the output power of -8 dBm to -3 dBm to the LO output port within the TX frequency tuning

range. And the output power of the sensing and reference paths are from -11.5 dBm to -16.5dBm

within the TX frequency sweep range. The output power of the sensing and reference port is lower

than the LO port because the signal buffer drives two 50Ω paths at the same time, on top of the
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Figure 5.15. TX chip photo.

additional loss of the chopper and the routing CPW’s. The output power difference of the sensing

and reference paths are due to the layout mismatch of the TX. This mismatch, along with the

sensor’s fabrication mismatch, can be calibrated out in the measurement process. The simulated

phase noise of the TX is shown in FIGURE 5.4. The TX chip is fabricated in 28 nm bulk CMOS

technology and the chip photo is shown in FIGURE 5.15.

5.3. RX Design

The combiner’s schematic and simulated performance is shown in FIGURE 5.17 and its layout

can be seen from the RX chip photo in FIGURE 5.22. It is made of five sections of CPW and it

combines the signal from the sensing and referencing paths. The combined signal is then split and

delivered to the input of the mixers of the I and Q paths. The loss of the combiner is 5.2 dB.

At sub-THz, the power efficiency of the low-noise amplifier in terms of its effectiveness of

lowering the NF of the entire RX is much lower than the GHz counterparts. Therefore, the RX

adopted mixer-first topology. The design goal for the mixer is to have a reasonable noise figure and

gain within a limited power budget to dictates a optimum noise performance of the overall RX.
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Figure 5.16. TX output noise partition.

The mixer’s schematic is shown in FIGURE 5.18. A single-ended Gilbert cell serves as a natural

balun to avoid the loss of the passive balun at sub-THz frequencies. The gm device is chosen to

be 20 um-wide to have a transconductance of 22 mS. 3.3 mA out of 3.5 mA DC current from the

gm device is bled to a PMOS current helper to relieve the current steering load of the switching

devices. Less steering current allow the switching device to spend less time in transition, resulting

in a better gain and noise performance. Less DC current also allows using larger load resistance

and helps reduced the flicker noise of the switch devices, which further boost the gain and noise

performance of the mixer.

The parasitic capacitance at node X steals away signal current from the gm device and increases

the switching devices noise contribution to the output by lowering the impedance at the node. The

inductor L2 of 45 pH and Q = 9 in the current bleeding path is used to resonate out the parasitic

capacitance. The voltage gain of the mixer is around 17 dB and the noise figure is about 15.4dB.

The switch devices contribute the most of the noise due to the relative low impedance at node X and

the moderate differential LO voltage amplitude about 400 mV at 160 GHz. The ILO’s schematic is

shown in FIGURE 5.18. The ILO needs to have 8 GHz lock range to cover the measurement range

and high output voltage swing at the mixer’s LO port to maximize the mixer gain. To provide
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Figure 5.17. Combiner schematic and simulated performance.

Figure 5.18. Mixer schematic, performance and noise contribution.

quadrature LO for the mixers of the I/Q path, the design of an RC poly-phase filter feeding two

standalone ILO is adopted to avoid using the lossy quadrature coupler for quadrature oscillation

generation that is commonly used in low frequency QILO’s [59]. The resulting phase mismatch

of the I/Q paths can be calibrated out in the measurement as a static process. An input balun

converts the incoming TX LO signal to differential signal that drives the RC poly-phase filter to

generate the two pairs of quadrature signals. From simulation, to have a 15 dB conversion gain, the
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Figure 5.19. ILO schematic, output amplitude and I/Q phase difference.

mixer requires a 400 mV amplitude differential voltage at the gate of its LO devices. To achieve a

reasonable lock range with this output amplitude requirement, two methods are adopted. First, the

injection devices are larger than the oscillator device to have a strong enough injection to achieve a

larger lock range. A pair of varactors are used to further increase the overall lock range by tuning

the self-oscillation frequency of the core oscillator. From simulation, with a -12dBm injection power

delivered at the RX’s LO port, the lock range with larger than 400 mW LO amplitude is 12 GHz

to have a safe margin for process variation, as shown in FIGURE 5.19.

The Gm-C integrator is implemented with a folded telescopic OTA as the Gm stage and a 52

pF on-chip integration capacitor. The OTA is designed to have low input-referred noise and high
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Figure 5.20. GmC schematic and analog signal processing timing.

output resistance to achieve a high SNR. A chopper is inserted between the OTA and the capacitor

to suppress the flicker noise of the OTA and the mixer. The hold and reset switches control the

integration period. Comparing to [54], the separation of the chopping and hold switch allows a

longer integration time than the chopping period, resulting a higher SNR. The DC offset and low

frequency noise are removed by the multiple chopping periods within one integration cycle. With

the detailed derivation shown in the Appendix B, the transfer function of the GmC integrator with

the integration time of t = tint is expressed as

HgmC(s) =
GmRout(1− e−stint)

1− e−stint +RoutsCint
(5.17)

which is plotted in FIGURE 5.21(b) for different t = tint. A longer integration time results in a

larger DC gain and smaller ENBW, and hence higher SNR. As can be seen, however, comparing

with an ideal Gm-C integrator in FIGURE 5.21(a), the increase of the gain and decrease of the

bandwidth start to saturate as tint increases above 10us. This saturation behavior is also manifested

in the saturation of the resolution improvement with longer integration time in FIGURE 5.10.

This deviation from the ideal GmC’s behavior is caused by the finite output resistance Rout =

150kΩ of the OTA, and the maximum integration time is constrained by the output resistance of

the OTA. With Rout = 150kΩ, the maximum integration time is around 14 us, which results in a

DC gain of 50 dB and a ENBW of 20 kHz.
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Figure 5.21. Transfer functions of (a)ideal GmC integrator and (b) practical GmC
integrator with finite output resistance.

Figure 5.22. Photo of the RX chip and zoomed-in core area.

5.4. Packaging and Peripheral Circuits Design for Low Noise Sensing Systems

5.4.1. TX, RX and Sensor Structure Packaging. The TX chip, the RX chip and the

sensor structures are glued on a PCB board and interconnected with bonding wires. The bonding

wires interconnect the GSG pads of the on-chip CPW’s of the sensing path, the reference path and

the LO path with those on the sensor structure. These signal bonding wires are as short possible to

minimize their impact on the loss of the 160 GHz signal, as compared to the DC wires, as shown in
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Figure 5.23. TX chip, sensor structure, RX chip are mounted on the PCB and
interconnected with bonding wires.

the zoomed-in photo of FIGURE 5.23. The signal bonding wires are approximately 60 um, whose

inductance’s are around 60 pH based on EM simulation in HFSS, which are incorporated in the

design of the output matching network of the TX and the input matching network of the RX to

ensure good matching at these interfaces. The wire bond service is provided by the CHFE facility

in UCLA. The area under the sensor disk of the PCB is cut in the PCB fabrication process to

prevent Q of the resonator sensor from being lowered by the loss of the FR4 material of the PCB

substrate.

The TX and RX chips are carefully designed to have low noise at the system output by suppress-

ing the noise generated by the circuits on-chip. As a result, the system output is more susceptible

to various kinds of off-chip noise. The PCB of the sensing system is therefore carefully designed to

protect the sensing system from being polluted by the noise from the noise off-chip environment.

The most dominant two types of noise sources are the noise from the voltage source equipment and

the electromagnetic interference (EMI). The following two subsections illustrate the correspondent

analysis and suppression techniques.

5.4.2. Measurement and Suppression of EMI Noise. The EMI may come from wireless

communication signals such as cellular and WiFi as well as the emissions from the nearby electronics
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Figure 5.24. Lab EMI measurement (a) Loop antenna. (b) Measurement of the
EMI signals picked-up by the loop antenna using a spectrum analyzer. (c) the EMI
signals picked-up by the loop antenna.

and equipment. The EMI environment in the lab is tested using a simple loop antenna and a

spectrum analyzer. As shown in FIGURE 5.24(c), a simple loop antenna can pick up upto -20dBm

of noise from the radiation in the environment. A wire loop of a diameter of 10 cm is used in the

test as a loop antenna because loops are easily formed by the wires and PCB traces, which could

potentially receive EMI radiation from the measurement environment.

To minimize the pollution of the signals from the environment EMI, three measures are taken.

First, sufficient amount of bypass capacitors are used for each DC voltage nets and power supplies

to filter out the EM noise picked up by the traces. Second, to prevent the low noise output signal

from being polluted by the EMI noise, the outputs of the RX is interfaced by SMA connectors.

Hence, the ground shield of the coaxial cables that connects the RX output with the measurement

equipment such as data acquisition unit can shield the signal from the external EMI. Third, the

PCB is carefully designed to minimize the possible loops formed by the traces and the jump wires,

because a small loop antenna’s radiation resistance Rrad and therefore its radiation efficiency is

proportional to the square of its area A, as

Rrad ≈ 31.2kΩ(
N ·A
λ2

)2 (5.18)

, where N is the turn numbers of the loop wire and λ is the operating wavelength. Therefore, low-

ering the loop area lowers its efficiency as an antenna to pick up EMI from the air. Furthermore,

a loop formed by conductors not only picks up EMI from the air as a loop antenna, but also has

a high inductance and therefore a high impedance to magnify any unwanted transient currents, no
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matter from the EMI or from the IC internally, into larger voltage swings.

5.4.3. Analysis and Suppression of DC Supply Noise. The other major source of off-

chip noise is the noise from the DC voltage supply equipment. General purpose voltage supply

equipment typically does not focus to have low noise feature at their voltage output. For example,

the Keithley 2600B System SourceMeter has a thermal noise of 20 mVpp at its voltage output in the

frequency range of 10 Hz - 20 MHz. This translates to 670nV/
√
Hz. On top of thermal noise, its

datasheet also specifies flicker noise of ∼ 50 uVpp in the frequency range of 0.1Hz - 10Hz. Despite

the fact that the flicker noise has higher noise power spectral density at the lower frequencies, the

smaller frequency range or namely the bandwidth in which the flicker noise is dominant over ther-

mal noise makes the flicker noise’s contribution to the total noise power a minor factor comparing

to the white thermal noise, which has the constant power spectral density in a wide bandwidth.

Hence, the following analysis and simulations focus on the white thermal noise contributions from

the various sources.

To understand how this noise level would impact the sensing system performance, extensive in-

vestigation is conducted to study the noise transfer functions from every DC pad of the chips to

the final system output. The following paragraphs elaborate the most critical and typical nodes as

examples.

The most critical node that is particularly susceptible to DC supply noise is the frequency control

voltage Vcont of the TX’s VCO. Its voltage value directly translates to the oscillation frequency of

the VCO, and in the same way, its noise directly contributes to the frequency or phase noise of the

VCO. From the analysis of section 5.1, the TX phase noise can limit the systems sensing resolution

if it is not suppressed to a sufficiently low level by careful measures. Despite the fact that the TX

phase noise cancellation technique is applied in the sensing system design, the noise suppression

capability of the technique is finite and the TX phase noise should be well controlled so that the

phase noise contributed from off-chip should be minimized. Hence, it is common to use a ultra

low noise DC voltage supply to control the frequency tuning voltage in the VCO measurement,

as well as a low noise power supply for the VCO, to prevent the oscillator under test from being

polluted by the noisy control voltage and power supply. FIGURE 5.23 shows an example of an
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Figure 5.25. Example off-the-shelf VCO measurement equipment, which inter-
nally provides a ultra low noise (1nV/

√
Hz) DC source for the VCO’s tuning voltage

and supply voltage.

Figure 5.26. TX performance change with supply voltage VDD.

off-the-shelf VCO measurement equipment that provides low noise (1nV/
√
Hz) DC source for the

tuning voltage and power supply of the oscillator under test. It is more obvious that the noise in

the frequency tuning voltage would contribute directly to the phase noise of the VCO. Therefore,

the following analysis focuses on how the noise in the power supply voltage can contribute to the

phase noise of the VCO.

As shown in FIGURE 5.11, the VCO in the TX adopts the topology of cross-coupled pair with LC
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Figure 5.27. noise power spectral density transfer function HV DD(fm) from VDD
to VCO output.

resonance tank. The supply voltage applied at the center tap of the oscillator inductor also controls

the gate and drain voltages of the cross-coupled pair transistors M1 and M2. On the other hand,

the major parasitic capacitance of M1 and M2, CGS , CDB, are voltage dependent. Therefore, the

change of the supply voltage changes the capacitance values of CGS , CDB. From the schematic

of the VCO, CGS and CDB constitute part of the resonant tank capacitance. Thus, the supply

voltage VDD changes the resonant frequency of the VCO indirectly, playing a similar role as the

dedicated frequency control voltage VCTRL. The frequency tuning property of the supply voltage

can be utilized as a intended frequency tuning method, as in [60], where the MOS varactor’s Q

drops below 5 at frequencies above 300GHz. The frequency tuning capability of the supply voltage

is simulated and shown in FIGURE 5.26. The TX performance changes when VDD changes from

0.6 V to 1.2 V. Together with change of the output power of the sensing, the reference and the LO

path, the TX frequency changes from 163.8 GHz to 172.6 GHz. Similar to the frequency tuning

gain of the VCO KV CO, we define a supply voltage gain as KV DD
def
= ∆ωm/∆V DD. Based on the

simulation results shown in FIGURE 5.26, KV DD = 14.67Grad/Hz/V . The following theoretical

analysis is used to predict the transfer function of the supply noise to phase noise.

The supply voltage noise at certain frequency ωm is model as vncos(ωm), a sine wave with an
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amplitude of vn. Then the radian frequency drift caused by this noise can be expressed as

∆ω(t) = KV DDvncos(ωmt) (5.19)

The output of the VCO can be expressed as, Acos(ω0t+ϕ(t)), where A is the amplitude of the VCO’s

output voltage swing, ω0 is the nominal oscillation frequency, and ϕ(t) is the phase fluctuation.

The resulting phase fluctuation due to this frequency drift is then expressed as

ϕ(t) =

∫
∆ω(t)dt =

KV DD

ωm
vnsin(ωmt) (5.20)

by integrating the frequency drift over time. Therefore, the power spectral density of the phase

fluctuation and the supply voltage noise has the following relationship

Sϕ(fm) = (
KV DD

ωm
)2Svn(fm) = H2

V DD(fm)Svn(fm) (5.21)

where

HV DD(fm) = (
KV DD

ωm
)2 (5.22)

is the noise power spectral density transfer function, from VDD to the VCO output. The plot of

Eqn. 5.22 is shown in FIGURE 5.27. The transfer function shows a low pass feature with a roll-off

rate of -20 dB/dec. This trend matches with the mechanism through which the white noise in a

resonant tank is up-converted to the VCO phase noise with the slope of -20 dB/dec, predicted by

the Leeson’s phase noise model [61].

To further verify the theoretical prediction of Eqn. 5.22, a dedicated simulation of the TX VCO’s

phase noise and its transfer function is conducted, as shown in FIGURE 5.28. The TX isolated VCO

is injected with white voltage noise of S2
vn,V DD = 1pV 2/Hz at the VDD node. And HV DD(fm) is

plotted in FIGURE 5.28(c) by HV DD(fm) = Sϕ(fm)/v2n,V DD, where Sϕ is the phase noise power

spectral density in the unit of V 2/Hz of the VCO output which match with FIGURE 5.27 in both

trend and quantity. FIGURE 5.28(d) shows the the VCO’s output phase noise with the white

supply noise of 1uV/
√

(Hz) being turned on(green) and off(red). When the supply noise is turned

on, the phase noise is raised up by significant amount, of 55dB at 10MHz offset, for example. It

can also be noted that, the -30 dB/dec slope of the intrinsic phase noise of the VCO (red curve)
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Figure 5.28. Circuit Simulation of HV DD(fm). (a) Simulation test bench. (b)
VCO schematic. (c) Simulated HV DD(fm). (d) The comparison of the VCO’s

output phase noise with supply noise of 1uV/
√
(Hz) ON(green) and OFF(red).

due to the flicker noise up-conversion is replaced by the -20 dB/dec slope (green curve) when the

white supply noise is turned on, which shows a domination of output phase noise due to the white

noise up-conversion. The noise spectral density of 1uV/
√

(Hz) is used in the simulation based on

the output noise specification of the DC supply source of the lab. Hence, the simulation shows that

if the DC supply source is used directly for VDD, the output phase noise of the VCO would be

dominated by the supply noise from the DC source. Further analysis shows that this is the primary

mechanism of the supply noise impact on the TX output noise, as the VCO’s phase noise is the

dominant source of the TX output noise, as shown in FIGURE 5.16. Adding bypass capacitors at

the supply nodes would not be particularly effective due to the low pass feature of the supply noise

up-conversion transfer function HV DD(fm) ,similar to the transfer function of a bypass capacitor.
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Figure 5.29. TX supply noise level requirement simulation. (a) Simulation test
bench, with variable white noise source injection noise to VDD. (b) TX output phase

noise for 10nV/
√

(Hz) supply noise injection.

Another options would be using low noise voltage regulators. The negative feedback and the band-

gap reference in the low noise voltage regulators help suppress the noise level of the supply voltage

from the DC source.

To determine the noise level requirement for the supply voltage which contributes negligible noise

to the TX output, a simulation of the entire TX with a variable white noise source injected in

the supply voltage is executed, as shown in FIGURE 5.29(a). The simulation results in FIGURE

5.29(b) shows the output noise spectral density in unit of V/
√
Hz of the TX at the LO port and the

sensing and the reference ports with the injection being turned on or off. When the injected white

noise level is 10nV/
√
(Hz), the added TX output noise when the noise injection is on (solid line)

is negligible comparing to the case when the noise injection is off (dash line). It is thus determined

that the supply noise level has to be lower than 10nV/
√
(Hz). The same analysis and simulation is

conducted for the RX power supply nodes and the corresponding noise transfer functions are lower

than the TX’s. Therefore with the simulated TX supply noise requirement, LT3045, a low noise

low drop-out voltage regulator (LDO), is selected to be used as the voltage regulator for both TX’s

and RX’s power supply, as its datasheet specifies a 2nV/
√
(Hz) voltage noise at its output. With

the same methodology, the noise transfer function from all other DC access points of the sensing

system are analyzed and simulated. The DC node with the highest noise gain to the final system
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output is determined to be the frequency tuning voltage VCTRL of the TX VCO. Similarly, with

a 10nV/
√
(Hz) voltage noise injected to VCTRL, the added output noise is negligible. With this

requirement being taken into consideration, AD5676, a programmable low noise digital to analog

converter (DAC) is adopted to generate the DC voltage, which has an output noise spectral density

of 80nV/
√
(Hz). To further suppress its output noise, an RC filter is added between the output

of the DAC and the VCTRL pin of the chip. The series resistor of 2 kOhms and shunt capacitor of

1 uF set the noise suppression corner frequency at 8 Hz, which means the noise spectral density at

VCTRL pin is suppressed below 8nV/
√
(Hz) at the frequency of 80 Hz and above. The DAC has 8

channel and a total of two DAC’s are used to provide 12 tunable DC voltages for both the TX and

the RX chip. The programmable DAC’s are controlled by Serial Peripheral Interface (SPI) which

is provided by a microcontroller unit (MCU).

The circuit components such as the LDO’s, the programmable DAC’s and the larger sized

capacitors are mounted on a separate PCB, called DC board, as shown in FIGURE 5.30(c), while

the TX chip, the RX chip and the sensor structure are mounted on the the other board, called

sensor board. The separation of the circuit components into these two boards eliminates the risk of

damaging the relatively fragile sensor structure while soldering the rest of the circuit components

on the same board. As shown in FIGURE 5.30(a), besides the TX and the RX chips and the

sensor structure, the sensor board also has the coaxial connectors for the control clocks and the

RX I/Q outputs. The 10 nF NP0 decaps are placed as close to the chip as possible, approximately

5mm away from the chip, to maximize its bypass and backup functionality. Therefore they are

soldered on the back side of the board, to avoid the crowded traces on the top side, as shown in

FIGURE 5.30(b). Numerous solutions exist concerning the connection of the two boards. The DC

voltages provided by the LDO’s and the DAC’s from the DC board can be fed to the sensor board

through simple jump wires, twisted pairs, PCI(Peripheral Component Interconnect) connectors, and

etc. Finally, stacked PCB connection by pin header connectors is chosen, based on the following

advantages. First, it minimizes the physical length of the connections between the two boards,

which minimizes the potential EMI issues analyzed in the previous subsection. It also helps reduce

ground loops formed by the ground connection between the two boards, improving signal integrity

compared to connecting the two boards by other wires connections. Secondly, its vertical form

84



Figure 5.30. PCB of the sensing system. (a) Sensor board and notations of inter-
connections. (b) Back of the sensor board, showing 10nF decaps closely surrounding
the chip areas. (c) DC board. (d) Two boards stacked up with pin header connec-
tions.

makes the entire system more compact. Lastly, the physical position of the sensing board is fixed

with the DC board, making the entire system more physically stable and robust and hence less

noise/uncertainty prone. The fully connected PCB in work mode is shown in FIGURE 5.30(d).

To ensure a low noise output, the quality of the circuit ground is important. A noisy ground

can corrupt a clean signal. To have a clean ground, it is a common practice to separate analog

ground (GNDA) and digital ground (GNDD), because GNDD is usually much more noisy due to

the fast transitions and current surges of the digital signals. With this consideration, the the ground

associated with the SPI communication from the MCU, which is labelled as GNDD, is isolated from

the ground of the rest of the board (GNDA). As can be seen from FIGURE 5.30(c), GNDD forms

an island at the lower right corner of the DC board, forming a Galvanic isolation with GNDA. The
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Figure 5.31. MCU control signal integrity (a) MCU provides SPI control and
DC voltages to the DC boards through jump wires and the clocks to the sensor
board through coaxial cables. (b) Series resistors soldered to the SMA connectors
to suppress reflections in the coaxial cables. (c) Clock signals at the inputs of the
chips without series resistors. (d) Clock signals at the inputs of the chips with series
resistors.

SPI communication signals are then transmitted from the island to the DAC’s through two digital

isolators ADuM1440.

The control clocks of the TX and RX are directly fed to the sensor board through coaxial

connectors. 50 Ohms shunt resistors are placed near the connector output pin to provide proper

termination of the clocks to prevent reflections. Besides the general purpose function generators,

the MCU that controls all the DC voltages of the TX and the RX chip can also provide the control

clocks through its general purpose I/O (GPIO) pin. Thus, the entire sensing system’s functionality

can be controlled by a single MCU, which makes the sensing system prototype portable, convenient

for live demonstrations. The MCU used for the sensing system control is a Teensy 4.0 Arduino,

which can be seen from the lower right corner of FIGURE 5.31(a). To preserve the signal integrity

of the control clocks, which are square waves with the frequencies upto 10 MHz and the rising and
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Figure 5.32. (a) Live demo booth at the RFIC 2023. (b) Live demo at the SRC
2023 Annual Review.

falling edges of several nano seconds, coaxial cables are used to transmit the clock signals from the

MCU to the sensor board. To connect the MCU’s output pins to the coaxial cables, homemade pin

header to SMA connector transitions are used, as shown in FIGURE 5.31(b). From the picture,

it can also be seen that series resistors are also inserted in the transition to suppress reflections in

the coaxial cables. The resistor values vary from 50 Ohms to 130 Ohms, which also help adjust the

high level voltages of the clocks for the TX chip (0.9 V) and the RX chip (1.8 V). The clock signals

at the sensor board without and with the series resistors are shown in FIGURE 5.31(c) and (d),

respectively. Without the series resistors, the gradual transitions and the ripples actually prevents

the chips from working properly. After adding the series resistors, the clock waves are much tidier

and the sensing system works properly. Besides the control clocks that fed to the sensor board to

control the chips, a trigger which is a duplicate of the hold clock is sent to the output sampling

device, to make sure that the sensing system’s output is sampled right after the integration time

ends and the hold time begins.

It is also observed that, when using the MCU to provide the control clocks for the TX and RX

chips, the system output signals from the I/Q paths are noisier comparing to the case when the

desktop function generators are used to provide to clocks to the chips. There are two possible

reasons. First, the ground of the MCU, which is considered to be noisy due to the constant digital

operations on the MCU board, is directly connected to the analog ground of the sensor board,
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breaking the Galvanic isolation between GNDA and GNDD. The ground noise from the MCU may

have polluted the system’s output signals. On the other hand, the desktop function generators are

considered to have a much better ground thanks to its size, comparing to the small MCU board,

whose ground is provided by the control laptop through a half-meter USB cable. Secondly, the

function generator can provides a simple sine wave as the chopping clock to the sensor boards,

and the inverters on the TX and the RX chips can convert the sine wave into square waves as the

chopping signal. In contrast, Teensy MCU’s GPIO can only provide square waves for the chopping

clocks with required frequency of 10 MHz. The fast transition of the square waves may corrupt

the output signals through the EM coupling between traces. This serves as the trade-off between

the portability of the prototype system and its performance. Nevertheless, the sensing system is

live demonstrated successfully in Radio Frequency Integrated Circuit Symposium (RFIC) 2023 and

Semiconductor Research Corporation (SRC) CogniSense Center 2023 Annual Review, as shown in

FIGURE 5.32.

5.5. Measurement Results

The measurement setup is shown in FIGURE 5.33. Rogers microwave circuit board substrates

are placed on top of the sensors of the sensing and reference path as MUT samples. The samples

are of the same dimensions as in the simulations shown in FIGURE 3.12. A Teensy Arduino micro-

control unit (MCU) is sufficient to provide all the clocking and control signals for the TX and RX.

The TX’s output frequency is controlled by Vcont, which is swept in each sample measurement. The

10 MHz chopping clock is provided by the MCU to both the TX and RX. The hold and the reset

clock of the RX’s integrator are also provided by the MCU to control the integration time. The

hold and reset clocks are set to have a frequency of 50kHz. With 70% duty cycle, which gives an

integration time of 14us.

The output waveform of I path Vout,I is observed by oscilloscope, as shown in FIGURE 5.34.

The output waveform (yellow curve) of 4 cycles of integration are shown together with the hold

clock(green curve), when the Vcont and therefore TX frequency is constant. The RX outputs Vout,I

and Vout,Q are sampled by the data acquisition module NI DAQ9174, whose sampling is triggered by

the rising edge of the hold clock of the RX to make sure the output voltages are sampled at the end of
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Figure 5.33. Measurement setup (a) Block diagram. (b) Top view of the sensing
area with MUT samples placed on top of the sensors in the progress of measurement.
(c) Photo of the measurement setup

each integration cycle. Vout,I and Vout,Q are then used to construct the ∆S21 of different dielectric

samples placed on top of the sensors of the sensing and reference paths, as shown in FIGURE

5.34(b). In FIGURE 5.34(b), Vcont is swept from 380mV to 880mV to obtain the transmission

difference waveform of the sensing and reference paths when different MUT samples are placed on

the sensors in the frequency range of 157 GHz - 161 GHz. The relative sweeping speed of Vcont
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Figure 5.34. Sensing system output observed in (a) oscilloscope and (b) PC
through the ADC

is adjustable. In the measurement shown in FIGURE 5.34(b), Vcont is swept from 380 mV to 880

mV in the step of 5 mV, and stays constant for 20 ms in each step, allowing the ADC to take

1000 samples at each frequency point. And therefore, the measurement of each curves in FIGURE

5.34 takes a total of 2 s. If higher throughput is required, one round of complex permittivity

measurement can be finished for less than 2 ms, with only one sample taken at each frequency

point. When Vcont is swept from 380 mV to 880 mV in the step of 5 mV, the TX frequency is swept

in steps of approximately 8 MHz. The approximation is due to the fact that the TX frequency does

not change with Vcont in an absolutely linear fashion, as shown in FIGURE 5.14. However, this

nonlinear relationship between the TX frequency and Vcont is readily calibrated out by curving the

sweeping step accordingly in the measurement.

FIGURE 5.35 shows the system outputs when the Rogers 5870 samples of different thickness are

placed on the sensing and reference paths. Simulation results from FIGURE 3.12(b) are also plotted

in the same figure against the measurement results. These measurements emulate the permittivity

measurement process of an unknown MUT sample by comparing its transmission difference with

the simulation result when the reference MUT on the reference path is the known MUT Rogers

5870 with the same thickness.
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Figure 5.35. Sensing system output with different thickness of Rogers 5870 sam-
ples placed on the sensors. (a) 500um-thick 5870 vs. 250um-thick 5870. (b) 750um-
thick 5870 vs. 500um-thick 5870.

To determine the sensing system’s noise floor, the system output is measured for 10 s, for a

total of 500k samples at sampling rate of 50kS/s. As shown in FIGURE 5.36, the system’s output

noise, especially the low frequency noise is significantly suppressed when the system chopping clock

is turned on. The rms of the total system output noise is determined by taking the standard

deviation of the 500k samples, which is 0.45 mV. The SNR of the measurements can be calculated

by

SNR =
V 2
out,pp

v2n,out
(5.23)

where Vout,pp is the peak-peak voltage of the system output due to permittivity difference between

the sensing and the reference path, and vn,out is the rms voltage of the system output noise.

The relative permittivity sensing resolution of the sensing system are calculated by dividing the

normalized permittivity difference of the measured samples that causes the Vout,pp by the square

root of the resulting SNR:

δϵr =
∆̂ϵr√
SNR

(5.24)

For example, a sensing resolution of 0.05% is found by a 14.0% permittivity difference between the

Rogers TMM3 and Rogers 3003 samples divided by the resulting
√
SNR of 263. The 5 cases of
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Figure 5.36. System output noise and noise suppression effect of the chopping.
(a)Time domain output noise. (b)Spectral density of (a).

Table 5.1. Measurement Results Summary

Case 1 2 3 4 5

MUTSEN 5870 3003 TMM3
5870

(500um)
5870

(750um)

MUTREF Air 5870 3003
5870

(250um)
5870

(500um)
ϵ′r,SEN 2.33 3 3.45 2.77* 2.95*

ϵ′r,REF 1 2.33 3 2.33 2.77*

∆̂ϵ′r% ** 79.9 25.1 14.0 17.3 6.3

VPP (mV ) 223.4 117.7 118.1 155.5 87.6
vn,out(mV ) 0.45 0.45 0.45 0.45 0.45

SNR 2.56× 105 1.56× 105 6.89× 104 1.19× 105 3.79× 104

Resolution % 0.16 0.064 0.053 0.05 0.032
* Equivalent permittivity for sample with 250um thickness;

** The normalized permittivity difference ∆̂ϵ′r =
ϵ′r,SEN−ϵ′r,REF

(ϵ′r,SEN+ϵ′r,REF )/2
.

the measurement results in FIGURE 5.34(b) and FIGURE 5.35 are summarized in TABLE ??.

When the permittivity differences between the sensing and the reference paths are less than 20%,

the average resolution of 0.05% can be achieved.

Table I compares this work with the prior arts. For typical sensing systems, resolution can

always be improved by merely consuming more power or integrating the output signal for longer

time. One typical example of the former is to add more amplifiers either at the front end or the

base band. Governed by general physics law, the power consumption has a linear trade-off relation

with the SNR. Namely, consuming twice the power can improve the SNR by two times. Similarly,
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longer integration time can be achieved by adding larger integration capacitors to lower the noise

filtering bandwidth or ENBW. The relationship between the integration time and the SNR is also

linear. The derivation of Eqn. 5.15 also shows obedience of this general rule. Thus, to have a fair

and more straightforward comparison, a sensor figure-of-merit is defined as

FoM = −10log(δ2ϵrPDCτint) (5.25)

where δϵr is the permittivity sensing resolution, PDC is the DC power consumption, and τint is

the integration time. By comparing with the prior arts, this sensing system not only demonstrates

the best sensing resolution, but also achieves the highest FoM factor. This means that the sensing

system achieves higher sensing resolution and consumes less power and takes less measurement

time, as can also be seen from TABLE 5.2. The primary contributor for the high FoM factor is

the adoption and design of the high sensitivity WGM sensor. As can be seen from Eqn. 5.15,

higher sensitivity of the permittivity sensor improves the system SNR, directly breaking the trade-

off between the SNR and the power consumption and integration time. The high FoM can also be

attributed to the careful system-level SNR analysis that guides system architecture design. The

power consumption distribution is also designed to make sure that the power is utilized in the most

efficient way in the systematic design point of view. The DC power consumption partition is shown

in FIGURE 5.37. The TX consumes 24 mW of power and the RX consumes 30 mW. The on-chip

signal generation (VCO) and the LO distribution (LO buffer and ILO) consumes a total of 61.2%

of power. The signal amplification and processing consumes the rest of the 38.8%.
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Table 5.2. Comparison with the State-of-the-Art Integrated Permittivity Sensor

JSSC’16
[?]

JSSC’20
[54]

TMTT’19
[?]

CICC’21
[?]

This Work

Technology
65nm
CMOS

180nm
CMOS

65nm
CMOS

45nm
RFSOI

28nm
CMOS

Frequency(GHz)
6.5/11/
17.5/30

1.8/2.2 3-10
λ =

1300nm
154-160

Resolution(%) 0.8 0.3 0.2 0.08 0.05
Integration time(us) 10 1000 150 10000 14
Complex sensing No No Yes No Yes
Integrated LO Yes Yes Yes No Yes

Power consump.(mW) 65 77.7 64 128 54
FoM 103.8 108.4 104.2 90.9 127.2

Figure 5.37. System DC Power Consumption Partition.
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CHAPTER 6

Conclusion

6.1. Summary

In conclusion, this dissertation contributes significantly to the field of permittivity sensing,

particularly in the context of CMOS technology and high-resolution applications. The exploration

of sub-THz WGM resonator-based CMOS permittivity sensors represents a novel and promising

approach, leveraging the benefits of compact form-factor, integration with CMOS transceivers, and

enhanced sensitivity. The theoretical foundations laid for sensitivity optimization, coupled with

the proposed novel mechanism for detecting complex permittivity, advance the understanding and

capabilities of permittivity sensing systems.

The prototyped low-power permittivity sensing system at 160 GHz demonstrates remarkable

performance with a permittivity sensing resolution of 3 × 10−4 for a short integration time of 10

µs and a minimal power consumption of 9 mW. Furthermore, the implemented high-resolution

complex permittivity sensing system, utilizing a band-stop WGM disk resonator and innovative

noise suppression techniques, achieves a record-breaking 0.05% complex sensing resolution within

a 14-µs integration time, consuming only 54 mW of DC power. These achievements underscore

the feasibility and efficiency of the proposed sub-THz WGM resonator-based CMOS permittivity

sensing approach, offering new possibilities for high precision biosensing, precision medicine, and

other applications demanding real-time, high-throughput measurements. The outcomes of this

dissertation not only contribute to the academic understanding of permittivity sensing but also

provide practical solutions that can be instrumental in diverse industries, fostering cost-effective

and ubiquitous applications without compromising precision and accuracy.

6.2. Future Direction

The proposed high resolution permittivity sensing system establishes a platform for future

sensing system with improved performance and expanded capabilities. The following are the three
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possible directions.

First, the resolution of the sensing system can be further increased by adopting LNA’s at the

input of the RX, at the expense of higher DC power consumption. To mitigate the increased

power consumption, passive mixer can be adopted instead of an active mixer. Secondly, the power

consumption of the sensing system can be reduced by lowering the operating frequency to GHz, at

the expense of larger form factors of the sensor. Finally, the dynamic range, namely the permittivity

sensing range can be expanded by adopting multi-ring design. With multiple rings at different

resonant frequencies, the sensing system should be capable of detecting materials with arbitrarily

large permittivity range.
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APPENDIX A

Derivation of the Flicker Noise Reduction by Chopping Technique

The following derivation verifies the flicker noise contribution at the RX output near DC (within

ENBW, that is f < ENBW) after the chopper by modeling the chopping process as frequency

domain convolution with the harmonics of the square wave.

v21/f,out(f) = v21/f,in(f) ∗H
2
chop(f)

v21/f,out(f) =
k

f
∗ 2

∞∑
n=1

[
2

(2n− 1)π

]2
δ[f + (2n− 1)fchop]

v21/f,out(f) =

∫ ∞

−∞

k

ν
· 2

∞∑
n=1

[
2

(2n− 1)π

]2
· δ[ν − (f + (2n− 1)fchop)]df (A.1)

By sifting property of the dirac delta function, we get

v21/f,out(f) = 2
∞∑
n=1

[
2

(2n− 1)π

]2 k

f + (2n− 1)fchop

v21/f,out(f) = 2

(
2

π

)2 k

f + fchop
+ 2

(
2

3π

)2 k

f + 3fchop
+ 2

(
2

5π

)2 k

f + 5fchop
+ ... (A.2)

when f << fchop, which is the case when f < 20kHz after chopping

v21/f,out(f) = 2

(
2

π

)2 k

fchop
+ 2

(
2

3π

)2 k

3fchop
+

2

(
2

5π

)2 k

5fchop
+ ... ≈= 2

(
2

π

)2 k

fchop
=

8

π2

k

fchop
(A.3)
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APPENDIX B

Derivation of Signal and Noise Processing of the Gm-C Integrator

This Appendix subsection shows the derivation of the transfer function of the Gm-C integrator.

The output voltage across the integration capacitor after the integration finishes(t > tint) can be

expressed as

Vout(t) =
1

Cint

∫ tint

0
Gm · V in(τ)− Vout(τ)

Rout
dτ (B.1)

In order to derive the frequency domain transfer function, some manipulation is needed before

performing the Laplace transformation:

Vout(t) +
1

Cint

∫ tint

0

Vout(τ)

Rout
dτ =

1

Cint

∫ tint

0
Gm · V in(τ)dτ (B.2)

Vout(t) +
1

Cint

[∫ t

0

Vout(τ)

Rout
dτ +

∫ tint

t

Vout(τ)

Rout
dτ

]
=

1

Cint

[∫ tint

0
Gm · V in(τ)dτ +

∫ tint

t
Gm · V in(τ)dτ

] (B.3)

Vout(t) +
1

CintRout

[∫ t

0
Vout(τ)dτ −

∫ t

tint

Vout(τ)dτ

]
=

Gm

Cint

[∫ tint

0
V in(τ)dτ −

∫ t

tint

V in(τ)dτ

] (B.4)

Using the convolution property of Heaviside function x(t) ∗ u(t) =
∫ t
0 x(τ)dτ , the above equation

can be written as

Vout(t) +
1

CintRout
[Vout(t) ∗ u(t)− Vout(t) ∗ u(t− tint)] =

Gm

Cint
[Vin(t) ∗ u(t)− Vin(t) ∗ u(t− tint)]

(B.5)
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Vout(t) +
Vout(t)

CintRout
∗ [u(t)− u(t− tint)] =

Gm

Cint
Vin(t) ∗ [u(t)− u(t− tint)] (B.6)

Performing Laplace transformation:

Vout(s) +
Vout(s)

CintRout

[
1

s
− e−stint

s

]
=

Gm

Cint
Vin(s)

[
1

s
− e−stint

s

]
(B.7)

HGmC(s) =
Vout(s)

Vin(s)

=
GmRout(1− e−stint)

1− e−stint +RoutsCint

(B.8)

For an ideal Gm-C integrator, the output resistance Rout approaches infinity, and (B.8) becomes

HGmC(s) =
Gm(1− e−stint)

sCint
(B.9)

The magnitude of its transfer function is given by

|HGmC(jω)| =
∣∣∣∣Gm(1− e−jωtint)

Cintjω

∣∣∣∣ = 2Gmsin(ωtint
2 )

Cintω

which can also be expressed as

|HGmC(j2πf)| =
Gmtint
Cint

· sin(tintπf)
tintπf

. (B.10)

(B.10) predicts the transfer function of an ideal Gm-C integrator to be a sinc function with the DC

gain of Gmtint/Cint and the first null bandwidth of 1/tint. It follows that, to have a higher signal

gain, the Gm-C integrator should be designed to have a higher Gm, and a lower Cint for a fixed

integration time tint. On the other hand, for a fixed Gm and Cint, longer integration time tint also

gives a higher gain, and a lower bandwidth at the same time. The transfer function of an ideal

Gm-C integrator (B.10) is plotted in Fig. 5.21 (a), in contrast with a practical Gm-C integrator

with a finite output resistance Rout in Fig. 5.21 (b).

When a practical Gm-C integrator integrates for long enough time (|e−stint | ≪ 1), (B.8) can be

approximated as

HGmC(s) ≈
GmRout

1 +RoutsCint
, (B.11)
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Figure B.1. Start of integration.

Figure B.2. Finish of integration.

which predicts a DC gain of AV,GmC = GmRout, and a 3-dB bandwidth of f3dB = 1/(2πRoutCint).

Comparing with (B.10), Rout sets the limits for the DC gain and the bandwidth which can no

longer be improved by longer integration time, which is shown in Fig. 5.21 (b) and results in the

saturation behaviors of the signal and noise in Fig. 5.10. Eqn. B.11 can be expressed in terms of

frequency f

HgmC(f) ≈
GmRout

1 + j2πfRoutCint
(B.12)

which can be further re-write as

HgmC(f) = AV,gmC
1

1 + jf
f3dB

(B.13)

To facilitate the derivation of the sensing system SNR and resolution, the integration of HgmC(f)

over frequencies band of interest can be expressed as∫ fH

fL

|HgmC(f)|df ≈ AV,gmCENBW (B.14)

where ENBW = 1.57f3dB is the equivalent noise bandwidth of the GmC integrator when integrated

for long enough time (|e−stint | ≪ 1).
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