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EPIGRAPH
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– Bhagawan Krishna, Shrimad Bhagavad Gita

Chapter 2, Shloka 47

Meaning of Shloka - You only have control over your actions (कमर्). However, the outcomes of

your actions (कमर्फल) are beyond your control. Therefore, don’t let your desire for a favourable

outcome dictate your actions and, keep performing your duty bound actions without contemplating

the results.
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ABSTRACT OF THE DISSERTATION

Phase transition and domain wall control in multistable metamaterials

by

Vinod Ramakrishnan

Doctor of Philosophy in Engineering Sciences

(Mechanical Engineering)

University of California San Diego, 2023

Professor Michael J. Frazier, Chair

Ferroics and metal alloys are naturally occurring materials, whose constituent unit cells

can co-exist in multiple stable configurations. These different configurations organize into

regions (domains) separated by boundaries (domain walls). The stable configurations (phases)

are associated with a unique set of properties (e.g., dipole orientation, stiffness), rendering the

mesoscale phase distributions a crucial factor in determining macroscale material behavior; hence,

the desire to control the distribution. Inspired by non-linear physics and potential applications of

xiv



these natural materials, this dissertation explores similar physics in materials of an engineered

microstructure (metamaterials) featuring purely geometric phases, and develops strategies to

control domain walls. The domain management strategies enable control of the phase distribution

and thereby the macroscale properties, allowing for a highly tunable post-fabrication performance.

In my primary investigation, I leverage both geometric multistability and kinematic

amplification in the metamaterial architecture to enable the effective mass, damping and stiffness

to be tuned independently post-fabrication to control wave dispersion. In my second project, I

introduce an alternate, less invasive strategy utilizing strain engineering to precisely control the

phase distribution. In my third project, I propose a general theory to predict the position and

velocity of mobile domain walls (i.e., transition waves) when subjected to a small spatio-temporal

modulation. The modulations provide a mechanism to counter domain wall motion spurred by

inherent energy minimizing affects (e.g., biased potential, domain wall curvature) which can be

leveraged for stabilizing and arbitrarily shaping domain contours. Finally, inspired by the pattern

forming dynamics of certain biological and chemical systems, I mimic the effects of the underlying

driving and dissipative mechanisms within the context of a customizable mechanical system: an

elastic metamaterial incorporating active elements (i.e., electric motors) facilitating non-reciprocal

interactions. This construction encodes certain periodic phase distributions to be triggered as an

inherent response of the metamaterial to perturbation, which may find utility in morphable surfaces.

In providing several strategies to realize and control the phase distributions within

multistable metamaterials, this dissertation promotes their adoption for applications in energy

harvesting, mechanical memory devices and deployable structures.
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Chapter 1

Introduction

Architected Metamaterials

The field of material science and engineering has been extensively studying the atomic

architecture of naturally occurring materials in an effort to understand their correlation with

the macroscale material response. In recent years, architected metamaterials have emerged

as a fantastic avenue to mimic the atomic architectures of natural materials in some form, at

a more accessible scale allowing us to effectively control the macroscale material properties

and in some cases, achieve novel, previously unseen material behavior.1–6 Metamaterials

overcome some limitations of natural materials (e.g., chemistry) by providing a purely geometric

platform - a meticulously designed internal architecture to affect macroscale material response.

Consequently, researchers have explored numerous models to prescribe and control mechanical

and acoustic waves,7–15 electromagnetic waves16, 17 and thermal response,18–20 promising

1



potentially interesting applications for metamaterials.

Propagation of waves is integral to the flow and distribution of energy, and metamaterials

offer a much-awaited advancement over natural materials to the aspect of controllability of wave

properties such as direction, phase, velocity, localization. In the context of mechanics and

acoustics, the literature is repleted with innovative, original metamaterial designs and tuning

methodologies to realize atypical mechanical properties such as negative effective inertia6, 21, 22 and

stiffness,23, 24 enhanced damping (metadamping25) and negative Poisson’s ratio.26–29 Researchers

have exploited these newfound effects to create cloaking devices,30–32 energy absorbers22, 33–35 and

harvesters.36, 37 The bulk of these proposals involve unique structural geometries, with permanent

material constituents (e.g., defects)38–40 to affect the wave dynamics, limiting the operability

to a specific application and offering little adaptability to changing requirements. Thus, the

metamaterial community has been actively exploring techniques to augment the functionality

of metamaterials to promote on-demand tuning. In this regard, infusing active elements (e.g.,

piezo-electrics,41–48 magnets) into the metamaterial matrix has been investigated as a potential

alternative. Once fabricated, the effective stiffness of the material can be altered in real time

via electromechanical, electromagnetic coupling, to tune the dispersion characteristics based

on the control input, significantly mitigating earlier design impediments. Although, the setup

often involves complex circuit design, wiring and controllers and demands external drivers

(i.e. electrical or magnetic) to operate. Similar post-fabrication tuning has been realized using

soft material constituents endowed with geometric instability.39, 40, 49, 50 Models incorporating

geometric instabilities rely on buckling and wrinkling of constituent elements which can be

pre-programmed into the material design at the time of fabrication, eliminating the need to access

the material bulk to alter the response. These designs offer a reversible, continuous tuning

2



capability however, like active elements, rely on a steady external control stimuli, to artificially

stabilize the material configuration.

Multistability and Phase Transitions in Metamaterials

Multistability overcomes these deficiencies and offers an improved ability to make continuous,

reversible, and stable adjustments to the structure. Tuning is realized by re-configuring the material

to one of the finite number of stable phases eliminating the need for external support, presenting

an exciting opportunity to upgrade the functionality of materials and inspire further innovations

in design strategies. Multistability is a naturally occurring phenomenon, encountered in chemical

systems, ferro-electrics, multiferroics where the energy landscape can become non-convex and

accommodate more than one stable phases. The propagation of topological solitons/transition

waves in these materials are a model for transformation phenomena such as polarization

switching in ferro-electric51 and ferro-magnetic52 materials, and structural phase transitions53–55

etc, impacting material performance and promoting multi-functionality in applications.56

Recently, mechanical metamaterials57 characterized by multistable internal architectures have

exhibited similar behavior,58–66 extending atomic-scale physics and multi-functionality to the

readily-accessible structural level. Therefore, command of the mesoscale phase distribution

in multistable metamaterials, to affect macroscale material properties, promotes their utility in

applications and is a central incentive and motivation for the work presented in this research

proposal. In the subsequent chapters, I present a detailed overview of my investigations and

findings, exploring different multistable metamaterial designs.

3



• Chapter 267

In my primary investigation, I leverage both geometric multistability and kinematic

amplification in the metamaterial architecture to enable the effective mass, damping and

stiffness to be tuned independently post-fabrication to control wave dispersion. In achieving

this capability, we can affect greater control over linear wave propagation than permitted

by earlier efforts. We can realize multiple effects, including inertial amplification,68

metadamping,25 band gap manipulation69 on a single metamaterial platform.

• Chapter 370

In this project, I introduce a less invasive strategy utilizing strain engineering to precisely

control the phase distribution. The strategy utilizes the non-uniform strain field generated in

a heterogeneous substrate compressed/stretched at the boundaries to control the initiation,

position, and size of domains within the overlaying metamaterial presenting a less invasive

approach to tune the elastic properties without accessing the material bulk.

• Chapter 471

In this project, I propose a general theory to predict the position and velocity of mobile

domain walls (i.e., transition waves) when subjected to a small spatio-temporal modulation.

The strategy models transition waves as a quasi-particle and allows precise, on-demand

control of the phase distribution. The theoretical results are supported by numerical analysis

of a metamaterial architecture featuring on-site and inter-site multistability subjected to

kinematic, spatio-temporal modulations. I then utilize customized spatio-temporal forcing

to demonstrate reversibility in an energetically biased 1D lattice (tractor) and to counter the

curvature (surface tension) effect, stabilizing the phase distribution in a 2D lattice (repulsor).

4



• Chapter 5

Finally, inspired by the pattern forming dynamics of certain biological and chemical

systems, I mimic the effects of the underlying driving and dissipative mechanisms within the

context of a customizable mechanical system: an elastic metamaterial incorporating active

elements (i.e., electric motors) facilitating non-reciprocal interactions. This construction

encodes certain periodic phase distributions to be triggered as an inherent response of the

metamaterial to perturbation, which may find utility in morphable surfaces. This project

is a comprehensive endeavor where I analytically investigate and, validate the existence of

mechanical Turing patterns in the architected material through numerical and experimental

investigations.
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Chapter 2

Architected Material with Independently

Tunable Mass, Damping and Stiffness via

Multi-stability and Kinematic Amplification

This chapter is published in:

The Journal of the Acoustical Society of America, 153, 1283-1292 (2023)

DOI: 10.1121/10.0017346

2.1 Abstract

We report on a class of architected material lattices which exploit multistability and kinematic

amplification to independently adjust the local effective mass, damping, and stiffness properties,

thereby realizing congruent alterations to the acoustic dispersion response post-fabrication. The

6



fundamental structural tuning element permits a broad range in the effective property space;

moreover, its particular design carries the benefit of tuning without altering the original size/shape

of the emerging structure. The relation between the tuning element geometry and the achieved

variability in effective properties is explored. Bloch’s theorem facilitates the dynamic analysis

of representative 1D/2D systems, revealing, e.g., band-gap formation, migration, and closure

and positive/negative metadamping in accordance with the tuning element configuration. To

demonstrate a utility, we improvise a waveguide by appropriately patterning the tuning element

configuration within a 2D system. We believe that the proposed strategy offers a new way to

expand the range of performance and functionality of architected materials for elastodynamics.

2.2 Introduction

Architected materials are a type of artificial media characterized by an engineered internal structure

which engenders extraordinary effective properties and functionalities, and thus, have stimulated

research across the range of materials science and engineering, including the thermal,19, 20

optical,72, 73 acoustic,74–76 mechanical,9, 77, 78 and biological79, 80 arenas. In the context of

elastodynamics, architected materials57, 81, 82 utilize their internal structure to manipulate the

scattering and resonance phenomena peculiar to wave propagation, enabling an engineered

dynamic response that has hitherto achieved, e.g., negative6, 8, 83 and amplified25, 68 effective

material properties as well as mimicked quantum mechanical84–87 behavior, and has provided a

foundation for new and expanded functionalities88 and applications.89 The periodicity typical of

these architectures resembles the arrangement of molecules in crystalline solids; although, in the

present context, the macroscopic “structural molecule" (i.e., unit cell) which determines the overall

7



material response is of custom geometry and composition. Nevertheless, once fabricated, the unit

cell architecture and the performance it engenders are generally fixed, rendering the architected

material ill-suited for applications requiring adaptable performance. To broaden the range of

response and enhance the functionality of architected materials in acoustics, a tuning capacity

at the unit cell level is desirable and the overall aim of this article.

The literature gathers several strategies for tuning the architected material performance

post-fabrication, including mechanical pre-loading,90–92 integrated piezoelectric43–48 and

electromagnetic38, 93, 94 elements, phase transitions,95, 96 mass redistribution,97–99 and geometric

instability39, 40, 49, 50 and multistability.69, 70, 100–103 In general, the tuning is continuous, facilitating

smooth adjustments to performance; moreover, the tuning is achieved via reversible processes,

beneficially granting repeatability. Nevertheless, the above strategies also possess notable

disadvantages. With the exception of multistability, each approach suffers the impermanence of

the tuned state in the absence of sustained external stimulation. In addition, while these diverse

approaches are able to manipulate the effective mass (density), damping, and stiffness relevant to

the elastodynamic response, typically, the achieved tuning capability is limited to a single material

property; methods that couple two or more properties tacitly accept the necessity for trade-off

and compromise in their manipulation. For a more refined control of the wave dynamics, the

literature is wanting in a strategy that permits all three properties relevant to wave dynamics to be

independently adjusted, a privation which this article will address.

As a consequence of a non-convex potential, geometric multistability characterizes an

internal architecture with more than one energy-minimizing configuration. A tuning capacity

(albeit, discrete), as developed in the relevant works cited above, arises when the effective stiffness

is configuration-dependent. Kinematic amplification describes the outsized motion of a rigid body

8



in space due to the motion of another to which it is related via constraint. By incorporating

amplifying mechanisms in the unit cell design, Yilmaz et al.68 leverage enhanced accelerations to

realize an inertial amplification effect and achieve wide, low-frequency band gaps in the dispersion

diagram. Recently, Frazier104 demonstrated a tuning strategy that applied both multistability

and kinematic amplification toward a configuration-dependent effective mass and dispersion. In

order to take full advantage of kinematic amplification and devise a multistable architecture with

independently tunable mass, damping, and stiffness (i.e., the complete triad of elastodynamic

properties), in addition to the enhanced accelerations, this article develops the basic approach by

Frazier104 to leverage the amplified displacements (for stiffness) and velocities (for dissipation), as

well. In general, architectures with kinematic amplification exploit only the accelerations.105–108

The electro-mechanical system proposed by Al Babaa et al.47 – which amplifies displacements,

velocities, and accelerations – is a notable exception; although, consistent with the above-cited

methods, the tuned states are not stable and the material properties are coupled, provoking

trade-offs.

In the following, we demonstrate the design strategy in one- and two-dimensional lattices

where the specific configuration of a tuning element is reflected in the distinct frequency and

damping ratio band diagrams produced by the associated complex dispersion relations, now, with

tailorable material coefficients. In re-configuring the tuning element, we observe the formation,

closure, and migration of band gaps, a change in the sonic wave speed, and both positive and

negative metadamping; effects which have been observed across different unit cell designs in

the literature, now, collectively achieved by the proposed tuning element. As an exemplary

application, we construct a waveguide within a 2D system by spatially prescribing the element

configuration and, thereby, the distribution of effective properties, demonstrating a post-fabrication

9



customization in support of a desired function.

Figure 2.1: Multistable Tuning Element. (a) The bi-stable kinematic amplification component
including two-bar linkage and offset. (b) The potential energy landscape indicating the component
bi-stability and, by virtue of the symmetry, the recoverability of the elastic components. (c) Stable
configurations, labeled according to φs where φ1 < φ2. (d) The mass, damping, and stiffness
components unite to form the tuning element. To accompany k and c, a mass m/2 is associated
with nodes 1 and 2. Apparently, for ma → 0, ca → 0, and ka → 0, the element reduces to a simple
mass-spring-damper system lacking tunability.

2.3 Model Description

2.3.1 The Multistable Element

Central to the architected material tuning ability are the multistability and kinematic amplification

provided by the internal architecture. To realize these effects, we exploit the geometry proposed

by Frazier104 (Fig. 2.1a) as a key component of the tuning element that, ultimately, enables

adjustments to the effective mass, damping, and stiffness properties. The component comprises a

10



simple, two-bar linkage together with a linear spring of stiffness, k, and a fluid damper of viscosity,

c, coupling the motion of the free ends, i.e., nodes 1 and C. As the spring penalizes deformation,

the component possesses a finite number of energetically stable arrangements distinguished by the

configuration parameter, φ ∈ [−π,π]. Written explicitly, the configuration-dependent deformation

energy is expressed as follows:

ψ(φ) =
k
2

(√
ℓ2

2 − [yC − ℓ1 sin(φ)]2 −|xC − ℓ1 cos(φ)|
)2

(2.1)

where (xC,yC) are the coordinates of node C as measured from node 1. For an arbitrary set

of material and geometric parameters, Fig. 2.1b depicts the energy landscape described by Eq.

(2.1), revealing two degenerate minimum-energy states, φs, s = 1,2 (Fig. 2.1c) indicative of

both the component bi-stability and recoverability, i.e., the component regains its undeformed

length, a, within each stable configuration. In addition, within the component, we identify two

axes of deformation: the primary axis extending through nodes 1 and 2, and the secondary axis

passing through nodes 1 and C. Let ℓC1 be the length of the segment C1. Since the two axes

are non-parallel, φ1 ̸= φ2 such that the response at node A is configuration-specific. Through the

rigid-link mechanism, the motion of node A is directly related to that of the free ends. For small

amplitude displacements along the primary axis (see Supplementary Material [SM], Sec. 2.6):

uA =
u2 + tan(θs)cot(φs)u1

1+ tan(θs)cot(φs)
, (2.2a)

vA = (u1 −u2)
cos(φs)cos(θs)

sin(φs +θs)
. (2.2b)
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where, respectively, u and v denote the horizontal and vertical displacement of a given node. The

multistable tuning element (Fig. 2.1d) assembles three of the above-described components in

order to effect independent adjustments to the effective mass, damping, and stiffness. To this end,

while the lengths of the comprising rods may be unique to each rigid-link mechanism, their sum

is identical (i.e., ℓ1 + ℓ2 = ℓ′1 + ℓ′2 = ℓ′′1 + ℓ′′2 = L) so that the process of switching any component

from one configuration to another is not encumbered by the insufficient extension of the other

components (see SM, Sec. 2.6). For clarity, □, □′, and □′′ denote corresponding parameters

in the mass, stiffness, and damping components, respectively. Apparently, the inertia supplied

by mass, ma, resists the acceleration of node A. Similarly, ka opposes the relative displacement

between nodes A′ and B′; ca opposes the relative velocity between nodes A′′ and B′′. To ensure

that the deformation energy vanishes in each of the stable configurations (i.e., the element regains

its undeformed length), we place node B′ along the secondary axis. To simplify the subsequent

presentation, B′′ is assumed co-located with B′. Let ℓB1 be the length of the line segment

B′1. Through rigid connections, the motions of nodes B′ and C mirror those of nodes 1 and 2,

respectively. In general, for a tuning element comprising n components, there are as many as 2n

stable configurations. Figure S2a in the SM, Sec. 2.6 depicts the eight stable configurations of the

current three-component tuning element while MM1 illustrates the switching process.

12



2.3.2 Effective Properties

Figure 2.2: Geometric Dependence of Effective Properties. (a) The variation in the effective
(i) mass, (ii) damping, and (iii) stiffness ratios as a function of φ1 for L̄ = 0.12 and (xC,yC) =
(0.02a,0.02a). For kr and cr, in particular, the position of B′ along the secondary axis – as
specified by the fraction, f = ℓ̄B1/ℓ̄C1 for constant ℓ̄C1 – presents an additional geometric tuning
parameter. For all f , the ratio maxima at occur at φ1 = φ ′

1 = φ ′′
1 = π/10; the star symbol indicates

the maxima for the particular case of f = 4/5. (b) The iso-contours of the effective property
ratios formed by changing the location of node C while maintaining φ1 = φ ′

1 = φ ′′
1 = π/10 and

ℓ̄1 = ℓ̄′1 = ℓ̄′′1 = 0.0717. The grey shaded regions denote a forbidden geometry, i.e., L̄ < ℓ̄C1 or
|ℓ1 − ℓ2|< ℓ̄C1. The relevant material parameters are: m̄a = 1/10, k̄a = 4, c̄a = 3/2, c̄ = 1/2.

To characterize the performance of the tuning element, we consider the dynamics of the isolated

unit cell in Fig. 2.1d where a mass, m/2, is associated with nodes 1 and 2. The relevant equations
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of motion emerge from the dissipative Euler-Lagrange equation, (L ,u̇ ),t −L ,u+R,u̇= 0, with

Lagrangian, L (u, u̇), and viscous dissipation function, R(u̇). We define the dimensionless

displacement and time variables, ū = u/a and t̄ = ω0t where ω0 =
√

k/m. Utilizing these

definitions and dividing by ka2, the corresponding non-dimensional kinetic energy, T , deformation

energy, V , and incremental energy loss, dE = Rdt̄, are expressed as follows:

T =
1
4

˙̄u2
1 +

1
4

˙̄u2
2 +

1
2

m̄a ˙̄u2
A +

1
2

m̄a ˙̄v2
A, (2.3a)

V =
1
2
(ū2 − ū1)

2 +
1
2

k̄a(δ ℓ̄AB)
2, (2.3b)

dE =

[
1
2

c̄( ˙̄u2 − ˙̄u1)
2 +

1
2

c̄a(δ ˙̄ℓAB)
2
]

dt̄, (2.3c)

where m̄a = ma/m, k̄a = ka/k, c̄ = c/
√

km, and c̄a = ca/
√

km denote the normalized material

parameters; δ ℓ̄AB is the change in the length of the line joining nodes A′ (or A′′) and B′.

Substituting the definitions from Eq. (2.2) into Eq. (2.3), L (ū, ˙̄u) and R( ˙̄u) become

sole functions of the time-dependent boundary displacements, ūT = [ū1 ū2]. The dissipative

Euler-Lagrange’s equation yields the unit cell matrix equations of motion, M ¨̄u+C ˙̄u+Kū = 0,

where

M =

1/2+ m̄aσ11 −m̄aσ12/2

−m̄aσ21/2 1/2+ m̄aσ22

 , (2.4a)

C =(c̄+ c̄aεc)

 1 −1

−1 1

 , (2.4b)

K =(1+ k̄aεk)

 1 −1

−1 1

 , (2.4c)
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are the tunable mass, damping, and stiffness matrices, respectively; σi j, εc, and εk are

configuration-dependent tuning coefficients:

σ11 = [cos(φs)csc(φs +θs)]
2 ,

σ12 = σ21 = 2cos(φs)cos(θs)csc(φs +θs)cot(φs +θs),

σ22 = [cos(θs)csc(φs +θs)]
2 ,

εc =

[
cos(α ′′

s )− sin(α ′′
s )cot(φ ′′

s )

1+ cot(φ ′′
s ) tan(θ ′′

s )

]2

,

εk =

[
cos(α ′

s)− sin(α ′
s)cot(φ ′

s)

1+ cot(φ ′
s) tan(θ ′

s)

]2

,

where α ′
s and α ′′

s are, respectively, the angles k̄a and c̄a make with the horizontal (Fig. 2.1d).

Specifically, in Eq. (2.4a), notice the off-diagonal entries, termed inertance, coupling the

accelerations analogous to spring stiffness and damper viscosity for the displacements and

velocities, respectively. Thus, the mass component functions as an inerter, the mechanical element

associated with inertance; however, unlike an ideal inerter, it is possible for the mass component to

realize an unequal nodal mass distribution (see SM, Sec. 2.6). Recognizing that the isolated unit

cell possesses only a single non-zero mode of vibration (i.e., ūT = [1 −1]ū) reduces the governing

equations to meff ¨̄u+4ceff ˙̄u+4keffū = 0, where

meff = 1+ m̄a(σ11 +σ22 +σ12), (2.5a)

ceff = c̄+ c̄aεc, (2.5b)

keff = 1+ k̄aεk, (2.5c)
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denote the configuration-dependent element effective mass, damping, and stiffness. Thus,

integrated within internal architectures, the multistable tuning element presents the opportunity

to tailor the emergent elastodynamic performance post-fabrication via geometric re-configuration,

i.e., without the need to add/remove material or to invoke stimuli-response constituents.

As an illustration of the potential disparity in effective properties exhibited by the element’s

bi-stable components, Fig. 2.2 plots the effective property ratios, mr = m(1)
eff /m(2)

eff , cr = c(1)eff /c(2)eff ,

and kr = k(1)eff /k(2)eff (□(s)
eff , the configuration-specific value of the effective property) as functions

of the geometric design parameters with m̄a = 1/10, k̄a = 4, c̄a = 3/2, and c̄ = 1/2. In Figs.

2.2a, effective property ratio curves are generated following a parameter study which varies φ1

(similarly, φ ′
1 and φ ′′

1 ) for a fixed L̄ and (xC,yC). The mr approaches a maximum as φ1 → π/10

where, in state s = 1, the acceleration amplification at node A achieves its greatest manification

compared to that in s = 2. Specifically, for a static mass, mst = 1+ m̄a, the maximum corresponds

to m(1)
eff /mst = 5.7 and m(2)

eff /mst = 1.07, indicating a less consequential inertial amplification effect

for s = 2. In addition, the similar formulation of c̄eff and k̄eff in combination with the co-location

of B′ and B′′ explains the tandem behavior of cr and kr curves. Furthermore, as illustrated by the

response to changing ℓ̄B1, the location of B′ along the secondary axis acts to scale cr and kr. In Figs.

2.2b, the rod lengths remain fixed while φs, φ ′
s, and φ ′′

s vary in response to changing the location

of node C. In the following, the tuning element is constructed using (xC,yC) = (0.02a,0.02a).
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Figure 2.3: Tunable Frequency Band Structure. (a) Three unit cell models identical in composition
but distinct in construction: (i) TAM model featuring kinematic amplification, multistability, and
offset; (ii) KAM model eschewing the offset of the TAM model and, thus, voiding any tuning
capacity due to functionally redundant stable configurations; (iii) MAC model lacking kinematic
amplification, multistability, and an offset.(b–d) Configuration-dependent frequency and damping
ratio band structures. From all tuning element components in state s = 2, selectively switching one
component to s = 1 amplifies the associated effective property, yielding (b) low-frequency band
gaps, (c) branch cut-off, and (d) an increased long-wavelength sound speed. All models utilize the
same material parameters: ma = 1/10, ca = 1/5, and ka = 1. For the TAM, the relevant geometric
are: φ1 = π/10, φ ′

1 = π/5, φ ′′
1 = π/6, ℓ̄1 = 0.0717, ℓ̄′1 = 0.0739, ℓ̄′′1 = 0.0734, L̄ = 0.12, and

f = 1.3. The KAM utilizes the same geometry as the TAM, except the corresponding φ1, φ ′
1, and

φ ′′
1 are each reduced by π/4 since the primary and secondary axes are aligned.

2.4 Dynamic Analysis

In the following, we investigate the adjustable (linear) dynamic response of a lattice material

incorporating the multistable element. To this end, for an analytical treatment, we apply

the free-wave formulation of Bloch theorem described by Hussein and Frazier109 which
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accommodates temporal attenuation in wave amplitude. This section briefly describes the

formulation and interpretation of results.

For the unit cell of a viscously-damped, periodic medium, M ¨̄u+C ˙̄u+Kū = f represents

the discretized equations of motion with f collecting the forces applied at the unit cell boundaries

by its immediate neighbors. Due to the spatial periodicity of the wave solution, the motion of a

point separated by lattice vector, a, from a reference exhibits a phase shift, i.e., ū[κ · (x+ a), t̄] =

ū(x, t̄)eiκ·a with wavevector, κ. Consequently, one may write, ū = Tūe, equating the full set of

degrees of freedom to the product of a wavevector-dependent transformation matrix, T, and a

subset of essential freedoms, ūe. Thus, in terms of ūe, the lattice material governing equations are

Me ¨̄ue +Ce ˙̄ue +Keūe = 0 where Me = THMT, Ce = THCT, and Ke = THKT with □H denoting

the Hermitian transpose. THf = 0 maintains that boundary forces do no work.

Following the free-wave formulation, ūe(t̄) = ũeeλ̄ t̄ , where λ̄ is a complex frequency.

Applying the time derivatives develops a quadratic eigenvalue problem in λ̄ . Alternatively, the

governing equation can be recast in the state-space form, A ˙̄y+Bȳ = 0, where

A =

 0 Me

Me Ce

 , B =

−Me 0

0 Ke

 , ȳ =

 ˙̄ue

ūe

 .

Assuming the solution, ȳ(t̄) = ỹeη̄ t̄ , formulates the standard eigenvalue problem in complex

frequency, η̄ . The solutions appear in conjugate pairs of the form, η̄ = −ξ ω̄res ± iω̄d, where

ω̄res is the resonant frequency, ω̄d = Im[η̄ ] the damped natural frequency, and ξ =−Re[η̄ ]/Abs[η̄ ]

the damping ratio.

In the Sec. 2.5, we apply the free wave Bloch analysis to obtain dispersion results for
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both 1D and 2D systems. In particular, for the 2D system in Sec. 2.5.2, we complement the

Bloch analysis with a simulation of a finite 2D structure (Fig. 2.5c) for which the non-linear

terms associated with the kinematic amplification mechanisms (see SM, Sec. 2.6) in the governing

equations are maintained but whose effects are negligible due to the small-amplitude motion that

is stimulated.

2.5 Results and Discussion

2.5.1 1D Tunable Architected Material

To demonstrate the tuning ability afforded by the multistable element, we first consider the

dispersion of the one-dimensional tunable architected material (TAM) defined by the unit cell

in Fig. 2.3a.i. Following the application of Bloch theorem, the state-space determinantal equation

is found to be:

η̄2(meff −σ12[1+ cos(κa)]m̄a)

+4sin2
(κa

2

)
(η̄ceff + keff) = 0,

which the presence of meff, ceff, and keff renders configuration-specific, an attribute extending to ω̄d

and ξ (see SM, Sec. 2.6). We also consider the dynamics of the kinematic amplification material

(KAM) defined by the unit cell in Fig. 2.3a.ii which is identical to that in Fig. 2.3a.i except for

the lack of an offset (i.e., the primary and secondary axes are aligned); it retains the multistable

and kinematic amplification properties. Nevertheless, due to the symmetry of the stable states in

the absence of an offset, multistability does not entail tunability and, thus, this characteristic holds
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no significance for the KAM model. We also consider the dynamics of the mono-atomic chain

(MAC) defined by the unit cell in Fig. 2.3a.iii which represents a simple mass-spring-damper

system lacking multistability and kinematic amplification, and for which an offset would be of

little significance. Notice that, except for the massless rigid rods, each of the unit cells in Fig. 2.3

emerges from the same building blocks. The m, c, and k parameters are omitted from all models to

highlight alone the effect of ma, ca, and ka. In order to maintain a concise presentation, the matrices

M, C, K, and T corresponding to each of the models are provided in the SM, Sec. 2.6.
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Figure 2.4: Band Gap Evolution (color online). (a) Architected material with unit cell consisting of
n = 2 copies of the tuning element in series. Each element in the series can be tuned independently.
Here, mass tuning is depicted as the configuration, {s,s}, of the two constituent tuning elements
of the unit cell is altered. Apparently, {1,2} ≡ {2,1} as the architected materials constructed from
either of these unit cell configurations are identical. (b) The frequency diagram (band gaps shaded)
depicting the acoustic (solid) and optical (dashed) branch of 1D architected material defined by a
two-element unit cell where the configuration, {s,s}, of the constituent (i) mass, (ii) damping, or
(iii) stiffness components is altered while that of the other two property components is uniformly
s = 2. (c) The average band-gap width, ∆ωd (solid), and (d) the average number of band gaps,
n̄BG (hollow), among all (i) meff (black), (ii) ceff (red), and (iii) keff (green) configurations of a
n-element unit cell. The relevant material/geometric parameters are denoted by the ⋆ symbol in
Fig. 2.2a.

Figures 2.3b–d display the dispersion response of each model, in particular, for the TAM

and KAM models, as each component is activated in turn. For clarity, of the eight possible

configurations each for the TAM and KAM, we highlight only four: the case in which all

components are in state s = 2, therefore, minimizing the affect of kinematic amplification; and

the three cases in which a designated component is singularly in state s = 1.
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In Fig. 2.3b, switching only the effective mass component to configuration s = 1 brings

a near thirty-fold increase in meff, leading to a decrease in the maximum frequency and damping

ratio while the sound speed remains unaffected.68 Similarly, in Fig. 2.3c, switching only the

effective damping component to configuration s = 1 leads to a six-fold increase in ceff, decreasing

the maximum frequency and increasing the damping ratio while maintaining the sound speed.

In addition, we also observe branch cut-off, the condition whereby ω̄d = 0 over a portion of

the Brillouin zone due to a corresponding ξ ≥ 1 (i.e., overdamping); thus, opening gaps in

the wavenumber range.109 Notice that, while adjusting the effective mass or damping, the

long-wavelength sound speed, c0 =
√

keff/mst = 2.534, remains constant as as keff is unchanged

and the relative motion between nodes 1 and 2 becomes vanishingly small and, thus, reduces the

motion at node A (equiv. A′, A′′) and the influence of amplification on the dispersion. In Fig.

2.3d, switching only the effective stiffness component to configuration s = 1 triples keff, leading to

an increase in the maximum frequency and sound speed while the damping ratio decreases. The

frequency and damping ratio shifts observed in Figs. 2.3b–d can be understood by relating the

wave dispersion results at the boundary of the irreducible Brillouin zone (κa = π) to the vibration

of an isolated unit cell for which ω̄d =
√

4keff(1−ξ 2)/meff and ξ = ceff/
√

keffmeff.

For the TAM, the scenarios depicted in Figs. 2.3b–d demonstrate the phenomenon of

metadamping, a reduction (negative)109 or amplification (positive)25 of dissipative power between

two statically equivalent configurations (i.e., identically prescribed mass, damping, effective

stiffness). If the configuration with all components in state s = 2 is selected as the reference,

then switching either the mass or stiffness component to state s = 1 decreases the mean damping

ratio, ξavg = π−1 ∫ π
0 ξ d(κa), relative to the reference (negative metadamping), while switching

only the damping component to state s = 1 increases ξavg compared to the reference (positive
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metadamping). Naturally, the opposite is true if the configuration with all components in state

s = 1 is the reference and components individually switched to state s = 2. As evidenced by

recent works,47, 110, 111 the metadamping phenomenon continues to attract research attention. In

particular, Al Babaa et al.47 actively tuned the metadamping response of an electro-mechanical

system exploiting kinematic amplification and piezoelectric shunting circuits.

Figure 2.5: Customizable Waveguide (color online). (a) The 2D tunable architected material unit
cell with nearest- and next-nearest neighbor connections, and a tuning element oriented along
both the horizontal and vertical axis. (b) Homogeneous dispersion curves [sans ξ (κ)] for three
tuning element configurations with constant c(2)eff : (i) m(1)

eff and k(1)eff (red), (ii) m(2)
eff and k(1)eff (green),

and (iii) m(2)
eff and k(2)eff (blue). (c) System of 14× 14 unit cells with tuning elements configured

to establish a waveguide in the non-uniform distribution of effective properties. In simulation, a
sinusoidal displacement, ūx = (5×10−5)sin(ω̄ t̄) for t̄ ∈ [0,50], is prescribed at the left boundary
with frequency (d) ω̄ = 7.85 and (e) ω̄ = 2.60. Subfigures (d,e) plot the observed time-average
magnitude of the displacement, |ū|. The relevant material/geometric parameters are: m̄a = 1/10,
k̄a = 4, c̄a = 3/200, c̄ = 1/200, φ1 = φ ′

1 = φ ′′
1 = 0.03π , ℓ̄1 = ℓ̄′1 = ℓ̄′′1 = 0.2105, L̄ = 0.4, f =−4.

Since each bi-stable component can be independently configured (see MM2 for
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demonstration of 3D-printed toy model), the spatial distribution of effective properties as well

as the emerging dynamic response are extremely customizable. Consider, now, a 1D architected

material unit cell consisting of a chain of n copies of the tuning element which, in total, supports

23n configurations; however, due to equivalent dynamics among certain configurations, realizes

a lesser number of unique dispersion responses. The n-element unit cell permits a non-uniform

property distribution conducive to the formation of finite band gaps as exemplified by the results

in Fig. 2.4b for n = 2 which are based on the model in Fig. 2.1d with geometry and effective

properties corresponding to that marked by the ⋆ symbol in Fig. 2.2a which yields m(1)
eff = 6.28,

m(2)
eff = 1.18, c(1)eff = 1.31, c(2)eff = 0.5, k(1)eff = 3.15, and k(2)eff = 1. In addition, we observe branch

overtaking – the scenario whereby damping leads to higher modes occupying a frequency range

below lower ones – between the acoustic and optical modes.109 Figure 2.4c tracks the average

band-gap width, ∆ωd, and Fig. 2.4d the average number of band gaps, n̄BG for a n-element system

(i) of uniform k(2)eff and c(2)eff , and the 2n configurations of meff, (ii) of uniform m(2)
eff and k(2)eff , and the

2n configurations of ceff and (iii) of uniform m(2)
eff and c(2)eff , and the 2n configurations of keff. As

n increases, each scenario exhibits a monotonic increase in ∆ωd which, nevertheless, appears to

asymptotically approach a limiting value. Further inspection of the band structures reveals that this

result reflects the tendency of unit cell morphologies to broaden band gaps at higher frequencies

while gaps at lower frequencies either shrink or close. Moreover, although a n-element system may

exhibit up to n−1 band gaps, due to the band-gap closures that manifest for certain configurations,

Fig. 2.4d shows n̄BG ≤ n−1. The band gaps tend to be wider when varying the stiffness, followed

by the inertial and damping induced band gaps, consistent with the nature of dependency of ω̄d on

the specific properties. Compared to the variable meff and keff distribution scenarios, the case of

variable ceff distribution sees lower ∆ωd and n̄BG owing to annihilation of band gaps by the unique

24



conditions of branch overtaking and overdamping.109

2.5.2 2D Tunable Architected Material

Figure 2.5a shows the unit cell of a square lattice incorporating the multistable element along

both its horizontal and vertical edges. For small-amplitude displacements, the corresponding

matrices M, C, K, and T are provided in the SM, Sec. 2.6. Different from the tuning element

used to generate Fig. 2.4, in the following studies, L̄ = 0.4, φ1 = φ ′
1 = φ ′′

1 = 0.03π , and

ℓ̄B1/ℓ̄C1 = −4, yielding effective property ratios of mr = 31 and kr = 26. Although cr = 19, in

preparation for the subsequent simulations, the attenuation experienced by propagating waves is

significantly reduced by keeping the damping small with c̄ = 1/200 and c̄a = 3/200. Apparently,

setting the tuning element along each axis to different configurations generates an anisotropic

response104, 112, 113 in one or more of the effective properties which may assist the realization

of tunable directional behavior. Nevertheless, following the procedure outlined in Sec. 2.4, we

determine the two-dimensional dispersion relations, for three cases for which c(2)eff and the tuning

elements along each axis are in identical states: (i) m(1)
eff and k(1)eff , (ii) m(2)

eff and k(1)eff , and (iii) m(2)
eff and

k(2)eff . Figure 2.5b reflects the dynamics of each of these unit cell configurations, the longitudinal

mode (solid) displaying behavior reminiscent of that exhibited by the 1D system.

In order to support the analytical dispersion results as well as to demonstrate the tuning

element as a mechanism for realizing functionality, we simulate the dynamic response of a 14×14

square lattice (using the Noh-Bathe scheme114) for which, of the myriad available morphologies,

the particular spatial distribution of three unit cell configurations and corresponding effective

properties is set in the form of a waveguide (Fig. 2.5c). We prescribe a small-amplitude, sinusoidal
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displacement at the left boundary and depict the response in Figs. 2.5d,e. The dispersion curves

(Fig. 2.5b) for systems homogeneously in each of the three configurations aid in selecting the

excitation frequencies which stimulate waves capable of propagating within one or more regions

of the waveguide. For an excitation frequency ω̄ = 7.85 (Fig. 2.5d), waves propagate along the

channel defined by unit cells with tuning elements in configuration (ii) and, otherwise, decay since

the excitation frequency falls within a semi-infinite band gap of regions in configuration (i) or (iii).

Alternately, for an excitation frequency ω̄ = 2.60, the bulk of the wave energy is directed from the

horizontal portion of channel of configuration (ii) into the horizontal channel of configuration (iii)

(Fig. 2.5e). Apparently, although wave propagation is supported in the vertical portion of channel

(ii), since waves are no longer barred from entering channel (iii), little wave energy is re-directed

into the vertical column. The waveguide is just one functionality realizable post-fabrication in

lattices leveraging the tuning element for effective property re-distribution.

2.6 Conclusion

In this article, we present a novel structural element which leverages geometric multistability

and kinematic amplification to independently adjust its effective mass, stiffness, and viscous

damping properties with consequences for the dynamic response of architected lattice materials

for which it is a part of the unit cell design. This is significant since, despite the well-established

impact of all three properties in mechanical vibration and wave propagation, alternative approaches

typically manipulate a single parameter. In addition, the specific implementation of multistability

in the proposed structural element ensures that re-configuration does not entail a change in length

and, therefore, does not necessitate a change in the size/shape of the realized lattice structure, a
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beneficial quality in practical settings where the structure is subject to geometric constraints.

To demonstrate the tuning ability granted by the multistable element, we analytically

and numerically investigate the adjustable dynamic characteristics of 1D/2D tunable architected

material models for which it appears as a part of the unit cell. It is shown that the band structure

depends on the specific configurations of the multistable element: the sound speed, the frequency

range(s) of propagation, and the propagation modality (e.g., underdamped or overdamped) are each

amenable to manipulation. Moreover, in organizing the spatial distribution of the element states,

custom and re-definable mesoscopic morphologies of the effective properties are attainable with

the potential for functionalization (e.g., the impromptu formation of a waveguide).

The proposed concept offers a new way to expand the performance space of lattice

materials post-fabrication. In addition, as a product of geometry rather than, e.g., specific material

constituents or external apparatuses, the proposed technique grants flexibility in implementation,

and is amenable to current and emerging additive manufacturing technologies.
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Chapter 3

Multistable Metamaterial on Elastic

Foundation Enables Tunable Morphology

for Elastic Wave Control

This chapter is published in:

Journal of Applied Physics, 127, 225104 (2020)

DOI: 10.1063/1.5145324

3.1 Abstract

We present a strategy for continuously and reversibly tuning the propagation of elastic waves in

one-dimensional systems without need for persistent external stimulation. The general approach

places a bistable metamaterial on an elastic substrate which is subsequently deformed via
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prescribed boundary displacements. The internal substrate deformation, which is shaped by a

prescribed spatial variation in elasticity, is reflected in the overlaying metamaterial and facilitates

the reconfiguration of bistable elements over isolated regions. As each configuration is associated

with a unique stiffness, these regions represent an adjustable, mesoscale morphology amenable to

tuning elastic waves. The essential bistability is characterized by an asymmetric, double-welled

equipotential energy function and is developed by mechanical rather than phenomenological

means. The asymmetry provides for the unique, configuration-specific (stable) equilibrium

stiffnesses; the equipotential promotes reversibility (i.e., no one configuration is energetically

preferred). From a uniform metamaterial-substrate system, we demonstrate the utility of our

strategy by producing a waveguide with shifting pass band and a metamaterial with variable unit

cell morphology.

3.2 Introduction

Architected metamaterials57, 82, 115 are remarkable for their extraordinary thermal,18–20

mechanical,7–9 acoustic,10–15 and optical16, 17 performance stemming from a cleverly designed

internal architecture, comprising both a characteristic (often periodic) structural geometry and

constituent material morphology – in a sense, representing the emancipation of material behavior

from the limitations of chemistry. In particular, research pertaining to elastic wave propagation

has realized extreme/counter-intuitive effective properties6, 8 that bring once fantastic applications

into practical reach.116–119 In addition, illustrating a broad range of applicable scales, new

strategies for, e.g., thermal management,120, 121 signal processing,122 acoustic sensing,123 energy

harvesting,37, 124, 125 and earthquake mitigation126, 127 have also been proposed.
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However, utilizing “stiff” material constituents in the metamaterial construction leaves little

opportunity to adapt the dynamic performance for scenarios where the target frequency range

may fluctuate significantly (e.g., as in environmental vibration mitigation and energy harvesting

applications), thus limiting effectiveness outside a fixed service range. One remedy is the

class of active architectures which leverage shunted piezoelectric elements43, 45, 46, 97, 128, 129 to

adjust the effective stiffness via electro-mechanical coupling, thus tuning the native dispersion

characteristics of the metamaterial. Nevertheless, it is conceivable that for certain metamaterial

applications, obviating the need for the accompanying complex wiring and external controllers is

desirable. Serving to accommodate this requirement, a second approach toward inherently tunable

performance utilizes soft material constituents for which deforming the internal architecture

modifies the effective stiffness and, consequently, the characteristic wave dispersion. By

exploiting instability and multistability in readily re-configurable soft architectures, efforts to

imbue metamaterials with an inherent tuning capability, generally, effect one of two outcomes: (i)

the tuning is continuous and reversible, though the tuned configurations are reliant on the constant

support of an external field or prescribed boundary condition39, 49, 50, 90, 130–133 or (ii) the tuning

is among a finite number of discrete, stable configurations, though the process is energetically

fated to follow an energy-minimizing sequence,2, 58, 69, 101–103, 134 prohibiting restoration to an

earlier configuration; thus, tuning is irreversible and, ultimately, terminated. Continuous tuning

allows for small adjustments; reversible tuning facilitates repeated adjustments; and stable tuning

eliminates the need for an ever-present supporting field or boundary condition. Xia et al.135

demonstrated these tuning abilities in a silicon-coated microlattice utilizing an electro-chemical

reaction. A metamaterial system possessing a inherent tuning capability independent of chemistry

and external controllers which permits continuous, reversible, and stable adjustments to the
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dispersion characteristics [i.e., combining the desirable attributes of outcomes (i) and (ii)] is

appealing and the aim of the present work.

In this article, we propose a class of architected metamaterial utilizing a modified bistable

element described in earlier works61, 136 as a mechanical analogue of a buckled axial member,

minus the instability, whose effective stiffness as well as its distribution is continuously, stably, and

reversibly adjustable for adaptive dynamic performance using the technique of strain engineering.

The general strategy couples a soft, multistable metamaterial to a relatively stiff (though

deformable) foundation which, when strained, assists in reconfiguring the multistable architecture,

modifying the metamaterial performance. A similar approach has been explored in the context

of controllable electronic and photonic performance in thin-film materials.137, 138 Following

this strategy, the strain state in the elastic substrate is reflected in the overlaying metamaterial,

causing isolated regions to switch to the opposing configuration characterized by a unique effective

stiffness, i.e., one that is acoustically distinct to the propagating wave. Moreover, dependent upon

the strain magnitude, the size of the switched regions are customizable, enabling a post-fabrication

redistribution of the stiffness property. This redistribution of a mechanical property, achieved

without an external controller or appeal to chemistry, adds a second dimension to the tuning

operation and is unique to the relevant literature. As the non-convex potential energy landscape

is not biased toward a particular configuration, the tuned stiffness patterning in the re-configured

metamaterial is stable (permitting quasi-static removal of the instigating boundary displacements)

and potentially reversible (requiring the same effort to elicit and reverse the tuned state). In one

dimension, we introduce and analyze two such metamaterial systems. While the multistability

is localized in one system, it is interactive in another which affects reversibility. In addition,

continuous tuning, i.e., that permitting small adjustments in configuration, is demonstrated. Our
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approach will be applied to the establishment of waveguides with shifting transparency and

metamaterial unit cells with tunable (stiffness) morphology.

The remainder of the article is organized as follows: Section 3.3 presents simple

realizations of our strategy in the form of mass-spring systems, including a qualitative and

analytical description of the energetic and dispersion characteristics. In Section 3.4, we analyze

and discuss the results of numerical simulations illustrating the tunable wave filtering properties.

We demonstrate the concept in the form of (1) a waveguide with an adjustable pass band and (2) a

metamaterial with a variable unit cell (stiffness) morphology. Finally, in Sec. 3.5, we draw insights

from the numerical results and suggest avenues for further study.

33



Figure 3.1: (Color online). Bistable Metamaterial on Elastic Foundation. (a) The essential
bistable element of the metamaterial-substrate systems. (b) The non-convex energy function
is adjusted by the geometric and material parameters to yield an asymmetric, equipotential
profile. The asymmetry is reflected in the corresponding stiffness function, resulting in a unique
stiffness, k = {ks1,ks2}, for each of the two equilibrium configurations, ∆ = {∆s1,∆s2}. The
shaded region identifies the negative stiffness region. (c) Two metamaterial-substrate (MM-SS)
arrangements with lattice constant, a: one in which the bistable element is local (LOC) to each
metamaterial degree-of-freedom; another in which the bistable element couples two metamaterial
degrees-of-freedom (INT). For compact display, the bistable element is represented as a nonlinear
spring which is indicated by an arrow.
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3.3 Model Description

3.3.1 The Asymmetric, Equipotential Function

Figure 3.1a illustrates the basic structural element giving rise to the metamaterial multistability,

representing an elaborated conception of the bistable unit found in related works.101, 136 In

part, the bistable element comprises two identical, pin-connected axial springs, kA, arranged

symmetrically about and at an angle to the x-axis as illustrated. This construction ensures that,

as the pinned end displaces, uA, the combined reaction from the axial springs is always parallel

to the displacement. A notable distinction with earlier works, the remote ends of each spring

are not fixed, but may displace, uB, along the horizontal axis. Given the relative displacement,

∆ = (uA − uB)/dx, the corresponding non-convex potential function, ψA(∆), is symmetric about

the unstable equilibrium configuration, ∆ = 1. In addition to ψA(∆), the total bistable energy has

contributions from an elastic potential, ψT(∆), originating from a pair of torsional springs, kT,

at the remote ends of each kA, and a magnetic potential, ψM(∆), stemming from the interaction

between a horizontally-aligned magnetic dipole moment, pm, affixed to pinned end and a pair of

dipole moments, ps, collocated with the torsional springs and oriented an angle, θ , with respect to

the x-axis (see Fig. 3.1a). Together, these contributions foster the crucial asymmetric equipotential

necessary for stable, reversible tuning. Specifically, the total bistable potential becomes

ψ(∆) = ψA(∆)+ψM(∆)+ψT(∆), (3.1)
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where the full equations for each component is given in the Appendix. The corresponding stiffness

function is given as k(∆) = ∂ 2ψ/∂∆2. The two stable equilibrium configurations, ∆ = {∆s1,∆s2}

(∆s1 < ∆s2), are characterized by stiffnesses k = {ks1,ks2}.

Figure 3.1b illustrates the effect of each component in Eq. (3.1) on the shape of the

bistable energy landscape and stiffness function. While kT = 0 and the dipole moments ps are

oriented such that θ = 0, the bistable potential is symmetric [Fig. 3.1b.(i)]; consequently, ks1 = ks2.

Changing either of these conditions alone, generally, biases the energy landscape toward a specific

equilibrium configuration [Fig. 3.1b.(ii)] and hinders reversible tuning; however, a suitable choice

of kT and ps will produce an asymmetric, equipotential landscape with ks1 ̸= ks2 [Fig. 3.1b.(iii)].

3.3.2 The Governing Equations and Homogeneous Dispersion Relations

Two metamaterial-substrate arrangements are considered, distinguished by the placement of the

bistable element within the unit cell of an N-cell chain (schematically represented as a nonlinear

spring in Fig. 3.1c). In one arrangement (LOC), the bistable element couples the local metamaterial

and substrate degrees-of-freedom, i.e., {uA,uB}→ {v j,Vj}; in another (INT), the bistable element

links nearest neighbors in the overlaying metamaterial, i.e., {uA,uB} → {v j−1,v j}. In the

preceding statement, the right arrow maps the displacements of the bistable element, uA and uB

(Fig. 3.1a), to those of the metamaterial layer, v, and substrate layer, V (Fig. 3.1c). The substrate

features springs of variable stiffness, s j, joining neighboring degrees-of-freedom. The variability

enables an inhomogeneous strain. In addition, each arrangement features springs, kI, which are

interactive in the LOC arrangement and local in the INT arrangement.

Dimensionless governing equations will enable the investigation of the dynamics without
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reference to explicit geometric and material parameters. For this reason, displacements, position,

and time are scaled by suitable quantities:

v̄ = v/dx, V̄ =V/dx, x̄ = x/a, t̄ = ω0t,

where ω2
0 = kI/m. In addition, kId2

x defines a convenient unit of energy. Thus, for a chain of N unit

cells, the dimensionless Lagrangian is

L LOC =
N

∑
j=1

[
1
2
( ˙̄v2

j +
˙̄V 2

j )− ψ̄(V̄j, v̄ j)

]

− 1
2

N

∑
j=2

[
s̄ j(V̄j −V̄j−1)

2 +(v̄ j − v̄ j−1)
2] , (3.2a)

L INT =
1
2

N

∑
j=1

[
˙̄v2

j +
˙̄V 2

j − (v̄ j −V̄j)
2
]

−
N

∑
j=2

[
s̄ j

2
(V̄j −V̄j−1)

2 + ψ̄(v̄ j, v̄ j−1)

]
, (3.2b)

where s̄ j = s j/kI is the normalized local substrate stiffness and ψ̄ = ψ/kId2
x . Accordingly, for an

arbitrary unit cell, j, the Euler-Lagrange governing equations stemming from Eqs. (3.2) are

¨̄v j +(2v̄ j − v̄ j−1 − v̄ j+1)+
∂ψ̄(V̄j, v̄ j)

∂ v̄ j
= 0, (3.3a)

¨̄Vj + s̄ j(V̄j −V̄j−1)+ s̄ j+1(V̄j −V̄j+1)+
∂ψ̄(V̄j, v̄ j)

∂V̄j
= 0. (3.3b)
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for the LOC arrangement and

¨̄v j +(v̄ j −V̄j)+
∂ψ̄(v̄ j, v̄ j+1)

∂ v̄ j
+

∂ψ̄(v̄ j, v̄ j−1)

∂ v̄ j
= 0, (3.4a)

¨̄Vj +(V̄j − v̄ j)+ s̄ j(V̄j −V̄j−1)+ s̄ j+1(V̄j −V̄j+1) = 0, (3.4b)

for the INT arrangement. In the simulations to follow, Eqs. (3.3) and (3.4) are used to model the

response of the system to prescribed substrate boundary displacement.

To evaluate harmonic wave propagation in the overlaying metamaterial, we assume s̄ j

is such that the substrate is comparatively rigid so that any disturbance propagating within the

metamaterial does not transfer a meaningful portion of its energy into the substrate. Thus, we

need only consider Eqs. (3.3a) and (3.4a) in the analysis. For the simplest case of a homogeneous

Figure 3.2: Dispersion Diagram. For an asymmetric bistable potential, the equilibrium stiffnesses
are, generally, distinct, producing unique dispersion diagrams. In the above, the shaded region
identifies the shared frequency range of the configuration-specific pass bands. The inset shows the
frequency region of the lower band gap.
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Figure 3.3: (Color online). Waveguide with Shifting Transparency. The relative displacement
and stiffness profiles of bistable elements in the (a) LOC and (b) INT metamaterial-substrate
arrangements. The dashed lines identify the stable equilibrium displacements, ∆s(i), and stiffnesses,
k̄s(i). The indicated strain, ε , is that induced in the substrate by a quasi-statically applied (and
subsequently removed) boundary displacement. (c,d) The strain-dependent stiffness profile affects
the propagation of waves generated by an impulse. This is apparent in the non-coincident Fourier
transforms of v̄50(t̄) at different strains. The dashed lines represent the upper and lower frequency
bounds of the pass bands for the homogeneous ∆s1 and ∆s2 configurations. The shaded region
identifies the shared frequency range of the configuration-specific pass bands

metamaterial (i.e., bistable elements in identical configuration), the application of Bloch’s theorem

provides the characteristic dispersion relations for the LOC and INT arrangements, respectively,

(see Appendix)

2+ k̄s(i)−
1
γ
− γ = ω̄2, (LOC) (3.5a)

1+ k̄s(i)

(
2− 1

γ
− γ
)
= ω̄2, (INT) (3.5b)
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where ω̄ = ω/ω0 is the normalized wave frequency and γ = exp(iκa) the propagation constant

with dimensionless complex wavenumber, κa. In solving Eqs. (3.5) for γ , the real (propagating)

and imaginary (attenuating) components of the complex wavenumber are extracted as: κRa =

|Re(i lnγ)| and κIa = |Im(i lnγ)|.

3.4 Numerical Results

For analysis, the material and geometric parameters contained in Table 3.1 are utilized and are

unique to each system. As detailed in the Appendix, the parameters define the bistable potential

function, ψ̄ . Consequently, for both the LOC and INT arrangements, k̄s2/k̄s1 = 10. Figure

3.2 displays the arrangement-specific dispersion curves for the metamaterial uniformly in each

of the two stable configurations. The configuration-specific frequency ranges over which the

metamaterial supports propagating waves begins to illustrate the anticipated performance tuning

capability.

In the following subsections, respectively, we utilize substrates with constant and periodic

spatial variation in stiffness, s̄ j, to re-configure the overlaying metamaterial and alter its dynamic

performance in the context of wave propagation. These will be applied to the establishment of

waveguides with shifting transparency and metamaterials with tunable pass bands.

Table 3.1: Material and Geometric Parameters

k̄A k̄T k̄M δ ω2
0

LOC 1/10 187/8791 71/565 2 100
INT 100 1957/92 14200/113 2 1/10
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3.4.1 Waveguide with Shifting Transparency

To demonstrate the enhanced functionality acquired by a bistable metamaterial coupled to a

strained elastic substrate, we first study the case of a homogeneous foundation, i.e., s̄ j =

const. We consider a chain of N = 50 unit cells and, without loss of generality, initiate each

bistable element in the first stable configuration, ∆s1; thus, the original, untuned metamaterial

is characterized by the stiffness, k̄s1. Prescribed displacements are applied quasi-statically to the

substrate boundaries, establishing a uniform internal strain, ε = (V̄N − V̄1)/N. As a consequence

of substrate coupling, the metamaterial simultaneously deforms, effecting switching in certain

bistable elements. Subsequently, the boundary displacements are quasi-statically removed, leaving

a stable pattern of original and re-configured bistable elements which establishes the tuned

metamaterial.

For the LOC arrangement, the kI resist the metamaterial deformation, leading to a relative

displacement between the local metamaterial and substrate degrees-of-freedom, ∆ j = v̄ j − V̄j,

which changes signs about the midpoint of the mass-spring chain. Thus, switching is facilitated in

bistable elements on one half of the metamaterial (especially closer to the boundary) and hindered

in those elements on the opposite half. At most, substrate strain may re-configure only half of

the bistable elements in the chain. A single domain wall separates the original and the switched

elements, each characterized by acoustically distinct stiffnesses, k̄s1 and k̄s2, respectively. These

effects are depicted in Fig. 3.3a for increasing (compressive) substrate strain.

For the INT arrangement, the bistable elements oppose the metamaterial deformation, ∆ j =

v̄ j − v̄ j+1, which, due to the free metamaterial boundaries, decreases in magnitude from the chain

midpoint but does not change sign. Therefore, all elements are susceptible to re-configuration,
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although elements nearer the metamaterial interior will switch first. In addition, as switching

entails ∆ j ̸= 0, in the absence of the substrate, the tuned metamaterial would exhibit a lingering

deformation (i.e., a residual strain) – the more elements that switch, the greater the effect.

However, the substrate counteracts this effect and, since it is rigid (though elastic) compared to

the metamaterial, generally, ∆ j ̸= ∆s(i), as for the LOC arrangement. For the INT arrangement,

two domain walls form as a consequence of interior elements switching before those nearer the

boundaries; however, since ∆ j deviates from the equilibrium values, ∆s(i), the local stiffness, k̄ j,

also deviates from k̄s(i). These effects are depicted in Fig. 3.3b for increasing (compressive)

substrate strain.

To demonstrate the strain-dependent wave dynamics of the tuned metamaterial, Figs. 3.3c,d

display the FFT of the time signal v̄50(t̄) following an impulse, ˙̄v1(t̄)δ (t̄ − t̄0), which instigates

a propagating disturbance. An absorbing boundary consisting of an additional 200 cells with

k̄ j = k̄50 (51 ≤ j < 250) and linearly increasing damping is utilized. Dependent upon the specific

tuned stiffness profile, k̄ j, the frequency range over which the metamaterial is transparent to

propagating waves shifts. For the LOC arrangement in Fig. 3.3c, following a substrate strain of

ε = −6.75× 10−4, the metamaterial dynamics is essentially unchanged as few bistable elements

are re-configured; consequently, components of the transmitted signal lie within the pass band

associated with k̄s1 in Fig. 3.2a. Following a substrate strain of ε = −0.47, the metamaterial

exhibits two domains characterized by k̄s1 and k̄s2, respectively; therefore, the components of the

transmitted signal are restricted to the narrower frequency range in which the dispersion curves in

Fig. 3.2a overlap. Outside this range, wave motion is hindered by Bragg scattering and confined

to the domain in which the disturbance was generated. A similar effect is observed for the INT

arrangement in Fig. 3.3d where sufficient substrate strain causes most of the bistable elements to
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Figure 3.4: Reversibility of LOC and INT Arrangements. In response to substrate strain, the
relative displacement, ∆ j, exhibits a sign change in the LOC arrangement but not in the INT
arrangement. Above, metamaterials in the (a) LOC and (b) INT arrangements are initialized in the
tuned configurations in Figs. 3.3a.(iii) and b.(iii), respectively, which were attained via substrate
compression. Subsequently, submitting the substrate to tension reveals the reversibility of tuning
the overlaying metamaterial. The INT metamaterial is able to return to its original, untuned state
while the LOC metamaterial is not.

switch. Note, however, that the residual strain causes the stiffness profile to deviate from k̄s2 in the

switched region and so the frequency range of components within the transmitted wave deviates

from that indicated by Fig. 3.2b.

The results depicted in Fig. 3.3 demonstrate the utility of an elastic substrate for tuning

metamaterials with multistable elements: with access to only the substrate boundaries, the

multistable elements at the boundary and within the interior may be switched. In contrast, earlier

works utilizing multistable elements for tunable metamaterial performance offer no means of

switching individual or isolated groups of elements in the interior. For both the LOC and INT

arrangements, a strained substrate enables altering the metamaterial morphology (i.e., the stiffness

distribution) 2 and, as a result, the transmission of incoming waves.

2For the LOC arrangement, the interaction springs prevent the transition region from advancing beyond the
midpoint. The INT arrangement is not so limited.
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Figure 3.5: (Color online). Metamaterial with Tunable Unit Cell Morphology. (a,b) Subject to
boundary displacement, a substrate with periodic stiffness variation elicits a displacement profile,
∆ j, with similar periodicity, leading to periodic element re-configuration and stiffness modulation,
k̄ j. The (analytical) dispersion pass bands and the (numerical) FFT of a simulated disturbance are
compared, revealing rough agreement for the (c) LOC system away from flat bands and excellent
agreement for the (d) INT arrangement at lower frequencies.

The manner in which the two arrangements facilitate switching bistable elements impacts

the reversibility of the tuned metamaterial configurations. Recall that, for the LOC arrangement,

∆ j exhibits a sign change about the system midpoint, promoting switching in one half of
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the mass-spring chain and reinforcing the native state it in the other half. From the tuned

metamaterial configuration, reversing the substrate strain inverts ∆ j and, thus, the bistable elements

in re-configured half are directed back to the native state while those in the native state are switched.

Therefore, generally, the LOC arrangement does not support reversible tuning. Alternatively,

for the INT arrangement, ∆ j does not exhibit a sign change but is maximum (in magnitude)

near the system midpoint, causing switching to commence there. From the tuned metamaterial

configuration, inverting ∆ j by reversing the substrate strain returns the switched elements to their

native configurations without re-configuring any elements presently in the native configuration.

Therefore, generally, the INT arrangement supports reversibility. These effects are observed in

Fig. 3.4 and the Supplemental animations.

3.4.2 Unit Cell with Variable Morphology

In the preceding subsection, a homogeneous substrate (i.e., s̄ j = const.) supports a uniform strain

distribution which re-configures the bistable elements in the overlaying metamaterial: for the

LOC arrangement, switching commences at one of the metamaterial boundaries; for the INT

arrangement, switching initiates within the interior. Naturally, substrates with a variable stiffness

profile (i.e., s̄ j ̸= const.) will alter these results and may deliver an enhanced tuning capability.

A substrate with monotonic stiffness function, for example, (not presented here) would permit

switching elements in the LOC chain beyond (or short of) the current limit at the chain midpoint

and, in the INT chain, would allow switching to initiate at or nearer a boundary rather than the

interior. Nevertheless, in the following, we consider an elastic foundation with periodic stiffness

function in order the effect a metamaterial with variable unit cell morphology for wave control.
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For simplicity, we consider a bi-material substrate with stiffnesses α and β (α < β ) which,

as before, are sufficiently large to ensure that the substrate is rigid compared to the overlaying

metamaterial. These stiffnesses are distributed periodically within the substrate with a unit cell

comprising thirty springs; therefore, the overlaying metamaterial, once tuned, is expected to exhibit

the same periodicity. In particular, for the LOC arrangement, s̄ j =α for j ≤ 15 and s̄ j = β for 15<

j ≤ 30; for the INT arrangement, s̄1 = α and s̄ j = β for 1 < j ≤ 30. The interface between the two

stiffness regions provides a nucleation site at which switching may commence. Utilizing alternative

bi-material distributions or multi-material substrates, isolated regions of the metamaterial may be

designed to switch in a pre-determined sequence; nevertheless, this is not present interest. In the

following, we consider wave propagation within finite systems consisting of twenty of the earlier

defined unit cells.

Figures 3.5a,b illustrate the state of the bistable elements in the metamaterial for the LOC

and INT arrangements, respectively. In particular, the first row shows the relative displacement,

∆ j, for the twenty-cell systems corresponding to the indicated nominal strain induced by boundary

displacement. Apparently, the periodic substrate supports an internal strain field with the same

periodicity which assists in switching the bistable elements at the same spatial intervals. To the

purpose of tunable wave propagation, the second row of each sub-figure, focuses on the variation

of the morphology, k̄ j, over the unit cell at several levels of substrate strain. Substrate strain

changes the distribution of the bistable stiffness within the unit cell which impacts the metamaterial

dispersion characteristics.

We compute the dispersion curves utilizing the stable, strain-dependent metamaterial unit

cells. In each stable configuration, following the definition in Sec. 3.3. A., the local stiffness

k̄ j = k(∆) is determined at each jth element of the re-configured unit cell, and then a dispersion
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analysis is performed for the system of N = 30 elements by suitably extending Eqs. (3.3) and (3.4)

and apply Bloch’s theorem, v̄1 = v̄30γ (see Appendix). Figures 3.5c,d show how the frequency

range of pass bands, respectively, in the overlaying LOC and INT metamaterials change as a

function of substrate strain. We also determine the FFT of the time signal v̄600(t̄) following an

impulse, ˙̄v1(t̄)δ (t̄ − t̄0). Again, an absorbing boundary with k̄ j = k̄600 (601 ≤ j < 800) and linearly

increasing damping is utilized. For a particular strain, we compare the computed dispersion and

the FFT from time simulation. For both the LOC and the INT arrangement, there is excellent

agreement between the analytical and numerical results. These results, together with those of the

previous section, support the notion of inherent and tunable wave control via an adjustable material

morphology. Comparing the common frequency regions in the FFTs in Figs. 3.3c,d and 3.5c,d,

we notice that periodic distributions of k̄ j opens additional band gaps, illustrating the impact of

the present repeating morphology with respect to the relatively simple variations in Sec. 3.4.1.

Although, the overlaying metamaterial in the LOC arrangement is capable of stable and continuous

tuning, except for a narrow range of tuned configurations, it is irreversible. However, in the case of

an INT-type system, the tuning processes is able to meet all three requirements – stable, reversible,

and continuous.

3.5 Conclusion

Typically, metamaterial tuning schemes demonstrate continuity, stability, or reversibility

individually or in pair-wise but not triple combination. In this article, we propose a

one-dimensional system comprised of a bistable metamaterial on an elastic substrate which permits

continuous, stable, and reversible adjustments to the morphology through strain engineering and,
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thus, tunable dynamic performance. This is demonstrated in the form of a waveguide with

variable pass band and a metamaterial unit cell with flexible morphology supporting a tunable

dispersion. The strategy of strain engineering for morphological tuning can be extended to higher

dimensions, however, the results are generally not stable61, 139 in the absence of persistent substrate

strain. However, e.g., defects and the interaction of nonlinear wave modes with the transition

zone represent two promising methods to overcome this obstacle. In addition, as s j approaches

k̄I, the substrate not only begins to participate in shaping the wave dynamics together with the

metamaterial but also begins to sustain an apparent deformation profile (i.e., warping) in the face

of non-uniform metamaterial morphologies (see Supplementary Material, Sec. 3.5). This effect

suggests an alternative route to programming shape in soft matter.140

Supplementary Material

See Supplementary material3 for animations, further details of the tuning and potential recovery of

the metamaterial in LOC and INT arrangements.

Appendix

Potential Function

Consider each term in Eq. (3.1) in turn. From the geometry illustrated in Fig. 3.1a, where

δ = dy/dx, the instantaneous length of an axial spring is ℓ(∆) = dxℓ̄(∆) = dx
√

(1−∆)2 +δ 2 and,

therefore, its natural length is ℓ0 = dxℓ̄(0). Thus, the contribution of axial springs to the on-site

3https://aip.scitation.org/doi/suppl/10.1063/1.5145324
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potential is given by

ψA(∆) = kAd2
x
[
ℓ̄(∆)− ℓ̄0

]2
.

In general, for a dipole moment p in a magnetic field B, the potential energy is given by

ψM =−p ·B. The field B of an arbitrary, point-like magnetic dipole p = pp̂ is141, 142

B(p,r) =
µ0 p

4π|r|3

[
3
|r|2

(p̂ · r)r− p̂
]
,

where r is the position vector of a point in space relative to the position of the field-generating

dipole and µ0 is the permeability of free space. At present, the dipole moment under consideration

is that affixed to the mass, pm, and B is that resulting from the superposition of fields generated

by the ps pair at the site of pm. To ensure a horizontal resultant, pm remains parallel to the x-axis

while the orientation, θ , of ps is symmetric about the horizontal axis. For our system, the position

vector can be written r = dxr̄ and the magnetic potential becomes

ψM = kMd2
x

2

∑
i=1

p̂m

|r̄i|3
·
[

3
|r̄i|2

(p̂s(i) · r̄i)r̄i − p̂s(i)

]
,

where kM = µ0 ps pm/4πd5
x . Notice that the magnetic potential does not include contributions from

dipole moments in neighboring bistable elements.

Finally, the torsional springs resist the angular displacement, φ(∆), of the axial springs

relative to some arbitrary offset, φ0, and may be regarded as the bending resistance from the ends

of the axial springs fixed to the substrate. For simplicity, φ0 = tan−1[(1−∆s(i))/δ ], where the

specific value of i is that for which ∆s(i) is in the upper energy well of the total potential constructed
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from ψA and ψM alone; consequently,

ψT(∆) = kT

[
tan−1 (1−∆

δ
)
− tan−1

(
1−∆s(i)

δ

)]2
.

Following the normalization described in Sec. 3.3.2, we define k̄A = kA/kI, k̄M = kM/kI, and

k̄T = kT/kId2
x .

Dispersion Relations

Following Eqs. (3.3) and (3.4), the matrix equations of motion for an arbitrary unit cell are given

by:

 1 −1

−1 1+ k̄s(i)− ω̄2


v̄ j−1

v̄ j

=

 f j−1

f j

 , (LOC)

 k̄s(i) −k̄s(i)

−k̄s(i) 1+ k̄s(i)− ω̄2


v̄ j−1

v̄ j

=

 f j−1

f j

 , (INT)

where f j and f j−1 are the forces applied by the adjacent unit cells. Following Sec. 3.3. A., the local

stiffness is given by k̄(∆) = ∂ 2ψ̄/∂∆2; therefore, k̄s(i) = k̄(∆s(i)) are the stiffnesses associated with

the two stable configurations, ∆s(i), i = 1,2. Recall, for the LOC arrangement, ∆ = v̄ j −V̄j and, for

the INT arrangement, ∆ = v̄ j−1 − v̄ j. Following Bloch’s theorem, v̄ j−1 = v̄ jγ , where γ = e−iκa is

the complex propagation constant with wavenumber κ . Thus, the displacement transformation[
v̄ j−1, v̄ j

]T
= Tv̄ j, where T = [γ 1]T is the Bloch transformation matrix. Simultaneously,

pre-multiplying the matrix equations of motion by the conjugate transpose, TH, and applying
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the displacement transformation – recognizing that cell equilibrium requires THf = 0 – reduces

the equation dimensions. The subsequent determinate establishes the metamaterial characteristic

wave dispersion relations in Eqs. (3.5).
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Chapter 4

Transition Waves in Multistable

Metamaterials with Space-time Modulated

Potentials

This chapter is published in:

Applied Physics Letters, 117, 151901 (2020)

DOI: 10.1063/5.0023472

4.1 Abstract

This letter introduces a strategy for transition wave (soliton) management in multistable

mechanical metamaterials, enabling on-demand, post-fabrication control of the associated phase

transformation kinetics and distribution. Specifically, the wave dynamics are controlled by a
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small, kinematically-prescribed spatio-temporal variation in the elastic potential, constituting

a driving force. The stability of the wave profile under slow-propagation conditions and the

characteristic spatial localization of the Hamiltonian energy supports an analogy with a Newtonian

particle traversing a viscous medium under forcing. The theoretical analysis adopts this particle

perspective, describing the soliton dynamics through ordinary, rather than partial, differential

equations. While myriad definitions for the potential modulation are possible, a traveling sinusoid

assists the development of analytical solutions. Following this prescription, two wave propagation

regimes are revealed: in one, the soliton is carried by the modulation with a commensurate velocity;

in the other, the soliton is out-paced by the modulation and, thus, travels at reduced velocity.

To illustrate the utility of this method, we demonstrate both the tractor and repulsor effects in

multistable systems away from equilibrium: as a tractor (repulsor), the potential variation attracts

(repels) the transition wave front in opposition to the system’s energy-minimizing tendency. This

method provides greater flexibility to the transformation performance of multistable metamaterials

and supports the adoption of such systems in applications demanding multi-functionality.

4.2 Introduction

Thus, understanding the nature and behavior of topological solitons/ transition waves is a crucial

avenue to control the response of multistable metamaterials. In this project, we now perform

a theoretical study of (topological) soliton response to a general external spatio-temporal forcing

and put forth a modified bistable element model to practically implement this method via kinematic

modulations to the elastic potential, commanding the soliton dynamics.

Solitons143 are a class of spatially localized, large-amplitude solutions to non-linear
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equations which describe a variety of processes within several domains of science, including

biology,144–146 chemistry,147, 148 cosmology,149, 150 and the materials sciences.151–154 In the

context of materials with multiple equilibrium states, the propagation of topological solitons is

a model for, e.g., polarization switching in ferroelectric51 and ferromagnetic52 materials, and

structural phase transitions53–55 – transformation phenomena which impact material performance

and underpin multi-functionality in applications.56 Recently, mechanical metamaterials57

characterized by multistable internal architectures have exhibited similar behavior,58–66 extending

atomic-scale physics and multi-functionality to the readily-accessible structural level. Command

of the soliton dynamics promotes their utility in applications; however, for metamaterials,

strategies for soliton management are few and often involve permanent modifications to the

internal architecture (e.g., local/extended defects62, 64) which “lock in" performance at fabrication,

preventing on-demand control of the transformation kinetics and phase distribution. The tunable

elastic metamaterial design resting on a periodic, stiff elastic medium described in the previous

section provided a finite discrete number of stable configurations, essentially relocating the

transition regions within, to switch the effective acoustic response on application of a boundary

strain. Although the design provides an improved capacity to dictate soliton positions, these states

are pre-programmed into the structure once the periodicity of the substrate and elastic elements are

chosen. Thus, a general, continuous means to control soliton dynamics is a desirable capability

and motivates the present letter.

In practice, at the atomic scale, the environment in which a soliton [henceforth,

synonymous with transition wave and (anti-)kink] propagates is hardly ideal: external fields,

the effects of thermal noise, and structural impurities are each factors which affect the soliton

dynamics and have been the subject of intense investigation, especially in the context of solid-state
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physics.155–157 In addition to their relevance as incidental affects, these factors are simultaneously

of practical import as instruments of transition wave control158, 159 which also extend to the

metamaterial platform. In particular, the application of spatio-temporal forcing to the soliton wave

front (e.g., by electric/magnetic fields) does not necessarily require permanent modifications to the

internal architecture and opens the door to remote control. In the following, we study the dynamics

of an elastic bistable lattice with spatio-temporal forcing arising from a similarly variable potential

function; the modulation stimulating the propagation of otherwise static topological solitons with

predictable velocity. The results contribute to the theoretical understanding of soliton dynamics in

multistable metamaterials, facilitating the integration of these systems into applications demanding

post-fabrication tuning and multi-functionality.

4.3 Theory

For the theoretical analysis, we consider the evolution of a one-dimensional, bistable continuous

mechanical system, subject to prescribed spatio-temporal forcing, f (x, t). The governing equation

for the displacement field, u(x, t), has the basic form

u,tt −u,xx+ψ ′(u) = f (x, t)−ηu,t , (4.1)

where η is the viscosity and ψ ′(u) is the force stemming from a symmetric, non-convex on-site

potential, ψ(u); one with two degenerate ground states, uS1 and uS2 (Fig. 4.1a). Under

free-wave conditions (η = 0, f = 0), the system supports a number of traveling solutions; in

particular, the topological modes (e.g., the anti-kink [Fig. 4.1b]) which we intend to manipulate.
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Figure 4.1: Bistable Potential and Soliton Properties. (a) Local bistable potential facilitating
the formation of (b) a soliton mode (anti-kink) with wavelength, λ , measuring the width of the
transition region (shaded) [i.e., where ψ ′′(u) < 0]. The energy barrier, ψB, separates degenerate
ground states, uS1 and uS2. (c) The Hamiltonian density, H , exhibiting the characteristic soliton
energy localization with H → 0 as |q| → ∞. The dot identifies the energy maximum.

With characteristic length, a, a snapshot of the corresponding Hamiltonian density,160 H =

1
a [

1
2u,2t +

1
2u,2x +ψ(u)], reveals the compact nature of the soliton energy distribution, reminiscent of

a particle, an object with localized properties (Fig. 4.1c). Apart from myriad alternative choices,

the point at which the energy density is maximal is a natural choice for the soliton center; therefore,

for the soliton quasi-particle, we define the time-dependent position, q(t) = (∆u)−1 ∫ ∞
−∞ xu,x dx, and

velocity, q̇(t) = s(t) = (∆u)−1 ∫ ∞
−∞ xu,xt dx, where ∆u =

∫ ∞
−∞ u,x dx.

From H , the total energy, E, of the free soliton particle is readily determined:160

E =
∫ ∞

−∞
H dx =

√
2

1− s2

∫ u2

u1

√
ψ(u)du = m0γ,

where m0 =
√

2
∫√

ψ(u)du is the particle rest mass. The relativistic mass, m = m0γ , is tied
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to the soliton velocity, s, via the Lorentz contraction factor, γ−1 =
√

1− s2. Likewise, γ also

regulates the soliton shape, decreasing the wave width, λ , with increasing propagation speed.

Thus, the mass properties of the proposed soliton particle are not fixed quantities. However,

if s ≪ 1 (i.e., γ ≈ 1), then measures of the relativistic and rest mass coalesce, and the soliton

profile is, essentially, unchanged compared to the static case. Provided that the slow propagation

condition, s ≪ 1, is realized, then the interpretation of the free soliton as a non-relativistic (i.e.,

Newtonian) particle is justified;160, 161 similarly, Eq. (4.1) represents a particle acted upon by

perturbing forces, −ηu,t and f (x, t). In the following, we utilize the particle description to apply

Newtonian dynamics to determine the response of transition waves to simultaneous space- and

time-dependent forcing stemming from a similar dependency in the potential of the host medium.

As a phenomenological construction, Eq. (4.2) is, perhaps, the simplest description of a dissipative

system with independent local and non-local potential variation:

u,tt − [1+g(x, t)]u,xx+[1−h(x, t)]ψ ′(u) =−ηu,t , (4.2)

which can be arranged in the form of Eq. (4.1) with f (x, t) = g(x, t)u,xx+h(x, t)ψ ′(u). More

complicated formulations may, e.g., include additional spatial derivatives of u with space-time

coefficients. In the context of the physical metamaterial, space-time coefficients such as g(x, t)

and h(x, t) may be the effects of, e.g., prescribed external fields on stimuli-responsive elastic

constituents or kinematically-activated geometric non-linearities.

Accompanying the particle position and velocity is the momentum, p(t) = mq̇(t), whose
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time rate-of-change balances the perturbing forces (see Supplementary Material [SM], Sec. 4.5):

ṗ =
∫ ∞

−∞
[ f (x, t)−ηu,t ]u,x dx

=
∫ ∞

−∞
f (x, t)u,x dx−ηmq̇(t) = m0γ3q̈(t),

where we utilize the relation p(t) =
∫ ∞
−∞ u,t u,x dx. Evaluating the integral, I(t) =

∫ ∞
−∞ f (x, t)u,x dx,

and solving for q̈(t) yields

q̈(t) =
1

m0γ3 I(t)− η
γ2 q̇(t)≈ 1

m0
I(t)−η q̇(t), (4.3)

the main theoretical result; the approximation recognizes the requisite slow-propagation condition,

s ≪ 1 (i.e., γ ≈ 1). Furthermore, although soliton propagation may be stimulated by f (x, t), if

significant deformation of the soliton profile occurs, then the accuracy of the prediction [Eq. (4.3)]

diminishes. Naturally, integrating Eq. (4.3) delivers the desired q(t) and q̇(t).

4.4 Numerical Analysis

To demonstrate the effectiveness of our strategy as well as to validate our theoretical predictions,

we consider the non-linear dynamics of the discrete bistable metamaterial chain depicted in

Fig. 4.2 which is a variant of the well-known system found in many theoretical70, 101, 136 and

experimental60, 62 studies. Although we could proceed with model stimuli-responsive stiffness

elements (results are qualitatively similar [see SM, Sec. 4.5]), we opt for a purely kinematic

approach. The essential bistable element comprises two identical, pin-connected springs of

stiffness kB symmetrically arranged about the horizontal axis. The mass, m, affixed to the common
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Figure 4.2: Lattice with Space-Time Variable Potential. Prescribed displacements, v(x, t) and
w(x, t) adjust the metamaterial geometry, facilitating local and non-local potential modulation,
respectively.

node is restricted to horizontal displacements, ū = u/(ℓB sinθ). Consequently, the corresponding

on-site potential function, possesses two degenerate ground states ūS1,S2= 0,2. As one notable

distinction with similar designs in prior studies, the remote ends of each spring may displace

vertically, v̄ = v/(ℓB cosθ). As a second distinction, neighboring degrees of freedom, ū j and ū j+1,

are linked by spring assemblies which permit adjustments to the coupling strength through vertical

displacements, w̄ = w/(ℓI cosφ). For a lattice in which the vertical displacements depend on space

and time, so too does the potential. In particular, v̄ comprises a function which modifies the on-site

potential in a manner similar to h in Fig. 4.1a. Thus, the non-dimensional equation of motion for
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an arbitrary degree of freedom, ū j, within the lattice is (see SM, Sec. 4.5)

ū j,t̄ t̄ + η̄ ū j,t +χ̄,ū j (ū j, ū j+1)

+ χ̄,ū j (ū j, ū j−1)+
[
1−h(ū j, v̄ j)

]
ψ̄ ′(ū j) = 0,

(4.4)

where χ̄(ū j, ū j±1) is the interaction potential function. The continuum approximation of the lattice

governing equations resembles the form of Eq. (4.2). In simulation, we adopt the dimensionless

material and geometric parameters k̄B = 0.02, k̄I = 0.6728, θ = π/4, and φ = tan−1(5/2).

The system parameter, τ = 0.1s, relates the dimensional and dimensionless times, t = τ t̄. The

Figure 4.3: (color online). Soliton in Static Potential Grading. A comparison of theoretically
predicted (solid line) and numerically observed (dots) soliton response in (a) a linear and (b) a
triangular potential grading (system minimum at q = 500) at various levels of material damping.
(c) Percent error, e, in the numerical steady-state velocity results for a linear potential grading
relative to that predicted by Eq. (4.3) as a function of damping intensity.
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displacement amplitudes for v̄ and w̄ should be kept small in order to preserve the soliton profile

consistent with the particle perspective ingrained in the theoretical results.

Figure 4.3 compares the predicted and simulated response of an initially static topological

mode to a spatially prescribed on-site potential for various damping intensities. For the case

in which the v̄ j change linearly (modulation in w̄ yields qualitatively similar results [see SM,

Sec. 4.5]) such as to likewise lower the potential in the propagation direction (in this study,

ψ̄B is reduced, at most, by 2.5%), the simulated position and velocity are well-described by Eq.

(4.3) as evidenced by the comparisons in Fig. 4.3a. The (anti-)kink travels down the potential

grading the length of the lattice such that the associated phase transformation is uni-directional and

complete. Nevertheless, since the bistable potential possesses degenerate ground states, the system

supports both kink and anti-kink modes, facilitating reversible transformations.62 Conceivably,

e.g., following a binary scheme with ūS1 ≡ ON and ūS2 ≡ OFF, alternating soliton modes may

constitute damping-tolerant, continuous mechanical signals for information transmission in, e.g.,

completely soft robots and machines.134, 162, 163

For vanishing initial conditions and non-zero viscosity, Eq. (4.3) gives q̇(t̄) = I(1 −

e−η̄ t̄)/m0η̄ as the soliton velocity which converges to the steady-state value q̇ss = I/m0η̄ , a result

similar to that obtained by Hwang and Arrieta62 via a perturbation approach. Figure 4.3c compares

the theoretical and numerical [at t̄ ≥ − 1
η̄ ln(0.01)] results for q̇ss as a function of the viscosity,

revealing greater agreement toward higher values of η̄ (equiv., slower propagation speeds) as

measured by the relative percentage error, e. As η̄ → 0 and the steady-state velocity increases,

the relativistic effects disregarded in the formulation of Eq. (4.3) become significant, widening the

discrepancy between theory and simulation.

For the case in which the v̄ j change non-monotonically, the traveling soliton may be
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Figure 4.4: Lattices with Space-Time Variable Potential. (a,b) A comparison of theoretically
predicted (solid line) and numerically determined soliton position for a continuous sinusoidal
modulation, v̄ j = V̄ sin(κ ja+ϑ −ω t̄) (dots), and a pulsed sinusoidal modulation, v̄ j = V̄ sin(κ ja+
ϑ −ω t̄)H (sgn[sin(ωst̄)]) (squares), with V̄ = 2.5×10−3 and ωs = 2.1×10−3. Different damping
levels are represented for the continuous sinusoid. Only η̄ = 5× 10−4 is plotted for the pulsed
sinusoid. (c) A comparison of theoretically predicted (solid line) and numerically observed (dots)
soliton velocities. The numerical velocities are calculated as the average velocity over a period,
T = 2π/ωr.

trapped within a system-level local minimum. The trapped soliton oscillates about the minimum

with a frequency determinable by Eq. (4.3) (see SM, Sec. 4.5), causing the region to undergo

repeated, autonomous transformations. Fig. 4.3b illustrates the oscillation of the soliton center in

a (symmetric) system-level, triangular potential well. Naturally, dissipation alters the oscillation

frequency and amplitude over time. Ultimately, the damped soliton settles into the minimum.

As a practical limitation, monotonic potential gradings prevent the construction of

arbitrarily long lattices as the potential, ultimately, vanishes. However, a prescribed

spatio-temporal variation in the potential manifesting mobile system-level minima may transport a
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Figure 4.5: Application of Spatio-Temporal Potential Modulation. (a) Soliton response to a
programmed modulation and tractor beam (V̄ = 0.0025) (b) (top row) The collapse of a circular
wave front in a 2D lattice in the absence of a potential variation; the expansion (middle row) and
shaping (bottom row) of the same initial wave front due to a uniform radial (V̄ = 0.0125) and
directional radial spatio-temporal variation (V̄ = 0.05) representing a repulsor.

transition wave front with a predictable velocity in lattices of any length.

We consider the response of an initially static transition wave in the proposed lattice where

the prescribed displacement modulation, v̄ j = V̄ sin(κ ja+ϑ −ω t̄), is a small-amplitude (V̄ =

2.5× 10−3) sinusoid of frequency, ω , and wavenumber, κ . Consequently, the lattice possesses

multiple potential minima which propagate with velocity sp = ω/κ and to which the soliton is

drawn, stimulating mobility. In the simulations, one of these minima is initially aligned with the

soliton center at q(0) = q0 using the phase shift, ϑ .

Figures 4.4a,b display the simulated soliton response to a continuous sinusoidal modulation

for different damping intensities. In each case, the response (dots) exhibits an oscillatory behavior;
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however, while the undamped soliton propagates with a constant mean velocity, the damped soliton

slows to a near halt, seemingly limiting the utility of the proposed strategy in practical (dissipative)

systems. However, alternative modulation waveforms may be more effective in driving the damped

soliton. For example, utilizing the pulsed sinusoid, v̄ j = V̄ sin(κ ja+ϑ −ω t̄)H (sgn[sin(ωst̄)])

(H is the Heaviside function), enables long propagation times even at η̄ = 5× 10−4, a damping

intensity which shortened propagation times in the case of the continuous sinusoid. Nevertheless,

if the complexity of the modulation is measured by the number of tuning parameters in its

mathematical description, then the continuous sinusoid is one of the simplest, and so, to simplify

the theoretical analysis and exhibition of spatio-temporal potentials, the continuous sinusoid is

applied in the following.

The governing equation corresponding to the sinusoidal modulation is (see SM, Sec. 4.5)

q̈(t̄) =
I

m0
cos(ϑ −ωrt̄)−η q̇(t̄), (4.5)

where ωr = ω − κ q̇ and, for simplicity, we let q0 = 0. To facilitate an analytical result from

integration, we assume ωr to be, essentially, constant which is approached in the case of small

accelerations and times. Integrating Eq. (4.5) yields

q̇(t̄) = s(t̄) =
[

I
m0(η̄2 +ω2

r )

]
(
ωr

[
sin(ϑ)e−η̄ t̄ − sin(ϑ −ωrt̄)

]
− η̄

[
cos(ϑ)e−η̄ t̄ − cos(ϑ −ωrt̄)

])
.

Consistent with the small times assumption, we further consider e−η̄ t̄ ≈ 1 for several time periods,
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T = 2π/ωr, then the oscillatory behavior predicted by the above relation can be averaged over T

to formulate the following cubic equation for the (perhaps transient) soliton mean speed over small

times:

s3 −2sps2 +

[
s2

p +
η̄2

κ2 +
I

m0κ
sin(ϑ)

]
s

− I
m0κ2 [κsp sin(ϑ)− η̄ cos(ϑ)] = 0.

(4.6)

For sufficiently slow moving modulations, the above polynomial possesses only one real root,

s ≤ sp. Conversely, if the potential modulation travels with sufficient speed, there exists three real

roots, the smallest of which is observed in simulations. These roots are plotted as solid lines in Figs.

4.4a,b, showing good agreement with the initial transient regions of the simulations, especially in

the case η̄ = 0 for which e−η̄ t̄ = 1 ∀t̄ and s may be interpreted as either the steady-state mean speed

or, paradoxically, as the speed over a “transient" period of infinite duration. For the special case of

η̄ = 0, the theoretical velocity is the piecewise expression

q̇ =


sp, sp ≤ sc

1
2

(
sp −

√
s2

p − s2
c

)
, sp > sc

(4.7)

where the critical speed sc =
√

4I sin(ϑ)/m0κ separates two kinetic regimes. For sp ≤ sc, the speed

of the potential modulation is sufficiently slow as to ensure that, as the minimum moves away from

the soliton center, the transition wave is able to continuously re-equilibrate and, thus, travel with

an identical mean, steady-state velocity, q̇ = sp. Alternatively, in the region sp > sc, the soliton

center is outpaced by the minima and, therefore, the transition wave travels at a reduced mean

speed, alternately entering and exiting successive lattice-level potential wells. The damped soliton

65



exhibits qualitatively similar behavior, interestingly, leading to faster than predicted propagation

for slow moving modulations. These results can be seen in Fig. 4.4c which compares ω-dependent

theoretical and numerical results for different damping intensities, exhibiting excellent agreement,

especially in the undamped scenario.

In the preceding, we theoretically describe and numerically analyze the physics of solitons

in multistable metamaterials subject to spatio-temporal forcing, the result of a commensurate

modulation in the elastic potential. In the context of soliton management, such an approach

allows for the on-demand control of the kinetics and extent of phase transformations in systems of

arbitrary size. To illustrate this ability, in the following, we present three examples of transition

wave control. In each case, the spatio-temporal variation in the (on-site) potential stems from

prescribed sinusoidal displacements, v̄ j = V̄ sin(κ ja+ϑ −ω t̄).

For the moment, we consider a dissipative (η̄ = 10−3) 1D metamaterial identical to that in

Fig. 4.2 with the exception of an additional elastic component, k̄X, which contributes k̄Xū2/2 to

the on-site potential. In one scenario, k̄X = 0, yielding degenerate ground states which prohibit the

self-sustained propagation of transition waves.59, 60 Despite this condition, as shown in Fig. 4.5a,

the movements of the soliton center may be programmed by utilizing a potential variation wherein

κ and ω are assigned different values for specific time intervals: the soliton either remains static

or propagates, including reversing propagation direction and altering propagation speed. In this

manner, the kinetics and extent (i.e., position) of the associated phase transformation are controlled.

In a second scenario, k̄X = 10−6 manifests a biased on-site energy landscape which supports the

self-sustained, uni-directional propagation of a single soliton mode,62 rendering the corresponding

transformation irreversible. Figure 4.5a plots the position of a transition wave front within the

biased system, showing it to move with constant velocity until terminating at the system boundary
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at q = 103. However, while in transit, a spontaneous forcing – arbitrarily, initiated at t̄ = 25×103 –

stemming from a spatio-temporal potential variation counters the local energy bias and permits the

reversal of the soliton propagation direction and, thus, the phase transformation in opposition to

the energy minimizing tendency of the unforced system. In this manner, the modulation represents

as a tractor.

For the third scenario, we consider a 2D bistable mechanical metamaterial modeled after

that introduced in Frazier and Kochmann61 (see SM, Sec. 4.5) which possesses two degenerate

ground states. Within this system, we initiate a circular phase which, subsequently, tends to

collapse inward and vanish due to an energy-minimizing, “surface tension" effect related to the

wave-front curvature. The snapshots in the first row of Fig. 4.5b depict this process. However,

as indicated in the second row of Fig. 4.5b by the slight increase in the circular phase diameter,

a radially directed spatio-temporal potential modulation is able to maintain the circular phase by

repelling the wave front. Moreover, as illustrated in the third row, by directing the sinusoidal

modulation along specific axes, the shape of the wave front can be deformed away from circular

on demand. In opposing the natural tendency of the circular phase to collapse, the modulation acts

as a repulsor.

4.5 Conclusion

In summary, this letter interprets (topological) solitons as Newtonian particles and applies the

associated dynamics concepts to their prediction and control in multistable metamaterials. It was

shown that spatio-temporal modulations of the metamaterial elastic potential stimulates soliton

motion in a manner similar to the electric/magnetic fields in solid state systems. This represents
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means to manipulate the post-fabrication metamaterial phase transformation kinetics and phase

distribution on demand and, potentially, remotely; a capability which supports the adoption of

multistable metamaterials in applications demanding multi-functionality. The theoretical findings

are supported by the simulation results of a representative metamaterial. The method provides a

viable alternative to using defects, to stabilize phase distribution in 2D, as demonstrated by the

example preventing collapse of a circular phase in a modified automimetic lattice. Nevertheless,

the particle interpretation restricts the forcing in order to avoid relativistic effects. In addition,

without a check-and-amend scheme, the accuracy of theoretical predictions may diminish in time,

especially when potentials possess a high degree of spatial variability, resulting in distortion of the

soliton profile.

Supplementary Material

See Supplementary Material4 for additional results, detailed derivations and calculation

procedures.
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Chapter 5

Periodic Pattern Formation in Active

Architected materials

5.1 Abstract

Nature is replete with phenomena such as self-organization in biological and chemical systems

that uniquely require the system to exist far from equilibrium. The complexity of the internal

processes from which the non-equilibrium response emerges restricts the theoretical understanding

to that derived from phenomenological models, whose general form resembles elastodynamic

equations, albeit with a forcing that arises from non-reciprocity in the state variables. Motivated

by this observation, the quality of elastodynamic models to derive directly from first principles

(i.e., Newtons laws), and the potential to control non-equilibrium behavior, we study the

non-equilibrium response of an architected material comprising active elements (i.e., motors)

69



that, in addition to the elastic coupling typical of mechanical systems, enforce non-reciprocity

via electric coupling. The system exhibits pattern formation in the displacement field. We develop

an analytical model to study the material dynamics and compare the theoretical, numerical, and

experimental results, to demonstrate a predictive capability.

5.2 Introduction

There exist fascinating systems in the universe, cutting across multiple length and time scales

that self-organize themselves into interesting patterns (e.g., solar granulation on the surface

of the sun,164 formation of sand dunes,165 spiral patterns in chemical reactions166), that

primarily arise due to an interplay between the underlying diffusion and energy dissipation

mechanisms, constantly driving these systems away from the thermodynamic equilibrium. These

non-equilibrium systems have fascinated the research community and prompted development

of theoretical models to gain deeper insights into these processes. The development of a

phenomenological reaction-diffusion model,167 has been a notable effort in this regard that

has proven effective in modelling the non-equilibrium behavior in certain biological168 and

chemical systems.166 Extensive theoretical studies under a diverse set of diffusion and

reaction conditions169–172 have revealed the presence of unique non-equilibrium patterns, e.g.,

spatially periodic instabilities (i.e., Turing patterns173), spatio-temporal oscillations (e.g., spiral

waves170, 174) and, stationary periodic patterns,175 that have since been identified as the basis for

cardiac rhythm,176 spot-formations in marine creatures,168 cell growth and morphogenesis,173, 177

and vegetation distribution in water scarce environments.178

Analyzing from a mechanics and materials perspective, we notice a correspondence
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between the components of the phenomenological reaction-diffusion equation and the

elastodynamic equation governing elastic wave propagation in materials.179, 180 Furthermore,

replicating the non-equilibrium behavior seen in reaction-diffusion systems, on an architected

material platform can allow emergence of novel material morphologies for customizing the

material behavior and expand their functionality. Previous efforts to control architected

material behavior have employed creative design strategies, e.g., incorporating active elements

(e.g., piezo-electrics41, 45, 47), geometric instability38, 132 or multi-stability,9, 67, 69, 70 contributing

to the emergence of a post-fabrication tuning capability, opening up new avenues to create

functional devices such as acoustic wave guides,12, 43 acoustic diodes,181, 182 mechanical logic

gates183 and soft robots.184, 185 Although, the fundamental behavior in all these designs

emerges from the inherent tendency to minimize the potential energy, restricting the material

operation around the thermodynamic equilibrium. Therefore, motivated by the non-equilibrium,

self-organization behavior observed in certain biological and chemical systems, the resemblance

of the elastodynamic wave equation to the phenomenological reaction-diffusion equation, the

quality of elastodynamic models to derive directly from first principles (i.e., Newtons laws) rather

than phenomenologically, and the potential to control non-equilibrium behavior, we propose an

architected material capable of replicating Turing reaction-diffusion dynamics173 in a mechanical

setting. The emergent class of non-equilibrium materials can be conducive to realizing beneficial

functionalities such as self-morphing autonomous surfaces.

In this chapter, we construct an active architected material whose dynamics are analogous

to a chemical reaction-diffusion system. The architected material utilizes a programmable,

non-reciprocal electrical interaction between two distinct mono atomic chain of rotating units

to realize periodic, non-equilibrium rotational patterns akin to the periodic patterns observed in
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Figure 5.1: gJ(λ ) = Det(J)/|min[Det(J)]| (Eq. (5.6)) and gΩ(λ ) = Ω1/|max(Ω1)| plots for an (a)
unconditionally unstable system, (b) unconditionally stable system, and (c) conditionally stable
system.

chemical and biological systems. We perform analytical and numerical studies and experimentally

demonstrate a robust, multi-wavelength pattern forming ability of our architected material when

subject to different initial perturbations from the thermodynamic equilibrium.

5.3 Results

5.3.1 The Turing Instability

u,t = ∆u+Ru(u,v)

γv,t = d∆v+Rv(u,v) (5.1)

Eq. (5.1)170 represents a non-dimensional, phenomenological form of a reaction-diffusion

model consisting of two reagents - the activator and the inhibitor, respectively, with concentrations,

u and v. The functions Ru and Rv representing the reaction dynamics for the respective reagents, are
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chosen such that presence of u facilitates a chemical reaction leading to an increase in concentration

of both u and v while, the presence of v impedes the production of reagents u and v. The coefficients

d and γ quantify the relative diffusion and temporal dynamics of the activator-inhibitor reagent

pair. The fundamental bedrock of the non-linear, self-organizing behavior arising in biological

and chemical systems in nature is attributed to this discrepancy in the reaction-diffusion dynamics

between the underlying reagents. A variety of interesting non-equilibrium behavior170, 173–175 arise

for different range of d and γ . In this chapter, we focus on the dynamics of a reaction-diffusion

system involving faster diffusion and temporal effects of the inhibitor, i.e., d > 1 and γ < 1 to study

and replicate the emergent spatial periodic instabilities167, 173 in our mechanical system.

Consider a thermodynamic equilibrium, (u0,v0) such that, the reaction functions,

Ru(u0,v0) = Rv(u0,v0) = 0. For small perturbations about this equilibrium [u0 + ũ(x, t),v0 +

ṽ(x, t)], taking a Taylor expansion of functions, Ru and Rv, Eq.(5.1) can be rewritten in the matrix

form :

U̇ = D∆U+RU (5.2)

where,

U =

ũ

ṽ

 , D =

1 0

0 d/γ

 , R =

 Ru,u Ru,v

Rv,u/γ Rv,v/γ


∣∣∣∣∣
(u0,v0)

represent the perturbed concentration vector, diffusion matrix and the reaction jacobian matrix,

respectively.

A spatial Fourier transform of Eq. (5.2) yields:

˙̃U = (R−κ2D)Ũ (5.3)
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where, κ = 2π/λ , denotes the spatial frequency, corresponding to a non-dimensional wavelength,

λ . Assuming an ansatz, Ũ = Ũ(0)eΩt for Eq. (5.3), generates the eigenvalues:

Ω1,2(κ) =
Tr(J)±

√
[Tr(J)]2 −4Det(J)

2
(5.4)

where, J = R−κ2D, and Ω1 > Ω2. The eigenvalues, Ω1,2 determine the nature of stability of the

thermodynamic equilibrium, (u0,v0) to an applied initial perturbation of periodicity, κ . Depending

on the choice of system parameters, the above analysis can yield three possible eigenvalue pairs:

• Ω1 > 0 ∀ λ ∈ R+ - an unconditionally unstable system (Fig. 5.1a),

• Ω1,2 < 0 ∀ λ ∈ R+ - an unconditionally stable system (Fig. 5.1b),

• Ω1 > 0, Ω2 < 0 ∀ λ ∈ λT and Ω1,2 < 0 otherwise - conditionally stable system (Fig. 5.1c).

Perturbing an unconditionally unstable system away from the thermodynamic equilibrium

can lead to random pattern formation or oscillations in reagent concentrations, depending on

the reaction-diffusion parameters and the characteristics of initial perturbation. While, an

unconditionally stable system exhibits an extremely stable response to perturbations, where

the system recovers the equilibrium reagent concentrations in the steady state. Both these

systems present scenarios with no further interesting dynamics to explore. However, when the

thermodynamic equilibrium is conditionally stable, perturbations of certain wavelengths, λT are

able to trigger an instability, leading to the emergence of new non-equilibrium stable spatial

concentration gradients. These instabilities are periodic in nature and are referred to as Turing

patterns.173 The conditional stability of the thermodynamic equilibrium requires the reaction and
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diffusion terms to satisfy the conditions:

Tr(R)< 0, (5.5a)

Det(R)> 0, (5.5b)

Rv,v +dRu,u > 2γ
√

Det(D)Det(R), (5.5c)

Eq. (5.5)a,b ensure the existence of a homogeneous, thermodynamic equilibrium (u0,v0), i.e.,

Ω1,2|κ=0 < 0. Eq. (5.5)c ensures a system instability, i.e., Ω1 > 0 for certain wavelengths, λT by

setting:

Det(J) = κ4Det(D)−
(

Rv,v +dRu,u

γ

)
κ2 +Det(R)< 0 (5.6)

At the onset of instability, regions perturbed to a higher activator concentration, u emerge

as active reaction sites where, the reaction dynamics lead to an increase in the concentrations

of both reagents u and v. Simultaneously, reagent v by virtue of a higher diffusion rate readily

spreads to the neighbouring sites, inhibiting the chemical reactions in the immediate vicinity.

These reaction-diffusion dynamics of the reagents compete with each other and, over time,

isolated regions with higher and lower concentrations of u and v emerge, ultimately halting the

dynamics of the system, creating a stationary, periodic distribution of reagent concentrations.

The periodicity of these emergent Turing patterns mirror the dominant wavelength involved in

the initial perturbation. Therefore, a single wavelength perturbation yields a Turing pattern

of the corresponding wavelength while perturbations comprising multiple Fourier wavelength

components, result in a Turing pattern corresponding to the most unstable wavelength having the

highest positive eigenvalue. However, studies on 2D/3D reaction-diffusion systems have shown
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that boundary conditions and initial conditions/perturbations169, 171, 186 can also play a crucial role

in influencing the pattern formation dynamics.

Inspired by this on-demand pattern formation ability supported by these activator-inhibitor

systems, we attempt to replicate the underlying mechanisms in a customizable mechanical

system: an architected material with mechanical and electrical components. The electrical

system consisting of motors and a control system plays a vital role in applying a non-reciprocal

torque on the lattice sites, ensuring conditional stability of the material. The material

design allows tunable domain distributions in a kinematic degree of freedom, i.e., rotational

displacement/phase. The following sections will analytically study the architected material

behavior using a mass-spring-damper model and validate the analytical predictions through

numerical and experimental investigations.

5.3.2 Architected Material

Fig. 5.2 depicts the architected material experimental setup and the equivalent mass-spring-damper

model. The two parallel arrays of 3D printed rotating cylinders mounted onto onsite electric

DC motors in Fig. 5.2a-i, represent the activator and inhibitor lattice sites. Each lattice site is

elastically linked to its intra-layer neighbors via silicone bands (white), within both layers. The

elastic response of these bands are quantified using non-linear torque functions, τα(α) and τβ (β ),

respectively, based on Instron tests (see Fig. 5.5) and subsequently incorporated into our analytical

and numerical model. The motors associated with each lattice site are also equipped with rotary

encoders that relay the motor orientation data to an external electrical control system. Each unit

cell, i.e., activator-inhibitor pair (α j,β j) is associated with a unique electrical control system, i.e.,
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Figure 5.2: Architected Material. (a-i) Top view of the experimental setup showing the
activator-inhibitor motor arrangements, (a-ii) Zoomed in view of an activator lattice site, (a-iii)
Zoomed in view of an inhibitor lattice site, (b) Equivalent reduced order mass-spring-damper
architected material model.

a printed circuit board (PCB) consisting of a micro-controller and two motor drivers (see Methods

and Fig. 5.10). The micro-controller receives the encoder data from the activator-inhibitor motors,

calculates the external feedback torques Rα(α,β ) and Rβ (α,β ), and directs the motor drivers to

supply the proportional voltage across the motor terminals. The PCB associated with each unit

cell functions independently and operates the activator-inhibitor motors on the above feedback

loop continuously.

Each component of the experimental setup can be mapped onto an equivalent inertial,

elastic or viscous mechanical element allowing us to develop a reduced order mass-spring-damper
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model shown in Fig. 5.2b. Consequently, the equations of motion for the jth unit cell of the

architected material can be formulated as:

ηαα j,t =−[τα(α j,α j−1)+ τα(α j,α j+1)]...

+Rα(α j,β j)− Iαα j,tt , (5.7a)

ηβ β j,t =−[τβ (β j,β j−1)+ τβ (β j,β j+1)]...

+Rβ (α j,β j)− Iβ β j,tt , (5.7b)

where, Iα , τα and Iβ , τβ represent the rotational mass moment of inertia and the elastic interaction

torque function, respectively, on the jth activator and inhibitor lattice sites and functions:

Rα(α j,β j) = kαβ (β j −α j)−ψ ′(α j)−σβ j, (5.8a)

Rβ (α j,β j) = kαβ (α j −β j), (5.8b)

capture the torque contributions of the electric motors on the activator and inhibitor lattice

sites, respectively. Both functions consist of a reciprocal, inter-layer linear interaction spring

torque proportional to stiffness, kαβ . Although, Rα contains two additional terms: an on-site

non-monotonic torque, ψ ′(α j) with roots α = 0,±α∗, and a linear feedback torque based on

the inhibitor rotation, β j and proportional to coefficient, σ , rendering the cumulative interaction

between the layers, non-reciprocal. The feedback torques in Eq. (5.8) are specifically chosen

to mimic the qualitative features of the reaction terms in the Fitz-Nagumo reaction-diffusion

model187–190 in a mechanical setting. The viscous effects on both layers are quantified by viscous

coefficients ηα and ηβ . Please refer to Methods and Appendix for a detailed description and
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analysis of the architected material components.

Overall, Eq. (5.7) closely resembles the phenomenological reaction-diffusion equation

(Eq. (5.1)) sans the inertial terms. Hence, to maintain the validity of the reaction-diffusion

stability analysis (Eq. (5.5)), the rotational masses on the activator layer are suspended in a highly

viscous fluid, i.e., honey to ensure the dominance of viscous effects on the temporal dynamics

of the architected material, minimizing inertial interference. In addition, suspending the activator

lattice in honey also distinguishes the viscous dynamics, γ between the layers. In line with this

assumption, the inertial terms are neglected in our theoretical and numerical analysis from hereon.

5.3.3 Numerical and Experimental Results

Taking the essential conditions from Eq. (5.5) into consideration, we identify and use parameters -

kβ/kα = 3.12, γ = 0.1, α∗ = π/2, k1 = 0.06, k2 =−0.06, σ = 0.072, kαβ = 0.02 (see Appendix),

that are conducive to mechanical Turing pattern formation in our architected material. Numerical

and experimental tests are now performed for different initial perturbations and the steady state

data from both sources are compared and analyzed.

Fig. 5.3b-c plot the numerical simulation data (solid) and the experimental encoder data

(circles) for two different initial perturbations applied to the thermodynamic equilibrium state

shown in Fig. 5.3a, as rotational impulse loads to the activator layer. As expected from Fig.

5.1c, perturbing the architected material from the thermodynamic equilibrium, α0 = β0 = 0,

produce mechanical Turing patterns of wavelengths, λ = 15 and λ = 10 within the Turing

wavelength regime. Disturbing the thermodynamic equilibrium state, simultaneously triggers an

elastic interaction between the intra-layer neighbors and a non-reciprocal inter-layer interaction,
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Figure 5.3: Mechanical Turing Patterns in an Architected Material with 16 unit cells. (a)
Thermodynamic equilibrium orientation, α0 = β0 = 0 for the architected material. Comparison of
numerical (solid) and experimental (circles) motor orientations for (b) a CCW-CCW perturbation
at j = 6,10, resulting in a steady state periodicity of λ = 15, (c) a CCW-CW perturbation at
j = 1,16, resulting in a steady state periodicity of λ = 10.

leading to a transient deformation in both the activator and inhibitor layers. The competition

between the non-reciprocal effects to localize the elastic deformation and the silicone bands to

spread-out the elastic deformation causes the rotational phase distribution to evolve and attain a

new, non-equilibrium steady state configuration.

When the activator boundary lattice sites, j = 6,10 are subject to a counter clockwise -

counter clockwise (CCW-CCW) rotational initial perturbation, the numerical simulation predicts
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a steady state phase distribution of periodicity, λ = 15. Fig. 5.3b contrasts the numerical and

experimental data for this scenario showing an excellent correlation. Alternately, Fig. 5.3c plots

the numerical and experimental data, when the activator boundary lattice sites, j = 1,16 are subject

to a counter clockwise - clockwise (CCW-CW) rotational initial perturbation. The experimental

data manifests a periodicity, λ = 10 in the rotational phase distribution, closely resembling the

numerical prediction. The experimental setup was subjected to multiple tests and consistently

produced a well correlated output for the respective initial conditions, establishing the consistency

and accuracy of our architected material design. The multi-wavelength, mechanical Turing pattern

formation in our architected material serves as a proof of concept and, establishes a template to

replicate complex dynamics observed in natural systems on a customizable architected material

platform.

5.4 Conclusion

We propose an active metamaterial design capable of incorporating the rich spatio-temporal

dynamics previously found only in chemical and biological reaction-diffusion type systems.

This provides an interesting and unique opportunity to understand a ubiquitous, complex natural

phenomenon in detail and explore its utility in mechanical systems. In this effort, we numerically

analyze and experimentally verify the formation of Turing patterns in a spring-mass system with

active feedback (electrical).
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5.5 Methods

5.5.1 Stability analysis

The homogeneous equilibrium for the architected material (Eq. (5.7)) is calculated as (α0,β0) =

(0,0) (see Appendix). Linearizing the dynamics around the homogeneous equilibrium produces

a diffusion matrix, D and reaction Jacobian matrix, R for the architected material, analogous to

those of the phenomenological reaction-diffusion model:

D =

kα 0

0 kβ/γ

 , R =

−kαβ −ψ ′′(0) kαβ −σ

kαβ/γ −kαβ/γ

 ,

where, γ = ηβ/ηα < 1, and, kα = τα,α(0) and kβ = τβ ,β (0) denote the linearized torsional

interaction stiffness around the equilibrium in the respective layers. Utilizing the above matrices in

Eq. (5.5), we arrive at the conditions essential for conditional stability of the architected material

and choose the experimental parameters accordingly (see Appendix).

5.5.2 Mechanical components

The active architected material in Fig. 5.2 consists of two layers (α j,β j) of 3D printed rotating

cylinders coupled to neighbouring sites via elastic bands and electrical circuits with a lattice

parameter, a = 60mm. Each layer consists of customized 3D printed cylinders (see Fig. 5.4) with

non-contact coupling between the layers via electrical circuit and motors. The coupling between

adjacent unit cells is purely mechanical via elastic bands. In this section, we provide details of the

mechanical and electrical setup used in the experiment.
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Each lattice site in the activator and inhibitor layer (see Fig. 5.4), consists of (i) a 3D printed

cylinder (Veroclear, Connex3 3D printer), (ii) a 3D printed custom mounting hub (Veroclear,

Connex3 3D printer) connecting the cylinder and motor shaft, (iii) an aluminium bracket to fix

the motor onto the vertical support (Pololu Item #2676), (iv) a Brushed DC coreless motor (Assun

Motors, AM-CL2242MAN 1205), (v) an optical encoder attached to the motor rear shaft (Anaheim

Automation, ENC-A4TS-0100-079-M).

The activator cylinders have a radius, r = 10 mm and height, 40 mm. The silicone bands

on the activator layer are secured onto the cylindrical surface via 1-1/2 inch, #4− 40 machine

screws and hex-nuts. On the other hand, the inhibitor cylinders are of a shorter height, 5 mm with

a circular center core, to be compatible with the mounting hubs and extended arms. The silicone

bands on the inhibitor layer are secured onto these extended arms via 1/2 inch, #4− 40 machine

screws and hex-nuts at a radial distance, 2r to provide a higher effective torque (see Fig. 5.6).

The silicone rubber bands used on the activator and inhibitor layers are hand cut from

the Food Industry High-Temperature Silicone Rubber Sheet, Product #86045K76 and #86045K58

procured from McMaster Carr. The elastic bands are cut to dimensions 83mm× 6mm× t and

55mm×6mm× t for the activator and inhibitor layers, respectively, where, t = 1/32′′. The length

is chosen as, Lα = 83mm and Lβ = 55mm to ensure an initial pre-stretch around 10%.

The complimentary pair of elastic bands between the interacting cylinders ensure that one

of the elastic bands always remains in tension as the cylinders rotate, applying an equal and

opposite elastic restoring torque on the connected cylinders. To increase the robustness of the

numerical model and accurately capture the softening elastic behavior of the silicone bands, we

perform Instron tests and evaluate the non-linear 3rd order polynomial approximations, fα(α) and

fβ (β ) (see Fig. 5.5) for the elastic response of the silicone bands. These functions are then utilized
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to calculate the elastic interaction torques, τα(α) and τβ (β ).

Finally, to increase the discrepancy in the reaction-diffusion dynamics between the layers,

the activator cylinders are suspended over cups containing honey. The honey ensures an increased

viscous resistance to the cylinder rotation on the activator layer, playing a crucial role in ensuring

conditional stability of the thermodynamic equilibrium and the realization of rotational Turing

patterns in the system. The viscous coefficient of honey is quantified by performing motor speed

tests in the presence of honey (see Fig. 5.9).

5.5.3 Electrical components

Control System: The control system for the inter-layer coupling between cylinders α j and β j

consists of (i) external power supplies (ii) an optical encoder attached to the motor rear shaft

(ENC-A4TS-0100-079-M), (iii) a micro-controller (Seeeduino XIAO), (iv) two brushed DC motor

drivers (Pololu DRV8874), and (v) two Brushed DC coreless motor (AM-CL2242MAN 1205).

Power Supply: We utilize two kinds of external power supplies - (1) a 5V-5A DC (Pololu

Item #1462) power supply to power the encoders, micro-controllers and drivers and, (2) a 9V-30A

DC power supply consisting of six 9V-5A DC (Pololu Item #1465) power supplies connected in

parallel to power the electric motors.

Optical Encoders: The optical encoder, ENC-A4TS-0100-079-M attached to the Brushed

DC coreless motor, provides a precision of 400 counts per revolution (CPR), which translates to

an angular resolution 0.0050π rad. An external 5V DC power supply powers all encoders. Each

encoder outputs a pair of binary signals via the ENC A and ENC B terminals (see Fig. 5.10) that

allow the respective unit cell micro-controller to process angular position of the attached motor.
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Micro-controller: The Seeeduino XIAO micro-controller chip of a given unit cell, receives

the encoder data from both the activator and inhibitor electric motors and relays a PWM

(pulse-width modulation) and direction signal to the motor drivers based on the feedback functions

Rα and Rβ . The micro-controller is also powered by the external 5V DC power supply. Even

though, the micro-controllers in each unit-cell don’t need to be connected to an external computer

to function, each micro-controller is connected to an I2C bus that relays the encoder data to a pair

of central micro-controllers connected to a computer (see Fig. 5.10). This data bus enables the

collection and graphical visualization of the steady state encoder data from each lattice site after

the system forms rotational Turing patterns.

Motor Drivers: The DRV8874 motor drivers, intake a SLP-PMODE input from the 5V

DC power supply and a VIN-GND input from a 9V DC power supply. The SLP-PMODE

input activates the motor drivers while the VIN-GND input is stepped down to the appropriate

voltage level by the motor driver, based on the micro-controller PWM and direction signal input

and supplied across the DC motor power terminals. The DRV8874 drivers are able to supply a

maximum continuous current of 2.1A at stall.

Electric DC Motors: The Brushed Coreless DC motors, AM-CL2242MAN 1205 are rated

for a maximum stall torque, τ = 90 mNm at 12V and a stall current of 4.3A. However, since the

motor driver DRV8874 is rated for a 2.1A continuous maximum current, we restrict the motor

supply voltage at 5.86V and stall torque at 44 mNm via the micro-controller, to ensure a stall

current below 2.1A at all times and avoid any electrical damage.

Software: An Arduino software code is uploaded to each Seeeduino XIAO

micro-controller to realize the feedback torque on the activator and inhibitor layers. The software

code directs the micro-controller of a given unit cell, j to receive the angular positions α j and
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β j, calculate the values Rα(α j,β j) and Rβ (α j,β j) and relay the proportional levels of PWM and

direction signals to the motor drivers and direct the drivers to supply the appropriate voltage across

the motor terminals.

5.5.4 Calibration and Measurements

The elastic non-linear resistance, fα and fβ of the silicone bands are quantified by Instron

tests. The detailed analysis and calculations of subsequent torque functions are elaborated in the

Appendix.

The Voltage, Vin - no load speed, ωNL response of the brushed coreless DC motor is also

tested at different applied voltages and verified with the parameters listed in the manufacturer data

sheet. Similar tests are used to quantify the viscous coefficient of honey, ηα used a dissipative

mechanism in the experiment. The Vin - ω response in the presence of honey, is contrasted with

the no load motor data to quantify the viscous torque, τvisc as a function of motor speed. The test

data reveals a linear increase in τvisc with ω allowing us to quantify the viscous effects of honey as

the slope of this curve:

ηα =
dτvisc

dω
,

A detailed analysis of the motor test data is available in the Appendix.
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Appendix

Architected material unit cell

Fig. 5.4 shows an image of the assembled architected material unit cell and labels the individual

components constituting the lattice sites. Each lattice site in the activator and inhibitor layer,

consists of (i) a 3D printed cylinder (Veroclear, Connex3 3D printer), (ii) a 3D printed custom

mounting hub (Veroclear, Connex3 3D printer) connecting the cylinder and motor shaft, (iii) an

aluminium bracket to fix the motor onto the vertical support (Pololu Item #2676), (iv) a Brushed

DC coreless motor (Assun Motors, AM-CL2242MAN 1205), (v) an optical encoder attached to

the motor rear shaft (Anaheim Automation, ENC-A4TS-0100-079-M).

The activator cylinders have a radius, r = 10 mm and height, H = 40 mm. On the other

hand, the inhibitor cylinders are of a shorter height, H = 5 mm and have two diametrically opposite

extended arms with spring connection points at a radial distance of 2r from the center. The silicone

bands on the inhibitor layer are secured onto these extended arms at a radial distance, 2r to provide

a higher effective torque.

The silicone rubber bands used on the activator and inhibitor layers are hand cut from Food

Industry High-Temperature Silicone Rubber Sheet, Product #86045K76 and #86045K58 procured
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from McMaster Carr. The elastic bands are cut to dimensions 83mm× 6mm× t and 55mm×

6mm× t for the activator and inhibitor layers, respectively, where, t = 1/32′′ denotes the thickness

of the silicone sheets. The length is chosen as, Lα = 83mm and Lβ = 55mm to ensure an initial

pre-stretch around 10% on both layers.

Non-linear softening elastic behavior

Formulating the tensile resistance of the silicone bands as a linear spring force would fail to

capture the softening material response over an extended deformation range. Hence, we perform

tensile tests on multiple identical silicone bands using the Instron to characterize their non-linear

force-displacement behavior. This data is averaged for four tests and plotted for reference in Fig.

5.5a,b, reinforcing a softening elastic response. The silicone bands are now integrated into our

numerical model as non-linear springs whose force-displacement function is modelled as a 3rd

order polynomial approximation of the Instron data:

fα(δ ) = 0.28+268.08δ −8817.84δ 2 +123843.17δ 3, (5.9a)

fβ (δ ) = 0.19+164.96δ −5965.25δ 2 +118186.51δ 3, (5.9b)

where fα(δ ) and fβ (δ ) denote the force functions for the activator and inhibitor bands,

respectively. Fig. 5.5a,b contrast functions, fα(δ ) and fβ (δ ) with the Instron data for an

experimental working strain range, ε0 − εmax, accurately capturing the elastic response of these

bands within this range. The lower limit, ε0 is taken as the pre-strain in the silicone bands in the

initial configuration and the upper limit, εmax is chosen such that the actual strain experienced by
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the silicone bands in the experiment is well within this limit.

In the the activator layer, the silicone bands wrap around a quarter sector length, 0.5rπ of

the connecting cylinders. Therefore, the strain limits for the activator layer are calculated as:

ε0 =
δα0

Lα
=

(
a+ rπ

Lα
−1
)
≈ 10%, εmax = 30%

where, Lα = 83 mm denotes the unstretched length of the elastic bands, a = 60 mm denotes the

lattice parameter, r = 10 mm denotes the radius of the cylinders, and δα0 = 8.4 mm denotes the

initial pre-stretch of the elastic bands.

While, on the the inhibitor layer, the silicone bands attach to the extended arms of the

cylinders, yielding a strain range:

ε0 =
δβ0

Lβ
=

(
a

Lβ
−1
)
≈ 9.1%, εmax = 30%

where, Lβ = 55 mm denotes the unstretched length of the elastic bands and δβ0 = 5 mm denotes

the initial pre-stretch of the elastic bands.

Elastic interaction torque

Customized 3D printed cylinders extensions are attached to each motor shaft on the respective

layer. The long cylinders of radius, r (Fig. 5.4) on the activator layer enables them to comfortably

sit in a cup filled with a viscous fluid, i.e., honey and elastically interact with their intra-layer

neighbours via the silicone bands. Alternately, the cylinders on the inhibitor layer are short and

contain extended arms with silicone bands connecting neighbouring lattice sites at connection
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Figure 5.4: Architected Material components. Assembled view of an activator-inhibitor unit cell
labelling the electrical and mechanical components.

Figure 5.5: Average Force-Displacement data from Instron tests for (a) Activator silicone bands
and, (b) Inhibitor silicone bands.
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Figure 5.6: Interaction torque on (a) activator layer and (b) inhibitor layer.

points at a radial distance, 2r (Fig. 5.4) along these arms. This design is deliberately chosen for

the following reasons:

• Connections at larger radii translate to a higher torque applied for a given spring force.

• Higher torque generation allows us to use silicone bands with a lower initial pre-tension that

minimizes potential bending effects, perpendicular to the motor shaft axis on these cylinders.

• The extended arms also serve as a visual representation of the rotational Turing patterns

manifested by the architected material.
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Activator layer

Identifying the deformation of the pair of elastic bands between the jth and j+ 1th motors on the

activator layer as δ±
j = δα0 ± r(α j −α j+1), the effective torque, τα applied on the jth cylinder

(Fig. 5.6a) can be expressed as:

τα(α j,α j+1) =



[
fα(δ+

j )− fα(δ−
j )
]

r, if δ±
j > 0,

[
fα(δ+

j )− fα(0)
]

r, if δ+
j > 0,δ−

j < 0,

[
fα(0)− fα(δ−

j )
]

r, if δ+
j < 0,δ−

j > 0,

(5.10)

Inhibitor layer

A similar approach using δ±
j = δβ0 ±∆± where,

∆± =

√[
a±2r(sinβ j − sinβ j+1)

]2
+
[
∓2r(cosβ j − cosβ j+1)

]2 −a

can be used to establish the effective torque, τβ on the jth cylinder (Fig. 5.6b) on the inhibitor layer

as:

τβ (β j,β j+1) =



[
f T
β (δ

+
j )− f T

β (δ
−
j )
]

2r, if δ±
j > 0,

[
f T
β (δ

+
j )− f T

β (0)
]

2r, if δ+
j > 0,δ−

j < 0,

[
f T
β (0)− f T

β (δ
−
j )
]

2r, if δ+
j < 0,δ−

j > 0,

(5.11)

where,

f T
β (δ

±
j ) = fβ (δ±

j )

(
cosβ j

[
a±2r(sinβ j − sinβ j+1)

]
∓2r sinβ j(cosβ j − cosβ j+1)

a+∆±

)
, (5.12)
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denotes the tangential component of the elastic force that results in a torque on the inhibitor lattice

site.

Figure 5.7: τβ as denoted by Eq. (5.10) and Eq. (5.11).

If the change in rotations, β j − β j+1 on the inhibitor layer is small, δ±
j ≈ δβ0 ± 2r(β j −

β j+1) and f T
β (δ

±
j )≈ fβ (δ±

j ), yielding the same form as Eq. (5.10) for τβ . Fig. 5.7 contrasts τβ as

approximated by Eq. (5.10) (dashed) and Eq. (5.11) (solid), showing a very good approximation

for small angle changes between neighbouring lattice sites. As the inhibitor layer is expected to

have a lower Turing pattern amplitude as compared to the activator layer, we use the Eq. (5.10)

form for τβ in our numerical model to reduce the computation time. The excellent correlation

between the experimental results and the numerical simulations in Fig. 5.3, in the main text

reinforces the validity of this assumption.

93



Electronic feedback functions

Rα(α,β ) = kαβ (β −α)−ψ ′(α)−σβ ,

Rβ (α,β ) = kαβ (α −β ), (5.13)

The active, non-reciprocal feedback functions, Rα and Rβ presented in Eq. (5.13), are

decisive parameters, governing the non-equilibrium response of the architected material. The

activator feedback function, Rα consists of three parts - a reciprocal interaction torque proportional

to a spring stiffness, kαβ between the activator-inhibitor layers, a non-monotonic bistable torque,

ψ ′(α) and a linear, non-reciprocal feedback torque proportional to coefficient, σ . The inhibitor

feedback function, Rβ contains only the reciprocal interaction torque proportional to a spring

stiffness, kαβ .

94



Figure 5.8: Electronic Feedback. Electro-mechanical equivalents to the reaction terms in
phenomenological equations. Individual torque components, ψ ′(α) and σβ plotted for
equilibrium criteria, β = α , yielding a thermodynamic equilibrium at α0 = β0 = 0 where,
ψ ′(α0)+σβ0 = 0 (Eq. (5.15)).

Since the electronic setup operates on digital inputs and outputs, the electronic feedback can

be readily correlated to a digital pulse-width modulation (PWM) value between 0−255, provided

the individual components of Rα and Rβ are linear functions of encoder readings, α and β . The

reciprocal spring torque and the feedback are linear functions by design. So, in order to facilitate

a one-to-one correlation between the expected motor torque and the PWM signal, we emulate the

qualitative characteristics of a ϕ 4-potential,191 using a tri-linear torque function:

ψ ′(α) =



k1(α +α∗), if α < −k1α∗
k1−k2

,

k2α, if −k1α∗
k1−k2

< α < k1α∗
k1−k2

,

k1(α −α∗), if α > k1α∗
k1−k2

,

(5.14)

where, α =±α∗ and α = 0, respectively, represent the stable and unstable fixed points. The stable
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Figure 5.9: Motor Characteristics and Viscous damping coefficient of Honey. (a) Voltage, Vin -
Speed, ω data with and without viscous effects of honey, (b) Motor speed, ω - viscous torque, τvisc
of honey.

fixed points for the tri-linear function used in the experiment are located at α = ±π/2. Fig. 5.8

plots the non-monotonic bistable torque and linear feedback functions used in the experiment.

Architected material - Conditional stability

The thermodynamic equilibrium for the architected material is calculated as:

Rα(α0,β0) = kαβ (β0 −α0)−ψ ′(α0)−σβ0 = 0,

Rβ (α0,β0) = kαβ (α0 −β0) = 0, (5.15)

Substituting ψ ′(α) from Eq. (5.14) into Eq. (5.15), we get (α0,β0) = (0,0). We now

perform a stability analysis about the equilibrium, by linearizing the interaction torque functions

as linear spring torques with stiffness:
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kα =
∂τα
∂α

∣∣∣∣
α=0

= r2 ∂ fα
∂δ

∣∣∣∣
δ=δα0

, kβ =
∂τβ

∂β

∣∣∣∣
β=0

= 4r2 ∂ fβ

∂δ

∣∣∣∣
δ=δβ0

≈ 3.12kα (5.16)

for the activator and inhibitor layer as shown in Fig. 5.5a,b. Subsequently, the elastodynamic

equation can be reformulated in the continuum form:

ηαα,t = kα∆α +Rα(α,β )

γηαβ,t = kβ ∆β +Rβ (α,β ) (5.17)

The choice of electronic motor feedback parameters, kαβ = 0.02, σ = 0.072 and k1 = 0.06,k2 =

−0.06, interaction stiffness ratio, kβ/kα = 3.12 and viscous coefficient ratio, γ = ηβ/ηα ≈ 0.1,

facilitates the realization of an active architected material that satisfies the conditions necessary for

conditional stability:

kαβ

(
1+

1
γ

)
+ k2 > 0, (5.18a)

kαβ (k2 +σ)> 0, (5.18b)

−
(

kβ

kα

)
k2 − kαβ

(
1+

kβ

kα

)
> 2

√
kαβ

(
kβ

kα

)
(k2 +σ), (5.18c)

manifesting periodic rotational patterns when perturbed from the thermodynamic equilibrium.
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Figure 5.10: Electrical control system. (a) Electrical circuit diagram showing the internal
connections within a unit cell, j of the architected material, (b) a custom built PCB circuit board
with the Seeeduino XIAO micro-controller and two DRV8874 motor drivers utilized as the unit
cell control system in the experiment.

Motor function and Viscous behavior

The brushed coreless motor speed is monitored at different voltages to characterize the voltage,

Vin - no load speed, ωNL behavior, plotted as ∗-markers in Fig. 5.9a. The experimental motor data
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suggests a linear increase in ωNL with applied voltage, Vin, generating a proportionality constant

SL = 49.8 rad/Vs that is in good agreement with the manufacturer data, S∗
L = 47.9 rad/Vs, verifying

the rated motor characteristics. Therefore, using the calculated motor constant, SL and the motor

voltage-stall torque rating of 12 V - 90 mNm, we formulate the typical linear output speed, ω -

external load, τext relation for an applied voltage, Vin:

τext =
0.09
12

(
Vin −

ω
SL

)
Nm, (5.19)

Note that, in the absence of any external torque or load on the motor shaft, i.e., τext = 0, we

recover:

ω = ωNL = SLVin,

The cylinders on the activator layer experience an external viscous torque, τvisc as they are

suspended in a honey cup. So, Eq. (5.19) will be utilized to determine the viscous coefficient

of honey, ηα . The motor output speed, ω in the presence of a viscous medium is monitored

at different applied voltages, Vin and this data is plotted using o-markers in Fig. 5.9a. The

experimental data shows a visible decrease in output speed, ω compared to the no load speed,

ωNL at any given voltage, Vin, clearly indicating the effect of a dissipative viscous torque on the

motor dynamics. The observed output speed, ω is substituted in Eq. (5.19) to determine the

external viscous torque, τvisc experienced by the motor shaft and plotted as a function of the output

speed, ω in Fig. 5.9b. Surprisingly, the plot reveals a near linear dependence of the viscous torque

on the motor speed, despite honey being classified as a non-Newtonian fluid. We verify this linear

relation via multiple motor tests, allowing us to quantify the viscous coefficient of honey as the
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slope of this linear fit to the ω − τvisc curve:

ηα =
dτvisc

dω
= 3.76×10−4Nms, (5.20)

On the other hand, the inhibitor layer is not subject to any external viscous torque. Thus,

the viscous coefficient on the inhibitor layer is assumed to be an order of magnitude lower than

the activator layer, i.e., ηβ ≈ 0.1ηα , in order to ensure numerical stability of our time integration

scheme.114

Electrical control system

Fig. 5.10a represents the electrical circuit diagram for the motor control system of an isolated unit

cell that provides the active feedback torques Rα and Rβ . Each unit cell of the architected material

comprises of a secondary Seeeduino XIAO micro-controller, encoders and motor drivers powered

by a 5V-5A DC power supply and two brushed coreless motors (activator, α j and inhibitor, β j)

controlled via the respective motor drivers. The functioning of the control system can be lucidly

explained by the following iterative steps -

1. The Seeeduino micro-controller, # j receives the encoder positions, α j and β j from the

activator (ENC A, ENC B - PIN #7, PIN #8) and inhibitor (ENC A, ENC B - PIN #9,

PIN #10) motors, respectively.

2. The Seeeduino micro-controller, # j processes the active feedback torques, Rα and Rβ based

on the encoder values.

3. The Seeeduino micro-controller, # j then, relays a correlated direction (DIR) and pulse-width
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modulation (PWM) signal via DIR, PWM - PIN #1, PIN #6 and DIR, PWM - PIN #2, PIN#3

to the DRV8874 motor drivers controlling the activator and inhibitor motors, respectively.

4. Upon receiving the DIR and PWM signals from the micro-controller, the motor drivers step

down the 9V input voltage and supply the appropriate voltage across the motor terminals

(O1, O2 - VIN-GND).

5. As the architected material evolves and the encoder readings change, the process repeats

itself.

The electrical circuit within a given unit cell, j is self-sufficient and does not interface

with the electrical circuits in the neighbouring unit cells. However, for the purpose of collecting

the encoder data from all unit cells, j = 1,2, ...,n of the architected material, the secondary

micro-controllers in each unit cell are connected to a primary Seeeduino micro-controller, #0

via a 3.3 V, I2C bus through the SDA-SCL pins (PIN #4, PIN#5) on each micro-controller. In

addition, each secondary Seeeduino micro-controller is assigned a unique address, consistent with

the unit cell number, j = 1,2, ...,n, to operate on this channel. The primary micro-controller then

communicates with each secondary micro-controllers in sequence to extract the encoder data of

the associated unit cell and relays the experimental data to a laptop via a USB-C connection, for

graphical visualization and correlation with numerical simulations.

The internal connections between the micro-controller, motor drivers, the power supply

lines, encoder cables and the motor power lines, in the electrical circuit in Fig. 5.10a are custom

printed on a PCB board shown in Fig. 5.10b. The PCB also accommodates low capacitance

capacitors across the 5V supply lines and high capacitance capacitors across the 9V supply lines

and motor power lines, respectively, to protect the circuit from electrical damage due to any
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power surges during operation. The PCB design significantly simplifies the internal connections

providing a reliable control system for the experiment.
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Chapter 6

Conclusion

The studies undertaken as a part of this dissertation explore strategies to control the mesoscale

phase distributions in multistable metamaterials, post-fabrication to produce a highly tunable

material response. All the models presented in Chapters 2-5 introduce designs and domain control

strategies, distinctly impacting the material behavior, promoting their adoption for applications

in energy harvesting,36 deployable structures and creating mechanical memory devices192 and

customizable waveguides.67 This chapter recapitulates the core findings from each of the research

investigations conducted as a part of this dissertation.

6.1 Contributions

Reviewing the tunable metamaterials literature in detail, we notice that previous attempts at tuning

metamaterial performance post fabrication focused on a specific material property (predominantly

the stiffness) or achieved multi-property tuning at the expense of a trade-off between properties
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(e.g., damping and stiffness). Chapter 2 introduces an architected material platform that can

independently tune the complete triad of acoustic properties, i.e., mass, damping and stiffness,

addressing the need for an architected material design capable of exhibiting a diverse set of acoustic

response. Integrating kinematic amplification and geometric multistability into an asymmetric unit

cell design enables a highly tunable architected material that can realize effects such as band gaps

formation and migration, metadamping and adjustable sonic wave speed on a single platform.

Chapter 3 presents a related study on a tunable metamaterial design, proposing a

less-invasive, strain engineering strategy to change the effective stiffness. The bi-layer material

architecture consists of a metamaterial layer characterized by on-site (LOC) or interaction (INT)

multistability, resting on top of an elastic foundation. The inter-layer connectivity allows us

to tune the metamaterial phase distribution and the associated elastic properties by applying a

quasi-static boundary strain on the elastic foundation. The metamaterial re-configuration is stable,

(conditionally) reversible and happens among a finite number of acoustically unique morphologies.

This approach can be readily extended to 2D designs albeit, with slight modifications to the

material architecture, e.g., inclusion of defects, non-linear wave interactions with the phase

boundaries, to counter the elastic curvature effects.

Identifying the centrality of the location of phase boundaries or domain walls on the

material morphology and acoustic properties, Chapter 4 puts forth an approach to model these

non-linear, phase transition waves (i.e., topological solitons) as a quasi-particle to accurately

predict their position and velocity when subject to external spatio-temporal modulations to the

elastic potential. The analytical model clearly distinguishes two distinct regimes of soliton

propagation when subject to a sinusoidal spatio-temporal modulation - (1) the soliton is trapped

in an initial local energy minima and carried forward by the modulation with an equivalent speed
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and, (2) the modulation outpaces the soliton causing it to jump between energy minimas and travel

at a reduced speed. Further, to illustrate the utility of our model, we present a tractor (1D) and

repulsor (2D) beam examples where, a customized external modulation counteracts the inherent

energy minimizing tendency in the system to attract and repel the solitary wave away from the

thermodynamic equilibrium state. The phenomenological nature of the proposed method provides

an effective strategy for soliton management in any type of multistable metamaterials supporting

topological solitons. Thus, the modelling and tuning methods add to the existing repertoire of

design strategies being employed to produce multistable metamaterial designs for applications

demanding multi-functionality.

Finally, drawing inspiration from the ability of certain biological and chemical systems

governed by chemical reaction and diffusion dynamics, to exist in states far from the

thermodynamic equilibrium, Chapter 5 proposes an equivalent architected material design capable

of emulating these reaction-diffusion dynamics in a mechanical form. The controlled diffusion and

instantaneous energy dissipation mechanisms for chemical reactions allow these natural systems

to break free from the inherent energy minimizing tendencies of thermodynamics, i.e., entropy and

produce peculiar steady state responses such as Turing patterns. Identifying the qualitative features

and components of the reaction-diffusion process and drawing parallels to the elastodynamic wave

equation, we build an architected material consisting of two elastically linked arrays of rotating

cylinders where, on-site electric motors supply a customized, non-reciprocal torque based on the

instantaneous rotational configuration at the relevant lattice sites. We demonstrate the formation

of multi-wavelength mechanical Turing patterns in the architected material via experiments. The

results open new avenues for scientific exploration into the non-equilibrium behavior of architected

materials and a means to enhance their functionality, e.g., controllable shape morphing autonomous
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surfaces.

6.2 Future Research Directions

Overall, the multistable architected materials discussed as part of this dissertation address specific

unexplored aspects of the post-fabrication material performance both in terms of the methods

and outcomes of property tuning. Building upon these results and observations, the following

potential research directions emerge, that pique my scientific thought and may be of interest to the

metamaterials community.

• Actuation and manifestation of multistability: The dissertation explores the concept

of multistability in metamaterials from the perspective of translational or rotational phase

distributions and actuation techniques. Although, the elastodynamic equations governing

the material performance provide a phenomenological framework that can recreate a

similar performance using qualitatively equivalent components (e.g., photo-sensitive,

thermo-sensitive, magnetic components) to facilitate non-contact actuation. Furthermore,

the phase transformations within the material architecture can be engineered to manifest

locomotion,66 mechanical computation devices.119 Therefore, exploring multistable

metamaterial designs that are conducive to creation of functional devices is a relevant

research direction.

• Creating functional materials: Chapters 2-4 present metamaterial architectures whose

acoustic behavior can be programmed according to the operational requirements. Though

the analytical and numerical reduced order models capture the qualitative essence of physical

components, the predicted material behavior holds good only within certain limits. In
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experiments, we need to account for design constraints (e.g., material non-linearities,

bending energies at pin-joints, gravity affecting in plane motion of masses) that can have

a non-negligible affect on the material behavior. Chapter 5 is a constructive step in

this regard that incorporates these experimental irregularities into the numerical model

and simultaneously modifies the architected material design to accurately replicate the

analytical and numerical results. Furthermore, to create functional multistable materials,

the metamaterial designs and the domain control strategies need to be replicated at the

appropriate length scale, conducive to the material application requirements. Therefore,

investigating functional material designs is another potential area of interest.
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