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A Numerical Study of Superfluid Turbulence 

in the Self-Induction Approximation 

Thomas F. Buttke 

Abstract 

We present a numerical method that determines the evolution of a superfluid vortex, 

and use it to calculate some properties of turbulent superfluid vortex systems. We find sub­

stantial disagreements with previous calculations. 

We derive a stable finite difference method for solving the self-induction equation in 

vortex dynamics. The self-induction equation is equivalent to a non-linear Schrodinger equa­

tion. We design our numerical method so that it preserves some of the invariants of the 

Schrodinger equation; this leads to stability. Our method is written in terms of the tangent 

field of the vortex lines. Weare able to show that the approximate solutions exist for all 

times and fer all initial conditions. As far as we know, this is the first stable numerical 

method for wIving the self-induction equation. 

We also find a new exact self-similar solution of the self-induction equation and use this 

solution along with the previously known soliton solutions to validate our method. We con­

clude that the method is second order accurate in space and time. 

We view the equations which govern the evolution of a superfluid vortex as a perturba­

tion of the self-induction equation and develop a method for determining the evolution of a 

superfluid vortex. We incorporate the reconnection ansatz of Schwarz into our method. We 

validate our method by comparison with known exact solutions and by a careful convergence 

check for cases where the exact solution is not known. We find that if the spatial step in the 

approximation is chosen too large the approximate solutions become inaccurate. Following 

the work of Schwarz we perform experiments on vortex systems to find the line length den­

sity of a turbulent superfluid. We find that the turbulence produced is not homogeneous, 

and we find line length densities and critical properties that disagree with earlier results. We 
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Introduction 

We present a numerical method that determines the evolution of a superfluid vortex. 

We use our method to calculate some properties of turbulent superfluid vortex systems. We 

find substantial disagreement with previous calculations. 

We first find a stable finite difference method for solving the self-induction equation. 

The self-induction equation is equivalent to a non-linear Schrodinger equation and thus the 

problems in solving the Schrodinger equation are also inherent to solving the self-induction 

equation. Weare able to develop a successful method by designing our numerical method so 

that it preserves some of the invariants of the Schrodinger equation; this ultimately implies 

the stability of the numerical method. We then view the equation governing the evolution of 

the superfluid vortices as a perturbation of the self-induction equation and appropriately 

modify our approximation to take into account the additional complexities. 

The self-induction approximation in vortex theory consists of setting the velocity of a 

vortex line proportional to the curvature of the vortex line and in the direction of the binor­

mal to the line. For short times the self-induction approximation gives correct results for the 

motion of the vorticity [8]; however, the approximation allows for no stretching of the vorti­

city and thus cannot be expected to give accurate results over long periods of time. In spite 

of its inadequacies the self-induction approximation is attractive because of its simplicity. 

In the first chapter we present a derivation of the self-induction approximation as given 

in Batchelor [4]. We then discuss properties of the self-induction equation. We present 

Betchov's equations [5] in which the self-induction approximation is written in terms of the 

evolution of the curvature and torsion of the vortex. We present the transformation, due to 

Hasimoto [24], which transforms the self-induction equation into a non-linear Schrodinger 

equation. We discuss the fact that the self-induction equation has an infinite number of 

integral invariants and present several of these invariants. We then ,present the known exact 

solutions of the self-induction equation. These exact solutions include the soliton solutions. 

1 
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Next we present a new exact self-similar solution. This self-similar solution results from ini­

tial conditions which have a discontinuity in the tangent field of the vortex. This exact self­

similar solution is important in validating the numerical method we develop in chapter 2. 

Hama [22,23] was the first to attempt to approximate the self-induction equations 

numerically and was successful in developing a pseudo-stable numerical method. Hama's 

method is pseudo-stable in the sense that the approximate solutions appear to converge for a 

certain time interval before the instability becomes apparent. Schwarz [41] also attempted a 

numerical approximation and although he developed a method different from Hama's, 

Schwarz' method exhibited the same instabilities as Hama's. Aref and Flinchem [2] 

developed a numerical approximation to the self-induction equations and they saw no indica­

tion of any instability in their results, however, they generally carried out their results for 

times for which instabilities would not be expected. The fact that the self-induction equa­

tion is equivalent to a Schrodinger equation makes it difficult to find stable numerical 

methods [27]. 

In chapter two we preseLt a finite difference method which we developed which, as far 

as we know, is the first stable numerical approximation of the self-induction equation. The 

method finds the tangent field of the vortex rather than the position of the vortex directly. 

We show that this approximation has three invariants that corresond to invariants of the 

Schrodinger equation. The c'_:nservation of these invariants implies the stability of the 

method. We then discuss methods for solving the non-linear finite difference equations which 

result from our finite difference approximation. We are able to show that numerical solutions 

to the finite difference equations exist for all initial conditions and for all times. We then 

show the stability and local linear stability of our method. Next we discuss the accuracy of 

our method and conclude that it is second order accurate in time and space. Following the 

discussion of the accuracy of our basic method we propose a modification to our basic 

method which is fourth order accurate; however, we have done no calculations with this 
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fourth order method. 

In chapter three we present numerical results obtained with our method. First we com­

pare our approximate solutions with exact soliton solutions and verify that the method is 

second order accurate in space and time for smooth solutions. Next we discuss the numerical 

solution of the self-similar problem and compare the exact solution with the approximate 

solution. The approximate solution converges to the exact solution, but the convergence is 

slower than it is for smooth solutions. -We also present evidence indicating that derivatives 

of the approximate solution converge weakly to the derivatives of the exact solution. 

As mentioned above, one of the inadequacies of the self-induction equation is that a 

vortex does not stretch when it evolves according to this approximation. In order to correct 

this problem, the self-induction approximation is sometimes used together with other approx­

imations which cause the vortex to stretch [2,38]. We consider an approximation due to 

Schwarz [38], in which he uses the self-induction approximation along with phenomenological 

terms in order to approximate the motion of a superfluid vortex. In chapter four we present 

a brief introduction to the two fluid equations, introduced by Landau [28], which describe the 

flow of superfluid helium. We present Schwarz' work in which he obtains a local model for 

the evolution of a superfluid vortex. We then present the only known exact solutions to this 

model equation, which are circular vortices. 

In chapter five we generalize our numerical method for solving the self-induction equa­

tions so that we can solve equations which are perturbations of the self-induction equation. 

In our numerical method for solving the self-induction equation we use arclength as our spa­

tial variable; however, when stretching of the vortices is introduced we rewrite our equations 

in terms of a lagrangian variable labeling the fluid particles along the vortex. We develop 

our numerical approximation so that it preserves the important stability results obtained in 

chapter two for the self-induction equation. As a specific example we introduce a method for 

solving the equation introduced by Schwarz [39] for modeling superfluid vortices. We also 
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introduce the reconnection ansatz, implemented by Schwarz [39] to model superfluid tur­

bulence, in which any two vortices which cross each other reconnect with each other. We 

then discuss the error which appears if the spatial approximation step is not small enough. 

We conclude the chapter by discussing the problems of implementing the reconnection 

ansatz. 

In chapter six we present the results obtained by using the numerical method intro­

duced in chapter five. We first validate the method by comparing approximate solutions 

with exact circular solutions. We then investigate the convergence of a problem in which we 

allow a reconnection to take place. We find that the spatial step in the approximation must 

be chosen small enough to approximate accurately the region of large curvature introduced 

by the reconnection. If the spatial step is too large there is a precipitous loss of accuracy. 

We then repeat the numerical experiments of Schwarz [39] to determine the line length den­

sity of superfluid helium vortices. We find that Schwarz' approximation together with the 

reconnection ansatz does produce a system of vortices which equilibrates to an equilibrium 

line length density for most initial conditions. Furthermore .ve find that if the system 

reaches a dynamical equilibrium, the value of the line length density is independent of the 

initial conditions of the system. Contrary to earlier results, however, we find that the resul­

tant turbulence is not homogeneous. We also find that the numbers reported earlier for the 

line length density are in error, and we explain the source of the E'!'ror. We conclude that the 

model used is inadequate to describe homogeneous turbulence in superfluid helium. 

"" 



Chapter 1: The Self-Induction Approximation 

In this chapter we introduce the self-induction approximation. We write the self-

induction equation in three equivalent forms and present some properties that solutions of 

the self-induction equation satisfy. We present a family of exact soliton solutions as well as 

a new exact self-similar solution. The self-similar solution is important because it has the 

.. 
same singularity as the problems we shall be solving in chapter six. 

1.1 The Self-Induction Approximation 

We begin by considering an incompressible isentropic fluid of infinite extent in three 

dimensions. We wish to determine its time evolution by determining the evolution of the 

vorticity. We denote the velocity field by v and the vorticity field by w. 

w == "VXv . 

We first derive an expression for the velocity field in terms of the vorticity [10]. A fluid 

is incompressible if and only if "V·v = o. Given a field v satisfying "V·v = 0, there exists a 

vector field X such that "V·X = 0 and "V xX = v [44]. If we use the vector identity 

points in R3. The Green's function for the three dimensional Laplacian is 

G (x x, ) = __ 1_ 1 
, 471" I x - x, 

Using the Green's function for the Laplacian, we obtain the following result, which expresses 

X in terms of the vorticity, w. 

-+ 1 J W(X') A (x) = - ---'---!'- d 3x ' 
411" R3 I x - x, (1.1) 

After taking the curl of both sides of equation (1.1), we find that 

v(x) = __ 1 J (x - x, )Xw(x' ) d3x' 
471" R3 I x - x, I 3 

(1.2) 

We consider the case where the vorticity is nonzero only in a small neighborhood of a 

single vortex line. As a specific example consider a cylinder in the fluid; let the vorticity be 

5 
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nonzero only inside the cylinder and parallel to the axis of the cylinder. If we consider any 

two planes,S 1 and S 2, which intersect the cylinder, we find that J w· dA = J w· dA , where 
SI S2 

dJf denotes the differential directed area. If we let 

r = J w·dJf , 
S 

then r is called the strength of the vortex. 

We define a vortex line to be an integral curve of the vorticity. We define a vortex 

tube as a two dimensional surface S nowhere tangent to w, with vortex lines drawn through 

each point of a bounding curve G of S. Helmholtz' Theorem [10J states: If Gland G 2 are 

any two curves encircling the vortex tube and S 1 and S 2 are surfaces whose boundaries are 

Gland G 2 respectively, then 

r = J w·dJf = J w·dJf , 
51 52 

furthermore, the strength r is constant in time as the tube moves with the fluid. 

We wish to look at a vorticity distribution which can be approximated by assuming the 

vorticity to be localized to a small region near a curve in R3; we call this distribution a vor-

tex filament. The vorticity associated with a vortex filament points in the direction of the 

tangent to the curve and its magnitude is characterized by the fact that J w·dA = r, where 
s 

S is any surface which intersects the curve transversally at only one point. r is called the 

strength of the filament. 

We now specialize equation (1.2) to the case of a vortex filament, described by the 

function 1"( s ), where 8 is arclength measured along the filament. r denotes the strength of 

- dT the filament. t = d; is the tangent to the filament. From equation (1.2) we see that the 

velocity produced by this vortex filament can be written as 

L ..... 
v(x) = _I.. J (x - 1"(s ))Xt(s) ds 

41f 0 1 x - 1"(8 ) 13 (1.3) 
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where 8 is arclength along the filament and L is the length of the filament. In general we 

consider the filaments to b~ closed curves, although other possibilities exist. 

We now proceed to determine the time evolution of the vorticity; in particular we are 

interested in the time evolution of the vortex filament. Consider a closed curve Ct encircling 

the filament. We let this curve evolve in time by moving it with the fluid velocity. By 

Stokes theorem the strength of the vorticity r 0 can be represented as r 0 = J 'f!. if( 8 ), 
t t 

°t 
where the integral is a line integral along Ct and the t subscript emphasizes the fact that 

the curve is moving with the fluid. r 0 is a constant in time; the filament also moves with 
t 

the fluid velocity. In order to determine the evolution of the filament, we must determine 

the fluid velocity on the filament. However, as z approaches the filament in equation (1.3), 

the velocity diverges logarithmically. We now proceed to investigate this singularity in more 

detail by means of an asymptotic expansion first introduced by Arms and used by Hama 

[22,23]. We follow closely the discussion presented in Batchelor [4]. 

We begin by considering a specific point on the filament. For convenience, let us 

assume that this point is the point 8 =0. Since we want to look at the velocity near the 

filament, we expand the function r(8 ) in a Taylor series about the point 8 =0. The result is 

r(8) = r(O) + 7(0)8 dt(O) 8
2 

d2T(o) 8
3 

E d + ~2! + d82 3!···· xpan ing the tangent similarly, we 

obtain 7(8 ) = 7(0) + d7(0) 8 + .... 
d8 

We now introduce a local coordinate system whose origin is located at the point r(O). 

We take as the basis vectors the tangent 7(0), the normal n(O), and the binormal b(O). For 

a curve r( s), these are defined in the following manner. The tangent is defined: 7 = dr'. 
ds 

The curvature te is defined as It== 1 ~; I. The normal IS defined by the expressIOn: 

~; = ten. The binormal is defined as b == 7 X n. We note that 7, n, and b form an 
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orthonormal coordinate system at all points along the curve r(8). As mentioned above, we 

are using the coordinate system defined at the point 8 =0; we denote these coordinate vec-

.......... d ..... b tors as to, n 0, an o. 

We wish to find the velocity close to the filament, so our small parameter in the 

asymptotic expansion will be u, the distance of the point of observation from the filament. 

We define our point of observation x to be x = yno + z"fo, where y =(Tcosrj) and z =crsinrj). 

We substitute the expansions for r( 8) and t( 8) into equation (1.3) and, after dropping terms 

of order 8 3 and higher, we find the following expressions for the integrand in equation (1.3): 

(x - r(8 ))Xt(8) ::::::: 
_ _ ..... Y8 2 _ -" 

-yb o + zno - Z8 Kto + -Z-noX to 
Z8 2 ......... 8 2 ....._, 

+ --boX to' , - -toxto 
2 2 

(1.4) 

In expression (1.4) the' denotes a derivative with respect to arclength 8 and the subscript 

denotes evaluation at 8 = o. The denominator in the integrand of equation (1.3) is approxi-

mated in the following form. 

I x - r (8 ) I 2 ::::::: u2 + (1 - y K)8 2 (1.5) 

We take as our variable of integration e=.!.. In taking the limit we wish to let u-O while 
u 

keeping e fixed. Using expressions (1.4) and (1.5) and keeping leading order terms, we find 

that 

'ola 
it(x) :::::: £ J 

411" _I ria 

(cosrj)"fo - sinrj)n o)u- I + esinrj)Kto + ftox to' 

(1 + e2)3/2 

where lois some small but fixed limit of integration. We ignore the contribution to the 

integral from points such that I 8 I > 10 , and only note that this contribution is bounded. 

I 
Carrying out the integration in the limit as ~-oo, we find that 

u 

r.... ..... r 2/ 0 _ ..... 
it :::::: -n-( b ocosrj) - n oSinrj)) + -Iog- tox to' + 0 (1) . 

~1I"U 211" U 
(1.6) 

The first term in (1.6) represents the circular motion around a straight filament. The 

second term gives a correction to the velocity due to the fact that the filament is curved. 
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The third term represents the terms which have a lower order dependence on (1'. An infinite 

straight filament would produce a velocity field identical to that given by the first term in 

(1.6), but it remains stationary in its own velocity field; thus we assume that the second term 

gives an approximation of the velocity on the filament itself. This approximation to the 

velocity of the filament is called the self-induction approximation. Using the self-induction 

approximation we write down an equation for the evolution of the filament: 

a-r r 2/ 0 - -, - = -log- txt at 211" (1'0 

where (1'0 is generally taken as the true finite radius of the vortex filament and' indicates a 

derivative with respect to arclength. We define the units of time in order to eliminate the 

constant appearing above and write: 

a-r --, -at=txt . (1.7) 

In practice the logarithmic term is not very large and as a result the self-induction approxi-

mation is valid only for short times before the neglected terms in equation (1.6) become 

important. 

The correct way to parametrize -r is by labeling the fluid particles on the filament; we 

use the variable e to label the particles along the filament. If the filament stretches as it 

evolves, then the arclength becomes a Cunction oC time as well as e. In equation (1.7) we are 

approximating the velocity of the fluid particle at a particular position on the filament, thus 

the partial derivative with respect to time in equation (1.7) is taken with e kept fixed. 

We now proceed to show that for the self-induction equation, equation (1.7), the vari-

abIes e and arclength 8 are linearly related. We do this by showing that the arclength is not 

a Cunction oC time; there is no stretching oC the filament. We begin by defining a vector r, 

which is not necessarily a unit vector, T(e,t) = a-r~~t). We also define the functions 

g (e,t) and h (e,t );g - I r I a8 ~~t) and h = ~ In order to show that there is no 

stretching, we must show that ag(e,t) =0. 
at Using equation (1.7) we find that 
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fPr = fJT = ~(fxT' ). 
aeat at ae 

Since 
a a , =-=h-

- as ae' 
we have that 

a - -, aT aT - a aT fJT --+ a aT -(t xt ) = -xh- + t x-h-. Thus we have that - = t x-h-. It fol-
ae ae ae ae ae at ae ae 

lows directly then that g!.L = -r. fJT = 0. Therefore e and 8 are related by an affine 
at at 

transformation and equation (1.7) does not change its form if we consider r to be a function 

of 8 and t instead of e and t . 

One can either write the self-induction equation in terms of r or t. In terms of r we 

h h ar ar a
2
r B d· er •• b h·d f h . . h ave t at - = - X --2 . Y lUerentlatmg ot SI es 0 t e equatIOn WIt respect to 8 , 

at as as 

we obtain the equation written in terms of T: 

(1.8) 

We consider the self-induction equation written as equation (1.8). We are motivated to use 

(1.8) by the fact that we are attempting to find stable numerical schemes to solve for the 

self-induced motion of a filament. If we linearize equation (1.7), the equation which results 

has both a hyperbolic and parabolic term, whereas the linearized version of equation (1.8) 

has only a parabolic term; thus a priori it appears simpler to consider (1.8). 

Assuming that we have a solution to (1.8), we wish to show how the corresponding 

solution to (1.7) can be obtained. We start with the identity, 

r(s ,t) = r(O,O) + r(O,t) - r(O,O) + r(s ,t) - r(O,t). We then use the facts that 

t --+ • 

J ar (O,~) d ~ = r(O,t) - ;0+(0,0) and J ar(~,t) d ~ = ;o+(s ,t) - ;O+(O,t). Using (1.7) and the 
o a~ 0 a~ 

definition of T, we find that 

t _ 

;o+(s ,t) = r(O,O) + J T(O,~)x atJo,~) d ~ + J T(~,t) d ~. 
o s 0 

(1.9) 

We take (1.9) as the defining relation for r(s ,t). We have 

ar = t(O,t)X aT(o,t) + j aT(~,t) d ~ 
at as 0 at 
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= 1(0,t)x a1(0,t) + j ~ (1(~,t)X a1(~,t) ) d ~ 
as 0 a~ a~ 

= 1(0,t)x a11~,t) + 1(s ,t)x a1~/) - 1(0,t)x a11~,t) 

=1(s,t)Xa1~/) . 

Thus given a solution to (1.8), we have a corresponding solution to (1.7) given by (1.9). 

1.2 The Betchov Equations 

We now present the first of two alternate forms of equation (1.8). The first of these 

alternate forms is due to Betchov [5]. Betchov's equations describe the evolution of the cur-

vature and torsion of a filament which evolves according to (1.8). 

We begin by presenting some fundamental facts and definitions from the differential 

geometry of a curve [30]. We begin with a curve C described by a function r(~):R -+ R 3 , 

where O$~$~o and where I ~~) I > ° for O<~<~o· We first define the arclength s, of the 

curve C to be 

8 (~) == II ~~e) I de . (1.10) 

Since the integrand in (1.10) is positive, we know by the inverse function theorem that the 

function 8 (~) has an inverse, which we denote as ~8), O$s $so. Using ~s), we now con-

sider the curve C to be parameterized by 8, by the function r(~s)). Following usual con­

ventions, we also denote this function as r(s). The tangent vector I(s ) is defined to be the 

derivative of r with respect to s , 

1(s)· dT = .!!..i. dT . (1.11) 
ds ds d ~ 

We see from the definition of ~ s ) that I 1( s ) I = 1. We define the curvature 1\:( s ), of the 

curve C to be 

1\:( 8 ) = I d~:) I· ( 1.12) 

If I\:(s »0, we can define the normal n(s ), to the curve C to be 



12 

-+( ) = _1_ dT(s ) 
n s - 1\:( S ) ds . 

Since 
d 1-+1 2 r 

1 T(s ) 1 =1, we find that 0 = is = 2 T· d: ' and thus n(s ) is perpendicular to 

T(s ). We can define an orthonormal coordinate system along C by defining the third 

member, called the binormal f(s ), to be 

f(s) = T(s ) X n(s) . (1.13) 

As defined above, the normal vector and consequently the binormal vector are only 

defined when the curvature is nonzero. We can extend their definitions to all points along a 

smooth curve ( smooth here means that r(s ) has as many derivatives as required) by requir-

ing that 1\:(8), r(8), n(B ), and b(8) all be continuous. In order for both the curvature and 

the normal to be continuous, we must allow the curvature to be negative. Thus (1.12) 

should have a :- sign in it, the correct sign being determined by the condition that n (8 ) be 

continuous. We clarify this point in the following paragraph, by describing r, n, and'; in 

terms of 1\:( B ) and another function 1'(8 ). 

We now derive expressions for the derivatives of th ; orthonormal triad in terms of the 

triad itself. Since r'n = r·,; = n''; =0, we find, by differentiating each expression in 

turn, that 

dt. n = -T. dn 
dB d8 ' 

dr.,; = -T. d'; 
d8 dB ' 

dn -+ df 
-·6 =-n·-. 
dB dB 

In a likewise manner using the facts that 1 t 12 = 1 n 12 = I'; 12 =1, we find that 

-+ dt t·_=O 
dB ' 

(1.14) 

n' ~~ =0, (1.15) 

-+ d'; 
6'7; =0. 

In view of (1.14), (1.15) and the definition of I\: and n, we have only one undetermined 



component of the derivatives of the triad. We thus define the torsion 1'( s ) to be 

""' dn 1'(s) == b .- . 
ds 
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(1.16) 

Using (1.14), (1.15) and (1.16) we find the following system of differential equations describ-

ing T, nand f. 

(1.17) 

Equation (1.17) is called the Frenet-Seret formula. It shows that a curve is determined by its 

curvature and its torsion; thus if we determine the evolution of a curve's torsion and curva-

ture, we determine the evolution of the curve itself. 

We now resume the derivation of Betchov's equations. Using the definition of curva-

ture, we find 

1 a
asT 12 at a

2
T 

= a;. atas . (1.18) ---=--
2 at 2 at 

Differentiating the terrr.s of (1.8) we find that 

a2T aT a2T _ a3T 
--=-X--+tX--
at as as as 2 as 3 • 

(1.19) 

Using (1.18) and (1.19), we find that 

(1.20) 

Using the Frenet-Seret formula, we can write all derivatives of T in terms of T and ~ 

and their derivatives, and the orthonormal triad. We do this for the first three derivatives of 

t. 

dt -+ 
-=~n 

ds 
2-

d t 2-
t 

d~-+ -- =-~ + --n 
ds 2 ds 

3-+ 2 (2 ) ( ) dt 3d~-+ d~ 3- d~ dT~ -- = ----t + -- - ~? - ~ n + 2--T + ~- b 
ds 3 2 ds ds 2 ds ds 

(1.21) 
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Using (1.20) and (1.21), we write the Betchov equation describing the time evolution of the 

curvature, 

1 a~2 aK,2r 
28t=-a;-· (1.22) 

In order to derive the second Betchov equation we look at a;;r. We have that 

aK,2r = ~ (T. aT x a2T) 
at at as as 2 (1.23) 

aT aT a2"f - a2T a2"f - aT a3T 
= -·-x-- + t·_-x-- + t·-x--.".. at as aa 2 ataa aa 2 as atas 2 

Differentiating the terms of (1.8) twice with respect to a , we find that 

(1.24) 

Then after using (1.8), (1.19) and (1.24) to replace the time derivatives on the right side of 

(1.23), we find 

+2 tx- . -x--(- aT) (aT a3T) 
as as as 3 

( 1.25) 

After some algebraic manipulation, we find that we can rewrite the right side of equation 

(1.25). We find 

a;;, ~ :, [[.x ;!][.x :.q + [;! x :::H'x ;!] 
- (T x a

2
T). (T x a2T) + ~ ]. as 2 as 2 4 

( 1.26) 

Using (1.21) to replace the spatial derivatives in (1.26), we obtain the second Betchov equa-

tion, 

( 1.27) 

By integrating (1.22) and (1.27) with respect to arclength along the filament C, we find 

two constants of motion for filaments evolving according to equation (1.8), 



d - f 1\,2r ds = O. 
dt c 
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(1.28) 

Equations (1.28) are valid for a closed filament or for an infinite filament whose torsion and 

curvature tend to zero sufficiently rapidly as I s I -00. Equations (1.28) would also be 

valid for a finite filament which doesn't close upon itself if we apply the correct boundary 

conditions to the endpoints of the filament; for example, we could require that the terms in 

parentheses on the right sides of equations (1.22) and (1.27) vanish at the endpoints. 

1.3 The Non-linear Sehrodinger Equation 

We now present a transformation due to Hasimoto [24], which transforms the self-

induction equation into a nonlinear Schrodinger equation that describes the evolution of the 

curvature and torsion of the filament. We begin by writing the Frenet-Seret formulae for n 

and f in complex form as 

d (- · .... b ) . r(- 'b-' --> d; n +, = -, n + , .. - I\, t . 

We introduce the new quantities Nand t/J, where 

N = (n + if)exp(i[ r(e,t) de) , 

t/J=l\,exP(i[ r(e,t) de). 

Differentiating N with respect to s and using (1.29), we find that 

We also see that 

aN .. ,... --> .,... _ 

- = -. TlV - t/Jt + • rlV = -t/Jt as 

(1.29) 

( 1.30) 

(1.31) 

(1.32) 

(1.33) 

where t/J' and N' denote the complex conjugate of t/J and N, respectively. We wish to 

point out that equations (1.29) through (1.33) depend only on the Frenet-Seret formulae and 

are valid without any reference to a time dependence. 



16 

We now introduce equation (1.8) in order to determine the time evolution of the 

filament. Using (1.21) and (1.8), we find that 

aT ..... a2T aK. - ..... 
- = t x-- = -b - K.Tn at a8 2 a8 

= Re [( ~: + i K.T) (f + i;t) 1 ' 
where Re(') denotes the real part of a number. Since ~~ = ( a:;:K. + i r) t/J, we have that 

(1.34) 

We also note the orthogonality relations, which hold between T, Nand N' 

(1.35) 

We now wish to find the equation governing the time evolution of N. We write this equa-

tion in the general form, 

aN n n-- = 0I1V + /31V at ( 1.36) 

where 01, /3 and "Yare complex functions of 8 and t, which are to be determined. 

Differentiating various orthogonality relations from (1.35), we find that 

0= 1 a(N'N') =.!.( aN.N - + N' aN- ) = 01 + 01-
2 at 2 at at ' 

0= 1 a(N'N) = .!.N. aN = /3 

4 at 2 at ' 

0= a(N'T) = aN.T + N' aT = "Y + N' aT. 
at at at at 

Thus we deduce three facts: (1) 01 is a purely imaginary function, which we denote by 

01 = iR, where R is a real function, (2) /3 = 0, and (3) "Y = -i ~~ , where we have used 

(1.34). Thus we write (1.36) as 

aN = i(RN _ at/J T) . 
at a8 ( 1.37) 

Taking the time derivative of the terms of (1.32), we find that 
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(1.38) 

where we have used (1.34). Differentiating the terms of (1.37) with respect to s , we find that 

a
2
N = i [aR N _ R 1jJt - a

2
1jJt - ~ a1jJ (1jJ- N + 1jJN-) 1 ' (1.39) 

at as as a8 2 2 a8 

where we have used (1.32) and (1.33). Equating the coefficients of t and the coefficients of 

iN in equations (1.38) and (1.39), we find that 

_a1jJ =_i(a
21jJ 

+R1jJ) 
at a8 2 ' 

(1.40) 

~1jJ a1jJ - = aR _ ~ a1jJ 1jJ _ . 
2 a8 a8 2 a8 

(1.41 ) 

Integrating the members of equation (1.41) with respect to 8, we obtain 

R (8 ,t ) = ~ ( 1jJ( 8 ,t )1jJ - (8 ,t ) + A ( t )) , (1.42) 

where A (t) is a function of t only. Using (1.42) in equation (1.40), we obtain: 

( 1.43) 

Equation (1.43) is a cubic non-linear Schrodinger equation. We can eliminate A from (1.43) 

by introducing the function lIt, 

'" = "'( 8 ,t ) = 1jJ( 8 ,t )exp ( - ~ £ A (e) de) . 

The equation governing the time evolution of '" is 

~ a", = a
2
", + 1:. '" I '" I 2 • 

I at a8 2 2 
(1.44) 

The function A (t) appears in (1.43) because, in our definition of 1jJ, we have fixed 

1jJ(0, t) to be real for all times. A is not arbitrary, but can be determined from "'(8 ,t). If 

we write "'(8 ,t ) = r (8 ,t )e iI( •• I), then from the definition of '" we have 

r (O,t)e i8(O,I) = 1jJ(O,t )exp (- ~ £ A (e) de) , 

and since 1jJ(O,t ) is real we immediately see that 

(1.45) 



A (t ) = -2 d O(O,t) . 
dt 
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(1.46) 

If we were attempting to find 1/I(s ,t), given 1/I(s ,0), we could solve equation (1.44) to 

find lII(s ,t), since 1/I(s ,0) = lII(s ,0). We do not need A (t) explicitly in this case to find 

t{;( s ,t ), since from the argument given in the preceding paragraph, we can express 1/1( s ,t) as 

_ + 1II'(O,t) 
t{;(s ,t) - _ IIII{O,t) 1 lII{s ,t). (1.47) 

The correct sign in equation (1.47) is chosen by requiring that 1/I(0,t) and at{;(O,t )/at be con-

tinuous functions of time. 

Given t{;(s ,t) we know the shape of the filament as a function of time; however, we do 

not know the position or orientation of the filament. Thus in addition to 1/1 we must also 

determine the evolution of r, T and n at one point on the filament. We have all of the 

necessary equations, we simply indicate which ones they are. 

If we are given r, T and N at one point on the filament C, we can determine the posi-

tion of the rest of the filament by integrating the Frenet-Seret equations. We do not have to 

find K and T explicitly from t/;, since we can rewrite the Frenet-Seret equations using 1/1. 

From (1.32) and (1.33) we have 

r(s ). if we are given r(O). 

1 

° -1/1 

° 1/1" /2 

° 
(1.48) 

In order to determine the necessary vectors at a point on the curve, we use equations 

(1.34) and (1.37). To be definite let us assume we are determining T and N at s =0. Writ-

ten as a system of equations, (1.34) and (1.37) become 

° 
_i at/;" i at{; 

[~·l 
2 as 2 as 

[~·l ' d . a1/l 
aR 

dt 
-a- ° ( 1.49) as 
. at{;' 
a-- ° -iR 

as 

• 
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where all of the functions appearing in (1.49) are evaluated at s =0. All of the quantities in 

the matrix in equation (1.49) are assumed known as a function of t, since we assume we 

have solved (1.44) to determine ,p( s ,t ). 

The final equation we need determines the evolution of r at s =0. Using the definition 

of Nand ,p along with (1.7) we find that 

(1.50) 

where once again all of the functions are evaluated at s =0. 

In summary, in order to solve for 1" (s ,t ) using ,p( s ,t ), we must do the following. First 

we solve (1.44) in order to determine \II(s ,t); then we use (1.47) in order to determine 

,p(s ,t). Once we have ,p(s ,t) we solve (1.49) at the point s =0, using (1.46) and (1.42) to 

find R(s ,t), in order to find 7(O,t) and N(O,t). We then solve (1.50) to find 1"(O,t) and 

using 1"(O,t), 7(0,t) and N(O,t), we solve (1.48) to find 7(8 ,t) and finally integrate 7 to 

find 1"(s ,t). The analogous process could be carried out to solve for 1"(s ,t), if we solve 

Betchov's equations for IC and T. 

1.4 Invariants 

We now discuss some properties of the self-induction equation and its equivalent forms. 

The nonlinear Schrodinger equation is one of a family of soliton equations [32J. One of the 

properties of these equations is that they possess an infinite number of integral invariants. 

We present the first three of these invariants for equation (1.43) which we have taken from 

Newell [32J page 46: 

~~J .1,· .1, ds = 0 
2 dt 'I' 'I' , 

i~J (a,p· ,p _ a,p,p.) ds = 0 , 
2 dt as as 

If we write these same invariants in terms of the curvature and torsion, we find: 



.!.~J ",2 ds = 0 
2 dt ' 

~J ",2r ds = 0 
dt ' 

.!.~J (("" )2 + ",2,,2 - .!.",4) ds = o. 
2 ~ 4 
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We see that the first two invariants correspond to those given in (1.28). All three invariants 

can also be checked by direct substitution from (1.43) or the Betchov equations (1.22) and 

(1.27). We also note that these invariants can be written in terms of t and its derivatives 

with respect to 8. We do not write these down explicitly, but derive an additional vector 

invariant directly from equations (1.7) and (1.8). We consider the quantity 

L 

A = J r X T ds , where we restrict our attention to a closed vortex filament of length L 
o 

satisfying equation (1.7). For a planar filament, I A I is the area enclosed by the filament 

and the vector A points in the direction perpendicular to the plane of the filament; thus A 

defines a generalized area for a closed filament. Differentiating A with respect to time and 

recalling that' denotes different.iation with respect to arclength we find: 

dA L (ar .... -. at) - = J - X t + r X - ds 
dt 0 at at 

L 

= J ((T x T' ) x t + r x (t x t' , ») ds 
o 
L 

= J (2(TxT' )xt + [rX(txt' )]' ds 
o 
L L 

= J 2(t x t' ) x t ds = J t' ds = 0 , 
o 0 

(1.51) 

where we have used (1.7), (1.8) and the fact that functions of s are periodic with period L 

on closed filaments of length L. Equation (1.51) states that a closed filament maintains it 

orientation and its general shape as it propagates according to (1.7). In particular we see 

that circles are exact solutions of equation (1.7). .. 
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1.5 Exact Solutions 

We now present some exact solutions to equation (1.7). The simplest solutions are 

those which have constant curvature and torsion. Curves with constant curvature and tor-

sion are seen to be solutions of (1.7) by looking at the Betchov equations. The simplest solu-

tion is a straight line, which remains stationary for all times. Another solution is a circle of 

radius r , where r is independent of t. We write this solution down immediately as 

1"(8 ,t) = "'otb'o + ....!...TQSin("'08) - ....!...nocos("'08) , 
"'0 "'0 

(1.52) 

where "'0 = l/r is the constant curvature of the circle. The vectors in (1.52) are constant in 

time and space; they are the tangent, normal and binormal vectors to the circle at 8 =0 and 

t =0. Solution (1.52) represents uniform translation of the circle in the b'o direction with 

speed equal to "'0' 

The third solution we present also has constant curvature and torsion. The first two 

solutions presented are limiting cases of this solution. This solution is the one where 1"(s ,t) 

describes a Lllix. We write down the most general form of a helix with a fixed axis as 

1"(8 ,t) = 2 '" ? (x(t )sin(V",2+?s) - V(t )cos(V",2+?s)) 
'" + 

+ ~zo + o(t)zo, 

(1.53) 

where", and T are the constant curvature and torsion, Zo is a unit vector in the direction of 

the axis of th<;; helix, x( t ) and V( t ) are time dependent unit vectors forming an orthonormal 

basis with z 0, and o( t ) is a function of t as yet to be determined. Equation (1.53) allows for 

no translation of the helix in a direction perpendicular to zo, since by the cylindrical sym-

metry of the helix there can be none. We also do not allow for a rotation of the axis of the 

helix, since to have such a rotation would mean that some particles on the helix would move 

with an unbounded speed, whereas from equation (1.7) we know all particles move with 

speed "'. Using (1.7) and taking (1.53) as the definition of 1"(s ,t), we find 

do ",2 
-- = --;:::::;=:= 

dt V",2+? ' 



Solving equations (1.54) we find that 

dX = -rv' K2+-? ;;t dt Y , 

dY = rv' K2+-? x 
dt 

K 2t 
a(t) = v?=t7 ' 

X(t) = XOCOS(rv'K2+-?t) - YoSin(rv'K2+-?t) , 

y(t) = YOCOS(rv'K2+-?t) + xosin(rv'K2+rt) . 
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(1.54) 

Thus we see that the motion of the helix is made up of two parts. One part is a translation 

2 
along its axis at a speed of ~ and the other is a negative rotation about its axis with 

K2+-? 

an angular velocity of rv' K2+-? Also we see that the limiting cases of T-+oo and r-+O 

correspond to the straight line and circle solutions which we mentioned in the previous para-

graph. It is interesting to note that as T-+oo the angular speed of a particle becomes infinite, 

while the actual speed of a particle on the helix remains constant and equal to K. 

The next family of exact solutions is suggested by equati~n (1.22). If we consider 

curves which have constant torsion but not constant curvature, from (1.22\ we see that /C2 

satisfies a wave equation. The quantity K2 moves along the curve with constant speed equal 

to 2T. Thus we can write the curvature as a function of the quantity e = s - 2Tt. If we sus-

tit ute K(8 -2Tt) into equation (1.27), we find that K(e) satisfies equation (1.55). 

(1.55) 

We find the solution of (1.55) satisfying the boundary conditions that /C-+O as e-+ ~ 00 is 

K( e) = 2vsec h( vel , (1.56) 

where v is an arbitrary constant. 

Following the work of Hasimoto [24] we find the analytic expression for the actual 

shape of the curve which has constant torsion and which has its curvature specified by (1.56). 

-+ it d 2T d 3T 
In general t, -d- and -d 2 are linearly independent vectors and thus, by expressing -- in 

• 8 ~3 
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terms of them, we can find a third order linear ordinary differential equation for T. Clearly 

we can obtain analagous equations for nand r. If we write the differential equation for r 
in the case where K. satisfies (1.56) and the torsion is constant, we find that 

d 3r d 2r dr _ 
--3 + tanh'7--2 + (T2 + 4sech2'7)-d + T 2tanh'7 b = 0 , 
d'7 d'7. '7 

(1.57) 

where '7 = v(s -2Tt) and T = T/V. By defining lJ as 

lJ db -== d '7 + tanh?] b , (1.58) 

and using equation (1.57), we find that 

d2lJ 
--2 + (T2 + 2sech2'7) lJ = 0 . 
d'7 

(1.59) 

Two linearly independent solutions of (1.59) are 

where x + and x_are constant vectors. The corresponding solutions of (1.58) are 

r = x oSech'7 , 

.,... _ +iT" 
b = x+ (1 - T2 , 2iT tanh'7)e - , 

T 

where Xo is a constant vector. 

We now apply boundary counditions to obtain a specific solution. Requiring that 

I r I = 1 and choosing the solution where the tangent to the curve is parallel to the x axIS 

as '7-00, we find that 

(1.60) 

where p. = __ 1_2 and e = T'7 + 0'( t). The function 0'( t ) is a function of t , which is not 
l+T 

determined by equation (1.57), since this equation determines the shape of the curve at a 

fixed time. The function 0' allows for a rotation of the curve about the x axis. In order to 

obtain an expression for 0'( t), we must look at the original equation of motion, equation 

(1.7). 
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In order to find O'(t), we write down the expressions for I, nand r. Using (1.17), 

(1.13) and (1.11) along with (1.60), we find that 

n" = 2Jlsech" tanh", nil + in: = - ( 1 - 2Jl( tanh" - iT )tanh" ) 

tz = 1 - 2Jlsech2", til + it: = -2Jlsech,,( tanh" - iT) e ie, 

x = 8 - ~tanh", y + iz = ~sech1J e ie, 
v v 

where x , y and z refer to the fixed coordinate system. Equation (1.7) is equivalent to 

ar ..... _. = Kb 
at ' 

(1.61) 

(1.62) 

where we have used the definitions of It and r in order to obtain (1.62). We substitute the 

corresponding expressions from (1.56), (1.60) and (1.61) for the x +iy component into equa-

tion (1.62) to obtain that 

~=~+r2. 
dt 

Integrating (1.63) and defining 0'(0) = 0, we find that 

O'{ t ) = (~ + r2)t 

(1.63) 

(1.64) 

Equation (1.61) is a two parameter family of exact solutions to equation (1.7). These 

solutions describe a disturbance moving along the filament with a velocity equal to 2r. The 

filament itself is not moving along the axis of the filament, but remains stationary except for 

the portion where the disturbance is located. Looking at (1.61) we see that as the distur-

bance passes through a given point, that point undergoes a translation of 4Jl/v units along 

the axis of the filament in the direction of propagation of the disturbance. 

Solution (1.61) is a soliton. In general the term soliton refers to a travelling wave solu-

tion of a nonlinear equation. There are N -soliton solutions to (1.7). These N -soliton solu-

tions are approximately made up of N single soliton solutions placed along the filament. 

Exact N -soliton solutions are found by looking at equation (1.44). This set of exact solu-

tions was found by Zakharov and Shabat [45]. We shall not discuss the N -soliton solutions 

in detail. 
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1.6 The Self-Similar Solution 

The final exact solution which we discuss is one we discovered in which the filament is 

not smooth initially. In the calculations described in chapter six we must solve for the evolu-

tion of filaments which are not smooth, but contain discontinuities in the tangent field; thus 

this solution provides a means for checking the numerical method introduced in the next 

chapter. The initial conditions for the curvature are K( 8 ,0) = e 06( 8 ), where 6(8) is the 

Dirac delta function. These initial conditions describe a curve made of two semi-infinite 

lines, which intersect at their endpoints with an angle 'If' - eo between them. In terms of the 

tangent vector we describe this curve as 

if 8 >0 
if 8 <0 ' 

where 7+ and 7_ are constant unit vectors such that r +·7_ = coseo. 

( 1.63) 

We proceed to solve (1.8) with (1.63) as initial conditions. Given a solution 7(8 ,t) of 

equation (1.8), consider under what conditions the function 1(8 ,t), defined as 

7{8 ,t) = 7(8 /OI,t //3), is also a solution or equation (1.8). By direct substitution, we find 

that 7{8 ,t) is a solution provided that /3/012 = 1. In order to emphasize the fact that each 01 

defines a new solution of equation (1.8), that is, a solution with different initial conditions, 

we write T = 1(8 ,t ,(1). If we look at initial conditions (1.63), we see that they remain invari-

ant for all 01 under the scaling where 8 -+8 /01. If we consider the solution 7(8 ,t) satisfying 

these initial conditions, then the function 1(8 ,t ,(1) associated with this 7(8 ,t) is independent 

of 01. If we let 01 = .Jt , from the definition of T we find that 1( 8 ,t ,.Jt ) = 7(8 /.Jt ,1). 

Thus the solution we are seeking is only a function of '1 = 8 /.Jt. Writing equation (1.8) in 

terms of '1, we find that 

(1.64) 

Equation (1.64) can be solved by considering '1 to be a new parametrization of the 
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tangent field. The Frenet-Seret equations are valid if we replace the variable 8 by the vari-

able 7]. The defining feature of arclength is the fact that differentiation of the filament with 

respect to this parameter gives a unit vector; in the derivation of equation (1.17) no use is 

made of this fact other then to guarantee that 7 is a unit vector. We must, however, 

remember that the quantities derived from 7 will differ, depending upon which parameter we 

use. The" curvature" derived using 7] as a parameter for 7 will be different from that 

obtained using 8 as a parameter for 7. We note this difference by denoting quantities 

obtained from 7(7]) with a ' , while quantities without a' denote quantities derived using 

7(8 ). 

In view of the preceeding comments, we use equations (1.21) to replace the derivatives 

in (1.64) to find that 

d It' -"It' ii' = -2--6' + 21t' r ii' . 
d7] 

Since the vectors in (1.65) are orthogonal we find that 

7] d It' r ='2' and ~=O. 

(1.65) 

We now relate r and It' to T and It. By noting that :8 = Jr /7]' we find that 

a- , t 1 dt It ..... , 
= a;= Vi d7] = Vi n ( 1.66) 

Equation (1.66) implies that ii' = ii, b' = b, and It' = Vi It. From these observations 

and (1.21) we also see that r' = Vi T. 

The solution to (1.8) with initial conditions (1.63) is the filament that has curvature 

It = It~ and torsion T =~. This solution illustrates the fact that disturbances can travel 
v t 2t 

with infinite speed when they are governed by the self-induction equation. Initially the cur-

vature is zero everywhere except at the origin; at later times the curvature is constant along 

the curve and equal to ~. We use this s~lution in chapter 3 to investigate the conver-

gimce of the approximate solution obtained by our numerical scheme introduced in chapter 2. 
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1. 7 Existence and Uniqueness of Solutions 

In concluding this chapter we mention that global existence and uniqueness results for 

solutions of equation (1.44) have been proven by Ginibre and Velo [15]. Their results indi­

cate that solutions of (1.44) are continuous functions of time with values in H1(R)nV)O(R). 



Chapter 2: Numerical Schemes for the Self-Induction Equations 

In this chapter we discuss the numerical scheme to solve the self-induction equation. 

We present properties of this scheme, including stability and order of accuracy. 

Delfour, Fortin and Payre [12] present a scheme to solve the non-linear Schrodinger 

equation (1.44). This is the method we originally used to solve the self-induction equation. 

We find that the method gives good results for curvatures and torsions which are bounded 

and obtained from smooth curves, but it is difficult to obtain good results for curves with 

singularities in their tangent fields. Another difficulty with using a scheme based on (1.44) is 

that physical boundary conditions on a vortex filament are difficult to use in terms of the 

curvature and torsion of the filament. As we showed in the first chapter it is an involved 

process to determine the position of a vortex filament from its curvature and torsion. We 

also want a method which can be generalized to include interactions which cause the vortex 

filament to stretch; this can not be done in a simple manner if we use the representation 

introduced by Hasimoto. 

The above considerations led us to develop an alternate method for solving the self­

induction equation and in the first section of this chapter we introduce a set of finite 

difference equations which approximate equation (1.8). As mentioned in chapter one, we 

chose to approximate (1.8) rather than (1.7) because of the simpler equation which results, 

and because it is easier to obtain lDvariants when considering the tangent field. The invari­

ants obtained for our approximate solutions immediately imply stability of our method. (For 

a method based on equation (1.7) see Aref and Flinchem [2].) In order to find the position of 

the vortex filament from the tangent only a simple integration is required and most boun­

dary conditions are easily written in terms of the tangent field. We also show in chapter five 

that we are able to generalize the method to include interactions which cause the vortex 

filament to stretch. 
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In the next section of this chapter we discuss methods for solving the finite difference 

equations. Since the method is nonlinear it is important to know under what conditions the 

finite difference equations can be solved. We present two methods for solving the finite 

difference equations of our method. We are able to show sufficient conditions for conver-

gence of the methods and we are able to show existence and uniqueness of solutions of the 

finite difference equations for arbitrary initial conditions. 

In the remainder of the chapter we further analyze our method. We first show that the 

method is stable and then also that it is linearly stable. We then carry out an analysis of the 

error of the method and conclude that the error is second order in space and time. 

Motivated by the error analysis we propose another method based on (1.8) which should be 

fourth order accurate, although we have done no calculations using this fourth order method. 

2.1 The Finite Difference Equations 

We develop the finite difference equations for solving the self-induction equation writ-

ten in terms of the tangent field. We rewrite equation (1.8) here: 

(2.1) 

We chose equation (2.1) over equation (1.7) for the development of a scheme for the follow-

ing reason: the linearized form of equation (1.7) contains one term, which is parabolic and 

one term which is hyperbolic. Thus a numerical scheme to solve (1.7) has to keep both 

terms stable. Equation (2.1) has only the parabolic term in its linearized form and this 

simplifies finding a stable scheme. 

We denote by Tt the approximation to TU .Q.8 ,n .Q.t). We define ~!' by requiring that 

it satisfy the following difference equation. 

T!' +1 _ T!' = .Q.t (T!' +1 + T!') X (T!' +1 ---" ---" +1 ---,,) ( 
J J 4(.Q.8)2 J J J+1 + t/+ 1 + ti - 1 + ti -1 2.2) 

Scheme (2.2) is a Crank-Nicholson type scheme. The second member in the cross product in 

(2.2) is the formula for the second order difference equation for second order derivatives. 
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The term crt +1 + 7/,), of the difference formula has been cancelled by crossing it with the 

first member of the cross product. 

Scheme (2.2) has three discrete invariants, which are that 

(2.3) 

that 

N N 
~ -n+l ~-n 
L....J tj = L....J tj , (2.4) 
j=1 j=1 

and that 

(2.5) 
j=1 j=1 

The first invariant (2.3), corresponds to the fact that solutions to (2.1) do not stretch. 

7(s ,t) has unit magnitude for all times; (2.3) guarantees that if the 7,.0 have unit magnitude 

then the numerical solution 7,.n will also have unit magnitude for all n. The second invariant 

(2.4) guarantees that if the numerical curve is closed initially then it will remain closed for 

all times. This is also an invariant of equation (2.1), the fact that solutions to (2.1), which 

are closed curves initially remain closed curves for all future tir.:es. The third invariant 

(2.5), corresponds to the first invariant in (1.28), since the magnitude of the derivative of the 

tangent is equal to the curvature. 

We verify (2.3) by multiplying both sides of equation (2.2) by the quantity (~!,+1 + 7,.n). 

The right side of the resultant equation vanishes, since there are t-.. o identical terms in the 

triple product. The result is 

where 

I ~!' +1 I 2 _ I~!' I 2 

= A (T!' + 1 + T!'). (T!' + 1 + T!') X (7!' + 1 + Tn + -+t!' + 1 + -t") 0 1 ) 1 ) 1 +1 j +1 )-1 j -1 = , 

A = ilt 
4(ils )2 

Equation (2.3) then follows immediately from (2.6). 

(2.6) 
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In order to verify equation (2.4), we sum both sides of equation (2.2) over J. Let 

eel +1 + Ttl = t;. , then we have that 

(2.7) 

If we assume periodic boundary conditions the second line in (2.7) vanishes and (2.4) follows. 

directly. 

The first step in verifying (2.5) is to write down equation (2.2) where the left side IS 

evaluated at i + 1. The result is that 

-,. +1 -,. (- - - - ) t j +1 - t j +1 =). t j +1Xtj +2 - tj Xtj+l , (2.8) 

where we have used the notation introduced in the preceding paragraph. We then subtract 

the members of (2.2) from the corresponding members of (2.8) and multiply the members of 

the resultant equation by the quantity (t;. +1 - t;.). The result is that 

I t;\il - t;.Hl I 2 - I t;!'+1 - t;!' I 2 
= ).~t;.-IXt; . . t;'+l - t;. ·t;·+I X t;.+2) . 

(2.9) 

Out of eight terms, which could appear on the right side of equation (2.9), only the triple 

products of the two terms, which actually do appear, are nonzero. Summing both sides of 

equation (2.9) over i, we find that 

(2.1O) 

Once again if we assume periodic boundary conditions, the second line of (2.10) vanishes and 

we obtain (2.5). 

Given an approximation to T(8 ,t), the procedure for finding an approximation to 

7(8 ,t) is simpler than that procedure required to find an approximation to 7(s ,t) from \{I, 

the solution to the nonlinear Schrodinger equation. Our basis for finding an approximation 

to 7(8 ,t) is equation (1.9). 
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In practice we use second order integration methods in evaluating the integrals in equa-

tion (1.9) to maintain second order accuracy. Let v be defined as 

v(O,t) = 8rh~,t) = t(O,t)X 8t
h
;t) , 

and let vI' +1 denote the approximation of v(j ~8 ,( n +1/2)~t) defined by 

(2.11) 

Using definition (2.11) and equation (1.9) we obtain the following approximation to 

r(j ~8 ,n ~t ). 

-+.. -+ .. (-+m) ~8 j (-+.. -+ .. ) rj = r(O,O) + ~t E Vo + -.E ti + ti _1 
m=1 2 .=1 

(2.12) 

Using approximation (2.11) for the velocity gives us a self-consistency property for the 

motion of a point on the filament. This consistency property is the fact that the calculated 

position in 3-space of a particle on the filament is independent of where on the filament we 

calculate the velocity numerically, provided we use (2.11). In order to verify this consistency 

property, we show that the motion of a particle at time step n +1 is given by 

for all j and n. We rewrite (2.12) at time step n + 1 and obtain that 

(2.13) 

Subtracting the corresponding terms of (2.12) from (2.13) and using the notation previously 

introduced, that tj = (tj .. +1 + ~!') we find that 

-+r .. + 1 ....... At -+ .. +1 + ~8 j.., (-+tll +1 -+t" + -+t .. +1 -+tll) 
j - ri =.u. Vo ? 2...J i - i i-I - i-I 

.. i=1 

-+ .. +1 ~t j.., (-+ -+ -+ -+ -+ -+ ) 
= ~t Vo + 8~8 i~1 ti X(ti+1 + ti-d + ti_IX(ti + ti-2) 

A -+11 +1 ~t ~ (..... -+ -+ ..... -+.....) 
=.u.t Vo + 8~8i~1 ti X(ti+l- ti-d - ti_IX(ti - ti-2) 

= ilt v~ +1 + ~t.t (v, ... +1 - v,.~il) 
.=1 

=~t 
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where we have used (2.2) and (2.11). 

2.2 Methods for Solving the Finite Difference Equations 

We present two methods for solving equation (2.2). Both methods are iterative. We 

define a sequence of approximate solutions xl, and if they converge to some Xjoo, we define 

--+t!' +1 = "".00 ) x). 

The first method is obtained in the following manner. Assume we know t;!' and that we 

are seeking Tp +1. The approximating sequence X/ +1 is then defined in the following manner. 

First define V/ +1, by requiring that 

where 

A = ilt 
4(il8 ? 

(2.14) 

By picking A small enough we can guarantee that IV/ +1 I ~ 0; usipg the triangle inequal-

ity from equation (2.14) we see that 

1 - 8A ~ I v/ +1 I ~ 1 + 8A , 

where we have used the fact that all of the vectors on the right side of equation (2.14) have 

. . d W d fi --+k + 1 b .. h umt magmtu e. e e ne Xi y requmng t at 

.,)~ +1 --+k +1 1/ 
Xi = -1-V"':)"7"'. +-:-:1:"'"1- (2.15) 

In this way we define a sequence, in which all of the vectors are of unit magnitude. Recall 

that solutions of equation (2.2) are required to have unit magnitude. 

We now derive conditions under which the sequence defined by (2.14) and (2.15) con-

verges. To begin let us write equation (2.14) explicitly for two iterations. 

(2.16) 

V/ - t;!' = A (t;!' + x/-I) X (t;!'-I + ~"+l + x/_il + x/;:) 
Subtracting the terms of the second equation from the terms of the first equation in (2.16), 



and adding and subtracting a term from the right side of the result, we find that 

k +1 k { (-+11 -+k) (-+11 -+11 -,;7k -,;7k) lIi - lIi = ).. ti + xi X t i - 1 + ti +1 + :l;i-l + :l;i+1 

- (t;Il + Xl-I) X (t)'_1 + ~\I + xl-I + xl+d 
+ (t7 + Xl-I) X (t;II-1 + t;"+1 + xl-I + xl+l) 

- (~!' + Xl-I) X (t;II-1 + ~\I + Xl_II + xt;t) } 

{( 
k k-I) (-+11 -+11 It: -,;7 It: ) 

=).. ~. - Xi X ti - I + ti+l + Xi-I + :l;i+l 

+ (~!' + xl-I) X (xl-I - Xl_II + xl+1 - xl;:) } . 
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(2.17) 

Maximizing both sides of equation (2.17) over j and using the triangle inequality, we obtain 

that 

(2.18) 

Observe that if x and 11 are two nonzero vectors then 

( ) 1/21 X 11 1 Ix 1111 I T7j-/il:S Ix-lI I· (2.19) 

We verify equation (2.19) by noting that (x + 1/x) ;::: 2, provided that x > 0, and then by 

observing that 

IX-1I12= IXII1l1(J..!-L+J.l..L)-2(x.1I) 
1111 I x I 

> '> I x I 1111 (1 x· lI ) 
-~ -l x lllll 

= Ixlllll l_x ___ 11_1 2 

I x I 1111 
Thus if we combine equations (2.19) and (2.18) and use the fact that I lIll ;::: 1 - 8)" for all 

k , we obtain that 
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( 1 - 8A) maxi I xf + 1 - xf I (2.20) 

:5 mini ( I 'fIf +1 I I 'fill) 1/2 maxi I x)~ +1 - xli 
:5 maxi (( I 'fIJ~ +1 I I 'fIf I )1/2 I xl +1 - xli) 

:5 maxi I 'fIl +1 - 'fill 
:5 8Amaxi I xl- xl-1 I 

We view (2.14) and (2.15) as a general mapping of the compact manifold, formed by taking 

N copies of the unit sphere, into itself. If we pick A < 1/16, then by a well known theorem 

[37], inequality (2.20) shows that (2.14) defines a contraction mapping. Consequently the xj 

converge to the unique fixed point of the manifold and the fixed point satisfies equation (2.2). 

We now present a second method for finding a solution to equation (2.2). This method 

is also iterative. In order to define the sequence of approximate solutions xl, we must first 

solve the following equation for x. 

x+fXx=1+1xf (2.21 ) 

If we cross the terms of (2.21) with the vector f, we find that 

b X x + f (b· x) - x I f I 2 = f X 1 + 1 I f I 2 - b (f· 1) . (2.22) 

By dotting the members of (2.21) with the vector f, we observe that 

(f·x) = (b·T) . (2.23) 

Subtracting the terms of (2.22) from the corresponding terms of (2.21) and substituting 

(2.23), we see that 

x (1 + I f I 2) = 1(1 - I f I 2) + 2(1 X f) + 2 f (1- f) . (2.24) 

Equation (2.24) uniquely defines x in terms of the vectors 1 and f. It should also be noted 

that x has the same magnitude as 1, if x is defined by (2.24). 

We now define the sequence of approximate solutions to (2.2), by requiring that xf +1 

satisfy 

xJ~ +1 - tJ!' = A (x)~ +1 + 1)!') X (t)!'_1 + tJ!'+1 +~" ~") - ;r;i-I + ;r;i+1 , (2.25) 

where once again 



>.. = at 
4(a8 )2 
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Equation (2.25) can be written in the form of equation (2.21), and thus we can solve equation 

(2.25) for xl +1 by using equation (2.24). The xl obtained in this manner are of unit magni-

tude, if the vectors ~n are of unit magnitude. 

We show that the sequence xl defined by (2.25) converges provided that>.. < 1/4. We 

view (2.25) as a general mapping from R 3N to R 3N , where N is defined so that 

1 ~ j ~N. We show that (2.25) is a contraction mapping. We begin by writing down the 

mapping by (2.25) of two arbitrary points in R 3N . 

+ "q) X (~n_1 + t;~+1 

+ ~n) X (~n_1 + t;\1 

+ 'ili -I + 'ili +1 ) 

+ vi-I + Vi+l) 

(2.26) 

Subtracting the terms of the second equation in (2.26), from those of the first we obtain that 

- (Wi + Tt) X (t;!'-I + t;~+1 

+ (Vi + ~n)x (t;!'-I + Tt+1 

- -) + 'Ui-I + 'Ui+1 

+ 'ili -I + 'ili +1 ) 

- (Y.," + tjn)X(t;!'_1 + t;!'+1 + Vi-I + Vi+I)} 

= >..{ ("X;. - Vi ) X (t;!'-I + t;\l + 'ili-I + 'ili+1) 

+ (Wi + tjn) X (Ui-1 - vi-I + 'ili+1 - ~"+I) } . 
We dot the members of (2.27) by the quantity (xi - Vi ), and find that 

= >.. (Xi - Wi ). (tj~ + Wi ) X ( 'ili -I - Vi -I + 'ili + 1 - Vi + 1 ) 

(2.27) 

(2.28) 

We apply the triangle inequality to the right side of (2.28) and maximize both sides over j, 

in order to obtain that 

max i I xi - Wi I 2 ::; 4>.. (maxi I xi - Wi I ) (maxi I 'ili - Vi I ) . (2.29) 

Dividing both sides of equation (2.29) by maxi I xi - Vi I , we see the final result, that 
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(2.30) 

Inequality (2.30) shows that (2.25) defines a contraction map, provided that A < 1/4. We 

have assumed in obtaining (2.29) that the mapping (2.25) is defined on the compact sub-

manifold of R3N
, defined by taking N copies of the unit 2-sphere. Viewed in this way, 

(2.25) defines a contraction mapping on a compact metric space and thus, by a well known 

theorem [37], the xf converge to the unique fixed point of the sub-manifold. Also by looking 

at (2.25), we see that the fixed point satisfies equation (2.2). Thus we have the following 

existence and uniqueness result for (2.2). 

Given t}' such that I t}' I = 1 for 1 :s j :s N, if I (~\21 < 1, there exists a 

unique it +1 satisfying equation (2.2). Thus we have shown that there exists a unique solu-

tion to equation (2.2) for any initial conditions for all future and past times. 

Equation (2.25) also suggests a family of predictor-corrector type schemes for finding 

approximate solutions to equation (1.8). Instead of using (2.25) to find the solution to (2.2), 

(2.25) would be used for a fixed number of iterations and the final iterate would be taken as 

the approximate solution. In practice if the fixed number of iterates taken is large, the 

method would produce the same solution as that obtained from (2.2). For a small number of 

iterations, however, the scheme would be different. The interesting thing to note is that all 

solutions obtained from any of these schemes satisfy equation (2.3), and as is discussed in the 

next paragraphs, this means the schemes are stable. 

2.3 Stability 

We now discuss the stability of (2.2). A scheme is stable if the approximate solutions 

obtained from the scheme are bounded In some norm. Scheme (2.2) is stable in the Hoo 

norm, where the norm is defined as 

j=N 

" t" II 0
2 = ~8 E I ~~ 12 , (2.31) 

j=1 

where t" denotes the solution vector to (2.2), composed of the N 3-vectors it This is also 
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the norm in which the predictor-corrector schemes based on (2.25) are stable. From (2.3) we 

obtain the result that 

lie" 110= lIeoll o, 
which shows stability in the Hoo norm. Equation (2.2) is also stable in the HoI norm, defined 

as 

II t" II? = ~8 

From (2.3) and (2.5) we have that 

lit" 111= IltOII I , 

which shows stabilty in the HoI norm. 

We now analyze the local linear stability of (2.4). A scheme is linearly stable if the 

linearization of the nonlinear scheme is linearly stable [35]. The idea behind local linear sta-

bility analysis is that if a scheme is unstable to small perturbations about an exact solution, 

then the full nonlinear scheme is also probably unstabie. Kreiss [27], however, showed that 

this is not necessarily true for equations of the S"hrodinger type. He showed that for 

Schrodinger type equations, a scheme may be linearly stable and still not be stable, and also 

that a stable scheme may be linearly unstable. 

Let rj" denote the perturbation to the exact solution ~!'. In order to determine the 

linear scheme we substitute a solution of the form Tp + rp into equation (2.12) and consider 

the linear equation which results by dropping all terms of higher order in r. The equation we 

obtain is that 

(2.32) 

(.,." .,." +1) X (-t" -" -" +1 -" +1) } +Ii + Ii i-I + ti+l + ti - l + t i +1 . 

Equation (2.32) is a linear evolution equation for the rp +1 since the Tp are assumed known. 

We now proceed with the standard Fourier method of stability analysis [6,17]. We assume 

that rt = T" e ii e and substitute this form into equation (2.32). We find that 
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T" +1 _ wxT" +1 = T" + wxT" , 

where 

w = A ( 2cos( e)(t;" + t;" +1) - (t;"-1 + t;"+1 + t;"_tl + t:\il )) . 
Let C be the matrix defined by CT = w XT, then we have that 

T" +1 = (I - C t 1(I + C)T" = AT", (2.33). 

where I is the identity matrix, and A = (I - Ct1(I + C). It can be shown that the 

Euclidean norm of any matrix B IS 

I B I 2 = maxi A;( B • B ) , 

where the maximum is over the eigenvalues Ai of the matrix B· B and where B· denotes 

the hermitean conjugate of B. Thus we see that in order to find the norm of the matrix A, 

we must find the eigenvalues of the matrix [(I - C t 1(I + C)] T [(I - C t 1(I + C)], where 

the superscript T denotes the transpose. Since C is antisymmetric, C T = -C , and since 

the transpose operation commutes with the inverse operation, we have that 

[(I - Ct1(I + C)]T[(I - Ct1(I + C)] 

= (I - C)(I '+ ct1(I - ct1(I + C) = I 

(2.34) 

The second equality in (2.34) is true since all of the matrices in parentheses commute with 

each other. Thus we find that I A I = 1 and this fact along with equation (2.33) implies 

that 

(2.35) 

Equation (2.35) implies that 

IT" I ~ 1-Il1, 
and thus we find that (2.2) is locally linearly stable. 

2.4 Accuracy 

We present an error analysis of the approximate solution obtained from equation (2.2). 

We assume that we have an exact smooth solution 1(8 ,t) of equation (2.1). and substitute 

it into the finite difference equations (2.2). If we carry out a Taylor expansion about the 
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point s = i as , t = n at , we find 

TU as ,(n +1)at) - T (2.36) 

-~ (TU as ,(n +1)at) + T) x (T(U +1)as ,(n +1)at) + T(U +1)~s ,n ~t) 
4as 2 

+ T(U -1)as ,(n +1)at) + T(U -1)as ,n ~t») 
~t ~S2_ at 3 _ 

4! t,,,, - 3!"tttt 
at 3 (- _ .... _ _ - ) 

+ -4- t X ttt" + ~ x tIl + tt X tt" 

where the subscripts denote partial derivatives and all quantities without an explicit argu-

ment in (2.36) are evaluated at s = i as and t = nat. We see that the exact solution 

satisfies equation (2.2) up to 0 (at 3 ) + 0 (at as 2) locally and that the global error is 

o (at 2 ) + 0 (as 2). If E is the error, which we define precisely in the next chapter, we 

should have 

(2.37) 

where k 0 and k 1 depend only on the initial conditions. In the next chapter we see that for 

smooth solutions inequality (2.37) is valid. 

We now discuss a higher order method for solving equation (2.1). In practice when 

solving equation (2.2) we use the method represented by equation (2.25). We have shown 

that the sequence produced by this method converges to the unique solution provided that 

the condition at /(as )2 < 1 is satisfied. If we assume that at = ')'(as )2, with')' < 1, 

from (2.37) we have that the error takes the form: 

E ~ k oas 2 + Tkl~S4 . 
With this restriction on at, the error due to the approximation of the spatial derivative 

dominates the total error. By making the approximation of the spatial derivative fourth-

order accurate, we obtain a scheme which is fourth order accurate. This leads us to define 

the following finite difference equation for solving equation (2.1). 

(2.38) 
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() -+ (-+n -+n +1) E . ( 8)' where on the righthand side of 2.38 we define tj = tj + tj . quatlOn 2.3 IS 

obtained by replacing the second order approximation of the second derivative in (2.2) by the 

fourth order approximation. 

We solve equation (2.38) by using a modified version of (2.25); the modification being 

that we replace the second term in the cross product of (2.25) by the second term in the 

cross product of equation (2.38). This replacement results only in a redefinition of the vector 

r in equation (2.21). The method for solving (2.38) is then identical to that for solving (2.2), 

once these replacements have been made. Similarly the proof contained in equations (2.26)-

(2.30) can be carried over to the present case with the previously mentioned modification. 

We obtain an existence and uniqueness result for the solution to (2.38) provided that 

(2.39) 

Condition (2.39) is only slightly more restrictive than that one obtained for the solution to 

(2.2). 

Solutions of (2.38) share two important properties .vith solutions of (2.2) Solutions of 

equation (2.38) satisfy equations (2.3) and (2.4), and thus we have immediately that scheme 

(2.38) is stable in the Hoo norm, defined in equation (2.31). Equation (2.5) is not satisfied a 

priori by solutions of (2.38), however, and thus (2.38) is not a priori HOi stable. 

We have done no calculations using (2.38), but foresee no problems m usmg the 

scheme. The important advantage of using (2.38) over (2.2) is that the overall error of solu-

tions obtained from (2.38) should be fourth order, that is 

E ~ k (.::l8 )4 . 

and furthermore for a given.::l8 the computational effort required to solve (2.38) is approxi-

mately the same as that required to solve (2.2). 

2.5 Summary of the Method 

We conclude this chapter by summarizing the method used to solve the self-induction 
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equation. We approximate equation (2.1) with the finite difference equations (2.2). We then 

solve (2.2) by using the sequence defined in equation (2.25). Once we have solved equation 

(2.2) to give us an approximate tangent field, we use equations (2.11) and (2.12) to give us an 

approximation to the position of the vortex filament. 



Chapter 3: Numerical Results for the Self-Induction Equation 

In this chapter we discuss the accuracy of equation (3.1) by comparing some exact soli-

ton solutions (1.61) with the approximate solutions. We also discuss the numerical solution 

of the self-similar problem given in (1.63). In chapter five we introduce an approximation 

which causes singularities in the vortex filaments. Locally these singularities look like the 

initial conditions of the self-similar problem and thus a thorough understanding of the con-

vergence properties for this particular problem is especially important. The soliton solutions 

are smooth and the order of convergence is second order in time and space. The self-similar 

solution is singular initially and the rate of convergence is generally of lower order. 

We now exhibit numerically the accuracy of scheme (3.1): 

t!l +1 _ t!l = t:.t (t!l + t!' +1) X (t!' + t!' +1 + t
J
!'+1 + t

J
!'++11) . (3.1) 

J J 4{ t:.s )2 J J J -1 J -1 

From equation (2.37), if we assume that the error, E (t:.s ,t:.t), is of the form, 

E (t:.s ,t:.t) = d (t:.s )2 + b (t:.t )2, then following Hald and Del Prete [18J we have 

E (t:.s ,4t:.t ) - E (t:.s ,2t:.t) = 4 
E(t:.s ,2t:.t) - E(t:.s ,t:.t) . 

(3 . .:) 

The coefficients d and b are assumed constants independent of t:.s and t:.t , but are a func-

tion of the particular solution under consideration. 

We compare the exact solutions given by equation (1.61) to the approximate solutions 

calculated using equation (3.1). Our initial conditions are chosen to be exact at t = G; 

within roundoff error there is no error due to the initial conditions. We calculate two types 

of error: the L 2 error, defined as 

EL2 = ( t:.s 

and the max error, defined as 

i=N 
E 
i=1 

/ T(j t:.s ,n t:.t ) - t}' / 2 
)

1/2 

Emax=maxi /t(jt:.s,nt:.t)-'t;!'/. 

In table 3.1 we show the L 2 error and the ratio given in equation (3.2). The parameters v 

and T in the table refer to the corresponding parameters of the exact solution given by (1.61). 
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We see that for a fixed ~s and for small ~t , equation (3.2) is satisfied. When we calculate 

the error for other values of ~s , 1/, and T, we find similar results to those given in table 3.1, 

for the max norm as well as the L 2 norm. Thus we conclude that the error has the form: 

E = a + b (~t )2 , (3.3) 

where a and b are functions of ~s . 

In order to determine the dependence of the error on ~s , we assume that the error has 

the form given by equation (3.3) and calculate the corresponding values of a and b. Table 

3.2 shows the values of the parameters a and b calculated for the L 2 error, while table 3.3 

shows the corresponding data for the max error. Both errors are calculated for three 

different values of 1/ and r. If a is proportional to (~8 )2, then the ratio given in the last 

columns of tables 3.2 and 3.3 should equal 4. We see that this is the case as ~s - O. This 

can also be seen in figures 3.1 and 3.2, where we plot a versus ~s. The plotted points are 

those given in tables 3.2 and 3.3. The curves on the plots are straight lines corresponding to 

a function of the form I (~8 ) = kO(~8 )2, where ko is a constant independent of ~8 . 

Th,· parameter b is not independent of ~8 , but is a decreasing function of ~8. Thus 

if we define k 1 = b (0), that is take k 1 to be the value of b at ~s = 0, we find that the 

error E , can be written as 

E ::::::: ko(~s)2 + kl(~t)2, 

where the error in (3.4) can be either the L 2 or the max error. 

(3.4) 

We now investigate the order of convergence for the self-similar problem which we dis-

cuss in chapter one. The analytical expression obtained there is written in terms of the cur-

vature and torsion as: 

KO 
K=--

"ft' 
S 

T=-. 
2t 

The initial conditions for this solution are given by 

{
T+ if S >0 

T(s ,0) = -'f 
L 1 8 <0 

(3.5) 

(3.6) 
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where t+ and t_ are constant unit vectors. We define the angle eo, between t+ and t_ by 

setting coseo = t + . t_. 

The parameter /Co is a function of eo. In figure 3.3 we show calculated values of /Co as 

a function of eo. The calculated values are obtained by solving equation {1.17} for the 

tangent field determined by the curvature and torsion given in equation {3.5}. We fix /Co for 

a particular calculation and determine eo by calculating the angle between t{-8,t} and 

t{ 8 ,t} as 8 increases; since we calculate the tangent field only to a finite value of 8 , the 

tangent is still oscillating about its asymptotic value and we calculate an upper and lower 

bound on eo. An upper and lower bound on /Co are plotted in figure 3.3 while the average of 

the two bounds is plotted in figure 3.4. The curves drawn in figures 3.3 and 3.4 are linear 

interpolants to the data points, which are represented by the open circles on the plots. We 

see that for small values of eo, /Co is close to a linear function of eo, but as eo - tr, 

/Co -+ 00. 

We now make a detailed comparison of the exact solution with eo = tr/2, which 

corresponds to /C ~ 0.4697, to the approximate solution obtained from equation {3.1}. It 

should be remembered that equation {3.5} represents a self-similar solution to equation (1.8), 

and thus for a fixed ratio>' = 6. t /6.8 2 we obtain a single sequence of approximate solutions 

independent of 6.t. This sequence can be viewed as approximating the curve at a fixed 

time, T, by scaling 6.t and 6.8 so that after n time steps we have T = n 6.t, and 

6.8 = (6.t />.}1/2; or the sequence can be viewed as approximating the curve for times 

T = n 6.t by keeping 6.t fixed. We discuss the solution in both ways at different times, 

but it should be emphasized that the approximate solution is only a function of the number 

of time steps n , and the ratio>' = 6. t /6.8 2. 

In chapter one we noted that curvature along the curve given by equation {3.6} is pro­

pagated instantaneously to 8 = 00. Since equation (3.1) is implicit it is not apparent a 

priori at what rate the numerical solution will be propagated. If the numerical solution were 
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propagated instantaneously to the boundary, it would be difficult to specify boundary condi­

tions. It turns out, however, that the numerical data travel with a finite speed and thus it is 

sufficient to specify the fixed boundary conditions of t + or t_ at the corresponding ends of 

the approximate solution. 

In figures 3.5, 3.6, and 3.7 we project the 8 <0 part of the calculated solution onto the 

y -z plane. Initially the curve coincides with the positive parts of the x and y axes. In 

figure 3.5 the number of time steps n, is 400, in figure 3.6 n = 800, and in figure 3.7 

n = 1200. In these figures the finite propagation speed is apparent in that the oscillations 

stop at a finite distance from the origin rather than continuing to 8 = 00. 

The finite propagation speed is even more apparent when we look at the curvature and 

the torsion of the approximate solution as a function of arclength 8. In figure 3.8 we plot 

the curvature of the approximate solution versus the arclength of the curve; note that the 

origin has been translated so that it is located at 8 = 1000.0. The straight line represents 

what the exact value of the curvature should be. The shaded portion of the plot is produced 

by the rapid oscillation of the curvature a·'out the exact value; the same phenomena is 

observed in figure 3.9 where we plot the torsion as a function of the arclength. Once again 

the straight line in 3.9 represents the exact solution. We note that the curvature and the 

torsion represent derivatives of the tangent and thus for a singular solution we do not find it 

surprising that they do not converge to the e:';act answer in the L2 or max norm. The data 

seems to indicate that they are converging in a weaker topology. 

In figures 3.10 and 3.11 we again plot the curvature for the same initial conditions as 

those of figure 3.8; the difference is that in figure 3.8, ). = 1/8 whereas in figures 3.10 and 

3.11, ). = 1/2. We see that the speed of propagation of the data is not significantly different 

between the two although), changes by a factor of 4. We also see from figures 3.10 and 3.11 

that the rate is constant in time. 
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In figures 3.8 through 3.10 the boundary vectors are kept fixed at their initial values, 

however, because of the finite propagation speed of the data along the curve, the approxi-

mate solutions are no different than if the boundary conditions had been kept fixed at 

I s I = 00. The boundary condition at -00 is 1(-00) = (0,-1,0) and the boundary condi-

tion at +00 is 1(00) = (1,0,0). An inefficient way of maintaining the boundary at infinity is 

to start with a large number of vectors initially and continue the calculation until the data 

reach the boundary. A more efficient method is to start with a small number of vectors ini-

tially, say 400, and at each time step add an additional vector to each boundary. This 

method works well since the calculation propagates outward at an constant rate. 

We now compare the exact with the approximate self-similar solution. In figure 3.12 

we show the projection of the exact and approximate solutions onto the y -z plane. We see 

the two curves coincide near the origin, but the approximate solution becomes inaccurate as 

S Increases. 

We calculate the L2 and the max error over several finite intervals of the curve In 

order to ascertain the rate of convergence to the exact solution. We calculate the errors at 

time t = 1.0. First we calculate the L2 difference between the initial curve and the curve at 

time t = 1.0; this value gives an upper bound to the L 2 error of the approximate solution. 

Numerically integrating the self-similar solution, we find that 

00 

J I 1(s ,1) - 1+ 1
2 ds ~ 1.00, 

o 

where 1(s ,1) is the self-similar solution with eo = 7r/2, 11:0 ~ 0.4697. In figure 3.13 we plot 

I t(s ,1) - t+ I versus arclength for the exact solution. This plot indicates the behaviour of 

the exact solution as s - 00. From figure 3.13 we see that I t( s ,1) - t+ I is proportional 

to s -2 for s > 10. 

In figures 3.14 to 3.17, we show the L2 error calculated over four intervals. The error 

is a symmetric function of the arclength and so we only consider the error in the s > ° por-
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tion of the curve. The plots are obtained by scaling D.t after each n so that n!::.t = 1 and 

D.8 = (D.t />..)1/2; then the errors are calculated and plotted as a function of D.8. The 

jagged line results from connecting the data points by straight lines. As n becomes larger, 

the data points become more closely spaced. 

The curves in figures 3.14 to 3.17 are characterized by a slowly decreasing portion for 

larger D.s and a more rapidly decreasing portion as D.8 decreases. The shoulder in the plots 

is the point at which the calculated oscillations have filled the interval of concern. Extrapo­

lating from the calculated errors, it appears that if we were to calculate the L 2 error over the 

whole interval 0 ::::: 8 ::::: 00, the error would be proportional to a power of D.s less than one. 

From figure 3.17 the power would be approximately 1/2. That is for the error calculated 

over the whole curve we would have that EL2 ::::: c D.8 1/2. For a finite interval, the error is 

proportional to a higher power of D.8. From figures 3.14, 3.15 and 3.16 it appears that the 

error is proportional to D.8 as D.8 - O. 

In figure 3.18 we show the maximum error in the interval 0 ::::: 8 ::::: 20. The interest­

ing thing to notice about the maximum error is that there are intervals over w'lich the error 

increases as D.8 decreases. This is due to the fact that both the exact and approximate solu­

tions spiral about the 'J -axis and at certain points the spirals in the approximate solution are 

out of phase with those of the exact solution. For an example of this see figure 3.12, 

remembering that the plot is a projection of a curve in three dimensions. 
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Table 3.1 

L2 Error in the Soliton Solution 

Time = 1.0 v= 0.1 T= 1.0 6.8 = 1.0 

6.t I Error, E (6.t ) I E {46.t) - E {26.t) 
E (26.t ) - E (6.t ) 

1.0 0.1302003073 -

0.5 0.0906754398 -

0.25 0.0795215364 3.54 

0.125 0.0766410320 3.87 

0.0625 0.0759149562 3.97 

0.03125 0.0757331126 3.99 

0.015625 0.0756875571 3.99 

0.0078125 0.0756761792 \ 4.00 



1.0 

0.5 

0.25 

0.125 

Table 3.2 

L2 Error in the Soliton Solution 

E (at) = a + b(at )2 

Time = 1.0 v = 0.1 r = 1.0 

a b 

7.567 X 10-2 0.0621 

1.944 X 10-2 0.0764 

4.892 X 10-3 0.0804 

1.225 X 10-3 0.0801 

a(2as) 
a(as) 

3.89 

3.97 

3.99 

Time = 0.125 v= 0.2 T= 4.0 

0.5 1.838 X 10-1 4.58 -
0.25 5.155 X 10-2 10.61 3.57 

0.125 1.323 X 10-2 12.92 3.90 

0.0625 3.330 X 10-3 13.56 3.97 

Time = 0.125 v= 0.1 T= 4.0 

0.5 1.290 X 10-1 3.24 -

0.25 3.612 X 10-2 7.41 3.57 

0.125 9.269 X 10-3 8.98 3.90 

0.0625 2.332 X 10-3 9.42 3.97 
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Table 3.3 

Max Error in the Soliton Solution 

E(~t) = a+ b(~t)2 

Time = 1.0 v = 0.1 T = 1.0 

~8 a b a{2~8 ) 
a(~8 ) 

1.0 1.717 X 10-2 0.0142 -

0.5 4.417 X 10-3 0.0177 3.89 

0.25 1.112 X 10-3 0.0187 3.97 

0.125 2.785 X 10-4 0.0199 3.99 

Time = 0.125 v= 0.2 T= 4.0 

0.5 5.818 X 10-2 1.44 -
0.25 1.637 X 10-2 3.38 3.55 

0.125 4.203 X 10-3 4.12 3.89 

0.0625 1.058 X 10-3 4.34 3.97 

Time = 0.125 v= 0.1 T= 4.0 

0.5 2.886 X 10-2 0.72 -
0.25 8.085 X 10-3 1.66 3.57 

0.125 2.075 X 10-3 2.01 3.90 

0.0625 5.220 X 10-4 2.12 3.98 
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figure 3.17 
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Chapter 4: Self-Induction Plus Stretching for Superfiuid Helium 

In this chapter we present a brief introduction to superfluid Helium and to the two 

fluid model used to describe the fluid dynamics of the liquid. We then present a set of equa­

tions which approximate the evolution of a superfluid vortex. We present some properties of 

the evolution equation and some exact solutions of the equation. 

Helium becomes liquid at a temperature of 4.2· K under one atmosphere of pressure. 

Liquid Helium becomes superfluid at a temperature of 2.17· K. Above 2.17· K liquid Helium 

behaves like an ordinary fluid; below 2.170 K it exhibits extraordinary properties which an 

ordinary fluid does not. 

One of the many remarkable properties of the superfluid is that it can flow with no 

apparent viscosity; it can flow through small capillaries ( 10-4 cm) with no observable energy 

dissipation. Another property unique to superfluids is that the liquid responds to gradients in 

the chemical potential and not simply gradients in the pressure; thus both temperature and 

pressure drive the superfluid. An interesting consequence of this is the fact that heat does 

not diffuse through the fluid, but propagates through the fluid as a wave with a definite 

speed. 

The many remarkable properties of superfluid Helium led people to realize that the 

fluid was more than just a fluid with no viscosity. It was clear that a new fluid dynamics 

was necessary to describe this fluid. In 1941 Landau [28] developed such a theory; it is called 

the two fluid model. The motivation for the theory was the fact that experiments showed 

that part of the fluid flowed as if it carried no entropy. Thus Landau's idea was to introduce 

a second velocity field in order to describe the fluid. One velocity field describes that part of 

the fluid which carries entropy and the other field describes that part which carnes no 

entropy. These two velocity fields are usually denoted as 11" and 11.. The n subscript 

denotes the normal component and the 8 subscript denotes the superfluid component. The 

other information necessary for the development of the theory is the experimental observa-
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tion that the superfluid velocity V, is driven by a gradient in the chemical potential rather 

than simply by a gradient in the pressure [25]. These observations, along with the usual con-

servation laws, (mass, momentum, and energy) allow for the development of the two fluid 

model of superfluids. For an introduction to the two fluid model of superfluids see [26,29,34]. 

We follow closely the presentation given in Putterman [34]. 

4.1 The Two Fluid Equations 

We give a brief presentation of the two fluid model with no dissipation taken into 

account; that is, we present the two fluid equations which are analgous to the Euler equation. 

The first equation is obtained by requiring that mass be conserved. It is the same continuity 

equation as that obtained for an ordinary fluid: 

~ + ",.(pi!) = 0 . ( 4.1) 

In equation (4.1) p is the density of the fluid and i! is the real velocity of the fluid, that is 

the velocity giving the rate of particle motion. The second equation results from the require-

ment that entropy be conserved and that it be transported with velocity i!,.. We have 

(4.2) 

where s is the entropy per unit mass. The velocities i! and i!,. are independent; the first 

specifies the motion of the total mass and the second specifies the motion of the part of the 

mass carrying the entropy. Associated with this velocity i!,. , is the density of fluid p,. , mov-

ing with this velocity. From these quantities we define the corresponding quantities P8 and 

v, , associated with the superfluid component by requiring .that 

p = p,. + p, , 

and 

J == pi! = p,. v,. +p, v, . (4.3) 

The next equation IS a statement of the fact that the chemical potential drives the 

superfluid: 
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av. at + (v • . 'V')-v, = -'V'I-' , ( 4.4) 

where I-' is the chemical potential. In an ordinary material the chemical potential is related 

to the temperature T and pressure p by the expression: 

d I-' = .!.dp - 8dT . 
P 

The final equation is a statement of the conservation of momentum: 

a1 - + 'V'.p = o. at 

(4.5) 

(4.6) 

The momentum flux 1, is defined in equation (4.3). The stress tensor P, is defined in the 

same way as it is for an ordinary fluid. Taking into account the fact that we have two 

independent velocity fields, we have 

(P)ii = p b;i + P .. v .. ,; v",i + P. v.,; v.,j , 

where bii is the Kronecker delta. 

Equations (4.1), (4.2), (4.4), and (4.6) are the Landau two fluid equations. They are 

eight independent scalar equations for the eight independent quantities p, s, vn and V. 

w: ich describe the flow of the superfluid. We also need thermodynamic relations for deter-

mining P .. , p, and I-' in terms of the eight independent quantities. These thermodynamic 

quantities are not only functions of the entropy s , and density p, but also are functions of 

the quantity (v .. - V, )2. The quantity (v .. - v, f is chosen as an independent variable since 

it £~ a scalar which is invariant under rotations and Galilean transformations. It can be 

shown that the expression analagous to equation (4.5), but correct for superfluids takes the 

form: 

d I-' ' .!.dp - sdT - 1. P .. d (v - V )2 
P 2 p .. • . 

(4.7) 

We now make some simplifying assumptions about the two fluid equations in order to 

obtain a simpler set of equations. The first assumption that we make is that the quantity 

p8 / P.. is a constant. This assumption states that entropy per unit volume is proportional to 

the normal fluid density. Between the temperatures of 2.17· K and 1.7· K ps changes by 
P .. 
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less than 10 percent, whereas s changes by a factor of 4. Applying this assumption to equa.-

tion (4.2) implies: 

ap,. 
at + V'·(P,. v,. ) = 0 . (4.8) 

Equations (4.8) and (4.1) then imply that 

ap, at + V'·(P, v, ) = 0 . (4.9) 

Thus we have that each component of the superfluid satisfies its own continuity equation. If 

we use some basic calculus vector identities we obtain: 

(4.10) 

Note that the first term in parentheses on the right side of (4.10) is in the form of the con-

tinuity equation (4.1). Thus if we substitute equation (4.10) along with equations (4.8) and 

(4.9), into equation (4.6) we obtain: 

D,. V,. D, ~ 
Pta ---y)t" + P, -m + V'P = 0 , (4.11) 

D,. a D, a 
where Dt == at + u,. .V' and Dt = at + v. .V'. Substituting equation (4.4) into (4.11) 

we find: 

D,.V,. 
Pta --rn- = - V'P + P, V'I' . 

If we use equation (4.7) we find: 

D,. U,. Pta 1 P, Pta __ 
Pta -- = --V'P - P, 8 V'T - -2 -p-V'(V,. - u,)2 . 

Dt P 
(4.12) 

We also rewrite equation (4.4), substituting equation (4.7), as: 

D, ~ P, 1 P, Pta 2 
P, -m = --pV'P + P, 8 V'T + "2-

p
-V'(V,. - u,) . (4.13) 

Equations (4.8), (4.9), (4.12), and (4.13) are an alternate version of the two fluid equations, 

provided that p8 / Pta is constant. 
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If we generalize equations (4.8), (4.9), (4.12), and (4.13) to include dissipation, there are 

five dissipation coefficients in the linear theory. In most work the only coefficient which is 

explicitly included is the first viscosity coefficient '7, for the normal component. If we include 

this single dissipation term, then equations (4.12) and (4.13) can be rewritten as [19,36]: 

D, V, p, rt 
P. -m = --p\lP + p, S \IT -1'", , 

D" V" p" rt-+ 
p" -D = --\lP - p, S \IT + 1'", + '7Av" t p 

The term F JII is to be interpreted as being the mutual friction force per unit volume between 

the normal and superfluid components and it can include terms which cause dissipation. F". 

is the force exerted on the normal fluid by the superfluid. 

4.2 Quantized Vortices 

Another condition is put on the velocity v,; it is assumed that \I X V. = 0 almost 

everywhere in the fluid. The velocity V, is not curl free everywhere in the fluid. It was first 

postulated by Onsager [33], and later verified experimentally, that vortices occur in the 

superfluid. The circulation of the vOhices in the superfluid component is quantized: 

J v, ·dT = ~, n = 1,2,3, ... , 
c m 

where the integral is a line integral taken along a closed curve C, h is Planck's constant, 

and m is the mass of a helium atom. The constant h / m has a value of 9.967 X 1O-4cm2/s. 

The core diameter of these vortices h.as been inferred to be on the order of 1O-8cm. This 

points out another reason that equation (4.4) is chosen as it is: any velocity field which 

satisfies equation (4.4) satisfies the conditions necessary for Helmhotz' Theorem to hold [10]. 

The strength of the superfluid vortex is conserved as it evolves with the flow of the 

superfluid. 

Because of the presence of quantized vortices in superfluid helium, the force Fn, is 

interpretted as being a drag force exerted on the quantized vortices. In order to study this 

force expermentally, Hall and Vinen [20] performed an experiment on a sample of uniformly 
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rotating helium. In their experiment they assumed that the quantized vortices were straight 

and parallel to the axis of rotation of the superfluid. With this assumption we can calculate 

a vortex line density L 0, which gives the number of quantized vortices per unit area. If we 

consider a cylinder of radius r, rotating with an angular velocity w, then the circulation of 

the fluid just inside the cylinder is equal to 21rwr 2. Since each quantized vortex has circula-

tion equal to h / m , we find that there are 2wm / h quantized vortices per unit area, thus we 

have that L 0 = 2wm / h. If we assume that each vortex stretches the height of the cylinder, 

then L 0 also gives the line density, that is the total length of vortices present per unit 

volume. In performing the, experiment it is assumed that the total length of vortices present 

in the system is proportional to the angular rotation rate of the bulk fluid. We see that for a 

rotation rate of 1 radian per second Lo = 2 X 103cm-2• 

Under the conditions of their experiment, Hall and Vinen [21J found that Fn. could be 

expressed as: 

Fn. B~" Wx(WX{v. -vn)) _ B ::/n WX{v, -vn), (4.14) 

where Band B are constants determined from the experiment, and w is the angular vela-

city of the rotating liquid. Equation (4.14) is obtained by considering the quantized vortex 

to be a solid cylinder with a circulation about the cylinder equal to h / m. (It should be 

noted that this interpretation of, a vortex is not consistent with the fluid dynamics equa-

tions.) The cylinder is then assumed to be acted on by the Magnus force. The Magnus force 

per unit length F, is given by [10]: 

F = prDxt, (4.15) 

where D is the velocity of the fluid relative to the cylinder, p is the density of the fluid, r is 

the circulation around the cylinder, and t is a unit vector parallel to the axis of the cylinder. 

Equation (4.15) is only valid in two dimensions or for an infinitely long cylinder, but the 

result is often used in three dimensions. The Magnus force is then balanced by the drag 

force from the normal component of the superfluid, in order to obtain the final velocity of 
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the cylinder. The total velocity tit , of the cylinder is defined as: 

( 4.16) 

The term Vi is the velocity the vortex would have if no drag force were present and the term 

vIle , the non-conservative velocity, is the correction to the total velocity due to the drag on 

the vortex. The result is [38J: 

vIle = PIt B wX(v" _ v, - Vi ) - PIt B2 wX (WX(V" - v. - Vi») . 
2pw 2pw 

(4.17) 

In equations (4.14) and (4.17), v, and v" are interpreted to be spatial averages of the actual 

local velocities. 

In order to use equation (4.16) to obtain an equation which describes the motion of a 

quantized vortex, we must find an expression for Vi. Vi is the velocity of the vortex if it 

satisfies equation (4.4). If we assume that the superfluid is incompressible then from chapter 

one we know then that Vi is given by equation (1.2) evaluated at the location of the vortex. 

Rather than use equation (1.4), Schwarz [38] suggested using the self-iuduction approxima-

tion, equation (1.7). Thus it is assumed that: 

(4.18) 

where /3 is the constant given in equation (1.6), t denotes the tangent along the vortex and 

t' denotes the derivative of the tangent with respect to arclength measured along the vor-

tex. The ratio w/w is assumed to be equal to the tangent along the vortex. Combining equa-

tions (4.17) and (4.18) we find: 

vt = /3tXt' + atX(v" - v, - /3tXt' ) - a' tX (tX(v" - v. - /3tXt' )) , (4.19) 

where a and a' are the coefficients from (4.17). Following the approximation of Schwarz, 

we neglect the a' , since it is generally ten times smaller than a. For values of a and a' 

see [3]. We obtain: 

vt = /3tX t' + atx(v" - v,) + a/3t' . ( 4.20) 

At this point we wish to recapitulate and emphasize some important differences 

between superfluid vortices and ordinary fluid vortices. Throughout our discussion of the 
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two fluid equations we have emphasized the similarity between the equations describing the 

superfluid component and the Euler equation describing an isentropic fluid; in fact equation 

(4.5) is Euler's equation. The paradoxical fact is that vortices described by the same equa.-

tion behave so differently. Ordinary fluid vortices stretch and fold as they evolve in an 

Eulerian fluid in such a complicated manner that it is difficult to calculate their evolution for 

even short periods of time [7,8,9,42,43]. Superfluid vortices on the other hand, appear to 

remain relatively ordered. Although equation (4.20) causes the vortices to stretch, the equa-

tion smooths kinks rather than producing more of them. The fact then is that superfluid 

vortices are much better behaved than their ordinary fluid counterparts, and this can only be 

reconciled by concluding that much information is lacking from the two fluid equations. The 

quantum mechanics of the superfluid vortices cannot be ignored. 

4.3 The Model Equation 

We now end our discussion of the general fluid dynamics of superfluids and focus our 

attention on the application of eq1lation (4.20) to a particular flow situation. We wish to 

consider equation (4.20) for the case of uniform counterflow. This situation is approximately 

realized when superfluid helium flows through a small tube. For this case we assume that 

v" - V, is a constant. We denote this constant by: V" - v. = f3V'o. We also denote that 

Vi = a,.. jat , where'" is the position of a particle on the quantized vortex. Our result for 

the motion of the vortex is: 

ar ...... ,... ... 
- = txt + at XVo + at' , at (4.21) 

where we have redefined the time t in equation (4.21) in order to eliminate the constant /3. 

Equation (4.21) is identical to the one given by Schwarz [39]. 

We are interested in using equation (4.21) to model a system of turbulent superfluid 

vortices. We wish to give a dimensional argument due to Schwarz [39] based on (4.20) and 

(4.21) in order to determine the scaling of the line length density Loin terms of the magni-

/ 
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tude of Vo which we denote as '1 = / v 0 /. The line length density L 0 has units of inverse 

length squared, a is dimensionless, f3 has units of length squared per unit time, and '1 has 

units of inverse length. Thus we find that y is the only combination of f3 and '1 which has 

the same dimensions as the line length density L o. Thus from this argument we would con-

jecture 

Lo = e(a)y,. (4.22) 

where e(a) is a function of a. 

We now proceed to analyze equation (4.21). In the paragraph following equation (1.7) 

we discuss the choice of independent variable for equation (1.7); that discussion is valid for 

equation (4.21) as well. The partial derivative on the left side of equation (4.21) is taken 

with respect to a fixed particle on the vortex. Thus we consider T to be a function of time t 

and e, where e is a variable which labels the fluid particles located along the filament. 

Our approach to analyze equation (4.21) is to consider it as a perturbation of the self-

induction equation (1.7); thus we parallel as closely as possible the analysis given in chapter 

one for the self-induction equation. We wish to write equation (4.21) in terms of the tangent 

field; when doing this for equation (1.7), it is sufficient to differentiate with respect to 

arclength. The arclength of a vortex evolving according to equation (4.21) is not constant, 

however, and we must differentiate both sides of (4.21) with respect to e. We reintroduce 

the notation used in chapter one: 

r = aT(e,t) 
ae / 

a8 
g == r/ = ae ' 

1 
and h = -. 

g 

W · h h·· h a a aT' - aT It t IS notatIOn we note t at: a; = h ae ' since a; = t = h r = h ae. Differentiating 

the terms of equation (4.21), we obtain: 

&T a (- -, _ _ ) at = ae tXt + at XVo + at' ( 4.23) 

= g(txt" + at' XVo + at' , ) , 
where I ==a/a8. We note that equation (4.23) reduces to equation (1.8) for the case a = O. 
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Next we wish to investigate the local stretching of the vortex evolving according to 

(4.23). The local stretching is given by the function g. Multiplying the members of (4.23) 

byr, we see: 

g2.1. =r· or = ag(r.T' Xvo +r.T' , ) at at 

=ag211:(C.Vo-lI:) , 

where we have used equation (1.21). Thus we have: 

~~ =agll:(C.vo-lI:) 

the vortex stretches if II: < C ·vo and it contracts if II: > C ·vo. 

(4.24) 

If we note that or = g aT + rag, then using equations (4.23) and (4.24) we find: at at at 

at --to...... ...... -+ ~ -+ -=txt" +at' Xvo+at" -all:(b·vo-lI:)t. at 
. a a - ah aT azt . . ah 2 ag 

Smce Ft(h-ae t ) = at ae + h aeat' and smce at = -h at' we see that 

a .... ' _t_ = [tv xT' 'J' + aT' , XVo + aT' , , at 
- [all:(C·vo - II:)TJ' - all:(C·vo - II:)T' 

Multiplying the terms of (4.26) by T' ,we have that 

II: all: = T' . aT' 
at at 

= -2aIl:3(C·vo - 11:) - [T·T' xT' 'J' + aT' ·T' , , + aT' . T' , xv 0 . 

all:C aTxT' a .... ' -If we observe that -- = -..:....;..- = Tx_t_ + E.!..xT' fi d at at at at ,we n : 

all:C .... [.... -" J' - ( .... " ) .... -", Tt=tXtXt +atxt Xvo+atXt 

+ (TxT' , )xT' + a(T' Xvo)xT' + aT' , xT' - 3aIl:3(C·vo - 11:)6' , 

(4.25) 

( 4.26) 

(4.27) 

( 4.28) 

where we have used (4.25) and (4.26). Equations (4.27) and (4.28) are analagous to the 

Betchov equations presented in chapter one. 

In analogy to equation (1.9), we write down a formal expression, which allows us to 

obtain r(e,t) once we have found r(e,t): 
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e 
r(e,t) = r(O,O) + J v(O,1]) d 1] + J T(s-,t) d S-, (4.29) 

o 0 

where v(·,·) is defined by the right side of equation (4.21). In order to show that r as 

defined by equation (4.29) satisfies equation (4.21) we differentiate equation (4.29) to obtain: 

ar e or 
-a = v(O,t) + J -a ds­
tot 

e 
= v(O,t) + J (txt" + Cit' Xvo + Cit' , ) 9 d s­

o 
e 

= v(O,t) + J (txt" + Cit' Xvo + Cit' , ) ds 
o 

= v(O,t) + v(e,t) - v(O,t) = v(e,t) , 

where we have used equation (4.23). We use equation (4.29) as our basis for determining r 

after we have solved equation (4.23) to determine r. 

4.4 Exact Solutions of the Model Equation 

We now look for particular solutions of equation (4.23). We examine the class of solu-

tions which can be described by circles. We note that solutions which are circles satisfy the 

following differential equation: 

T" = -tert . 

If we substitute equation (4.30) into (4.27) we obtain: 

ate 2(- -. 3 2 .,.. 
- = -2Cite b ·vo - te) - Cite + Cite (b ·vo) at 

= -Cite2(b·iTo) + Cite3 , 

(4.30) 

(4.31) 

where we have used equation (1.21). If we substitute equation (4.30) into (4.28) we find: 

ateb 2 2-+ .,.. 3-+ .,.. ----at = Cite Vo + Cite b (b ·Vo) - 2Cite b - 3Cite2b (bv ·vo - te) ( 4.32) 

= Cite2VO - 2Cite2b(b·vo) + Cite 3b . 

Multiplying the members of (4.32) by ito we obtain: 

ab·vo -. 
-- = Cite2 1 it 12 - Cite2(b ·iT )2 at 0 0 , ( 4.33) 

where we have used equation (4.31) to eliminate some of the terms from equation (4.32). If 
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we note that for circles of radius r, It = l/r, we rewrite (4.31) and (4.33) as: 

1 d 1 Vo 1 r 1 
---=----~..:.....:..- = cosO - ---
a 1 Vo 12 dt 1 Vo 1 r 

( 4.34) 

and 

1 d cosO ----
a 1 Vo 12 dt 

( 4.35) 

Vo 
where cosO = r· Thus we have shown that vortices in the shape of circles satisfy 

1 Vo 1 

equation (4.23). The evolution of the radius and binormal of the circles are given by equa-

tions (4.34) and (4.35). 

Equation (4.35) has stationary solutions at cosO = +1. The point cosO = -1 is an 

unstable equilibrium point while the point cosO = 1 is a stable equilibrium point; all circular 

solutions tend to align their binormal with vo. We solve (4.34) and (4.35) explicitly for the 

points cosO = ~1. We find for the point cosO = 1: 

r - r 0 + In --- = t , 
( 

r - 1 ) 
ro - 1 

where r 0 is the initial value of r , and r and t have been redefined so that r 1 vol becomes 

r and a 1 Vo 1 2t becomes t. For r 0 < 1, r decreases to zero in a finite time to, where 

to = -In( 1 - r 0) - r 0 . 

For ro > l,r increases unboundedly. For the case cosO = -1, we find: 

-( r - r 0) + In = t 
( 

r + 1 ) 
ro + 1 

r goes to zero in time to for all r 0, where 

to = r 0 - In( 1 + r 0) . 

If we consider the solutions of (4.34) and (4.35) as a function of the initial conditions, 

cosOo and r 0, we find that if we fix cosOo for small r 0, r goes to zero in a finite time; for large 

ro, r increases unboundedly. The radius, at which the solution stops decaying to zero, 

increases as cosOo decreases, until at cosOo = -1 all solutions go to zero in a finite time. 
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Figures 4.1, 4.2, 4.3, and 4.4 show the radius as a function of time for fixed values of 

coseo. The cose given in the captions of these four figures is the initial value cos eo; it should 

be emphasized that cosO is also varying along the pictured curves, except for the coseo = ~ 1 

cases. Figures 4.5 and 4.6 show cose as a function of time for a given fixed initial radius r o. 

Once again we emphasize that the radius is not fixed in figures 4.5 and 4.6. 

We know of no exact solutions of equation 4.28 other than the solutions presented 

above. 
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figure 4.3 
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figure 4.4 Radius vs Time 
At Time = 0.0 cos e = -1.0 
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figure 4.6 cos(8) vs Time 
At Time = 0.0 Radius = 3.00 
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Chapter 5: Numerical Methods That Account for Stretching 

In this chapter we present a finite difference scheme for solving equation 5.1: 

aT = g(txt" + Ott' Xu + Ott' , ) at 0, 
(5.1) 

where' == :s is the derivative with respect to arclength. We present the scheme as a per-

turbation of the method used for the self-induction equation. We then discuss the stability 

of the scheme and a method for solving the finite difference equations. We then introduce a 

nonlocal interaction which consists of reconnecting vortices which cross one another. We dis-

cuss the use of the nonlocal interaction in conjunction with equation (5.1) to model tur-

bulence in superfluid helium. We then discuss a numerical inaccuracy which is present in the 

method if the spatial step is chosen too large. Finally we discuss some details of the imple-

mentation of the reconnection interaction. 

5.1 The Finite Difference Equations 

While developing the method for solving equation (5.1), we keep in mind the results 

obtained in the first three chapters for solving the self-induction equation (1.8). We view 

equation (5.1) as a perturbation of equation (1.8); equation (5.1) reduces to (1.8) when Ot = o. 

We begin by presenting a stable method for solving the self-induction part of equation (5.1) 

which accommodates stretching of the vortex. Once the self-induction part of the scheme is 

presented, we add the other terms present in equation (5.1). We solve only equation (5.1), 

however, other terms than those present could be added, for instance those terms omitted 

from equation (4.19), or a non-uniform flow field specified. 

We wish to write all of the terms on the right side of equation (5.1) in terms of the 

a a 
variable c. Using the definitions given in chapters one and four that' = - = h- we .. as ae' 

find: 

(5.2) 

89 
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thus we rewrite (5.1) as: 

(5.3) 

Equation (5.2) leads us to use a second order finite difference formula for approximating 

W . d ( dW) e approxImate dx U dx by: 

~ ( U ~: ) = Ao( u Aow ) + 0 (Ax 2) , (5.4) 

where Ao is the central difference operator defined by: 

1 == 2Ax(Wi+1 - Wi-I), 

where Ax is the grid spacing and wi = W (j Ax). We expand equation (5.4) and find: 

Ao(u Aow) = _1_2 (Ui+IWi+2 - Wi(Ui~1 + Ui-I) + Ui-1Wi-2) . (5.5) 
4Ax 

We want to apply equation (5.5) to the self-induction equation, which from equation (5.3) is: 

or -+ a ( aT) at = t X ae h ae (5.6) 

If we approximate equation (5.6) by (5.5), we obtain: 

(5.7) 

where equation (5.7) is valid to second order in Ae. Recall that a vortex evolving according 

to the self-ir.duction equation does not stretch; this is one of the three properties which is 

preserved by solutions of equation (3.1). We want to approximate equation (5.7) by a finite 

difference equation which also preserves the arclength conservation property. We see this 

can be accomplished by using the same second order Crank-Nicholson method used to discre-

tize time in equation (2.2); the resultant finite difference equation is: 

T}' +1 - T}' = 4~~ h/ri x ( hi +lhi +2Ti +2 + hi -lhi -2Ti -2) , 

where we define T}' = T(j Ae,n At), Ti = ~ (T}' + T}' +1) and hi = 1 
2 I Ti I 

(5.8) 

If we multi-
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ply the members of equation 5.9 by Ti' we see: 

! tr}' +1 + T}')'(T}' +1 _ Tn = ! ( 1 T}' +1 12 - 1 T}' 1 2) = 0 . (5.9) 

Equation (5.9) implies that the method is Hoo stable, as defined in equation (2.61). 

Solutions of equation (5.8) also have the property: 

i=N i=N 
E T}'+l = E T}'. (5.10) 
i=1 i=1 

If we sum the terms of equation (5.8) we find: 

it
N

(T}'+I_ T}') = 6.t2 (h2hlhOT2XTO+ hlh Oh_1TIXT_l 
i=1 46.e 

+ hN hN+lhN+2 TN XTN+2 + hN_lhN hN+l TN_IXTN+l) = 0, 

where we have assumed Ti = Ti +N' Thus we have a generalized scheme for solving the 

self-induction equation, which has two invariants and is stable in the Hoo norm. 

We use equation (5.8) as a basis for solving equations which are perturbations of the 

self-induction equation when the perturbation terms cause the vortex filament to stretch. As 

an example, we write down the following finite difference scheme for solving equation (5.3): 

T}'+l -T}' = 6.t2 hiTi X (hi+lhi+2Ti+2 + hi-Ihi-2Ti-2) 
46.e 

+ Cl' 2~~ (hi+1Ti+1 - hi-1Ti-1) Xvo 

+ Cl' 4~~2 (hi +lhi +2Ti +2 - (hi+l + hi-dhiTi + hi-Ihi-2Ti-2) " 

(5.11) 

where we have used the central difference operator and equation (5.5). We note that solu-

tions of equation (5.11) satisfy equation (5.10). 

Once we have found the solution to equation (5.11), in order to find the position of the 

approximation points, we carry out the integrations numerically in equation (4.29) in order 

to obtain an approximation for r(j 6.e,n +l6.t), which we denote r}'+I. We obtain: 

r,-" +l = 1'00 + 6.t mE" v;;' + ~e iEi tr;'~.il + Ti" +1) . 
m=1 i=1 

We define vI" as: 
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(5.12) 

T'!' + T'!'+l 1 
where T,· =' , h· = and t == h,· T,·. With these definitions the method 

2 " - I Tj I ' 

is formally second order in space and time. 

We wish to discuss the implementation of equation (5.11) and the choice of the param-

eter e. As briefly discussed in chapter 4, e is a parameter which labels the particles along the 

vortex. The vector T}' approximates the tangent to the vortex at the j ~e position on the 

vortex .. We need to know the position r, of the point j 6.e on the vortex; from equation 

(4.10), given the position of a particle on the vortex, we can find the position of any other 

e 
point on the vortex: r(j 6.e) = r(O) + J Td e. If we use the trapezoidal method to approxi­

o 

mate the integral, we find r(j 6.e) == r(O) + 6.e ifftTi_l + Ti); in this method the vortex 
2 i=l 

curve is approximated by placing the vectors T}' end to end, and the i 6.e particle on the 

vortex is located at the center of the vector T;". A convenient choice for e is to take e to be 

the arclength along the curve initially. With the choice of e as the initial arclength, we have 

that I TJ I = 1 for all i , and the approximation points are evenly spaced along the vortex 

initially. As the vortex evolves, the vectors T1' stretch and contract. If I T1' I becomes large, 

the spacing of the approximation points also becomes large. At some point it becomes rea-

sonable to introduce more approximation points, so that the spacing of the points remains 

relatively constant throughout the calculation. There are a number of ways of introducing 

more approximation points, for instance see Greengard [16] and Anderson and Greengard [1]; 

we choose a method due to Chorin [8] for spacing the points as explained below. 

If a vector Tl is greater than a certain length I ~&X , we divide the vector in half and 

track the two vectors individually. The vector T}' is replaced by two vectors "1'-1/2 and 

",\1/2, where "J' = ZTJ'-1/2 = ZT}'+1/2' This process of replacing a vector by two vectors 

corresponds to a local redefinition of the parameter e. We let ( = e except at the j -th 
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vector where we set ~ = 2e, and as a result the old approximation is equal to the new, 

h . h h or 1 or r 
except at t e l-t vector were o~ = 2"ae = 2" If we then let tl.~ = tl.e, we find 

that we have two consecutive vectors equal to r/2 where we previously had one equal to r. 

At any time step n , the curve can be reparametrized and the reparametrization is valid, for 

fixed tl.€, provided that tl.r; = tl.eT}', where tl.~. is the difference in positions between the 

i-I and j particles on the vortex. 

The technical redefinition of e is more confusing than the actual application. In the 

numerical application, if the magnitude of the vector rt is greater than {~ax , the vector is 

simply replaced by two vectors which are equal to half the original vector. It may also hap-

pen that I rt I becomes small; in this case we replace the vectors rt and rt+l> by the vector 

rt + r]'+I' In order to maintain an approximation in which the physical spacing of the 

approximation points doesn't become too large or too small, we place the following con-

straint on thl..' lengths of r}': 

(5.13) 

In order to maintain condition (5.13), after' each time step we redefine the vectors which do 

not satisfy this condition as described above. Some care should be taken when chosing the 

values of I ~iD and {~ax so that they are self consistent. A sufficient condition is that 

5.2 Stability 

We now discuss the stablility of equation (5.11). We can not prove rigorously that 

equation (5.11) is stable, but give a plausible argument supprted by numerical experiments. 

If we multiply the members of (5.11) by hjr;, we find: 

h (I ,,+11 2 1 "12) atl.t --+ --+ --+ ; rj - r; = 2{tl.€) t; ·{tj +l - tj_I)XUo (5.14) 

a tl. t ( --+ --+ --+ --+ ) + 4{tl.€)2 hj+l{tj ·tj+2 - 1) + hj-l(tj ·tj _2 - 1) , 

where we define tj == hjrj. Since 1 tj 1 = 1, the second term on the right side of (5.14) is 
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negative, and therefore we have: 

h· Ir!,+1 12 < h· Ir!' 12 + _a_~_t....;.l_v_o-,-1 
1 1 - 1 1 Ae' (5.15) 

where we have used the triangle inequality. From the definition of hi, we know that it is 

strictly positive and furthermore if I r}' +1 I ~ I ~ax we obtain the lower bound on hi : 

2 
hi 2: 0 1 

(l max + 1 max ) 

We divide the members of (5.15) by hi and take the maximum of the resultant inequality 

over j to obtain: 

(I 1 )2 < (10 )2 + aAt I Vo I (I ~ax + 1 ~ax ) 
max - max 2Ae (5.16) 

Dividing the members of inequality (5.16) by (I r:.ax + 1 ~ax ), we find 

1 0 aAt I vol 
1 max ~ 1 max + 2~e . (5.17) 

As we discuss above, in order to maintain inequality (5.13) after each time step if a vector 

becomes too large we divide it in half; in order that the redefined vectors satisfy (5.13) we 

require: 

1 r:.ax < 21 ~ax 
Combining inequalities (5.17) and (5.18) we find: 

< 1 ~ax . 

If inequality (5.19) is satisfied, then I rt +1 I < 21::ax and hi > + for all j . 
21 max 

(5.18) 

(5.19) 

In order to further investigate the stability of (5.11), we sum the terms of equation 

(5.14) over the index j. Since the second term on the right side of (5.14) is non-positive, we 

find 

i=N I ,,+1 12 i~ I" 12 a~t i~ -+ -+ -+ -+ E hi ri ~ .LI hi rj + 2~J: vo' !-J (t j xtj +1 + t j _1xtj ). 
j=1 1-1 ... 1=1 

(5.20) 

We consider periodic solutions and Slnce solutions of (5.11) satisfy equation (5.10) the r,'! 

form closed polygon curves. The triple product on the right side of (5.20) is unchanged -if we 
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replace the tangent vectors in this sum by the projection of the tangent vectors onto the 

plane perpendicular to vo. Thus we consider the two dimensional closed curve which results 

by projecting the tangents onto the plane perpendicular to vo. 

L + 
For closed curves in two dimensions J 1\:(8 ) d8 

o 
21Tm , m = 1,2,3, ... , where L 

dO 
is the length of the curve. In two dimensions the curvature can be interpretted as -

ds ' 

where () is the angle between the tangent and any fixed vector. The sum of the cross pro-

ducts in (5.20) can be interpretted in a similar way. For the N -sided polygon which results 

from projecting the tangent vectors onto the plane perpendicular to 'if 0 we have 

i-N E ()i = ~21Tm, where ()i is the angle between the j and j -1 sides. Since I tj I = 1 we 
i=1 

have 

l 'if/~ e;.-lxt;·I!S I Vo I if I sin()i I !S I va I if' I ()i I 
J -I . i-I i=1 

(5.21) 

i=N 
If tj is approximating a smooth curve, then E I ()i I is bounded, but not necessarily equal 

i=1 

to a multiple of 21T. Because of numerical results and because of the analytic results for cir-

des, we conjecture, however, that this sum is actually decreasing and that eventually all of 

the () i become positive. If all of the () i are positive, then we have: 

i=N 
~ I ()il = 21Tm , m = 1,2,3, .... The r.esult of this argument is that we assume 
j=1 

j=N 
~ I()j I !S Co, 
j=1 

for all nand N. Substituting (5.21) and (5.22) into inequality (5.20) we obtain': 

i-N i=N 
.6.e ~ hi Ir}'+! 12!S .6.e ~ hj Ir}' 12 + a.6.t I Va I Co. 

i~1 i=1 

Recalling the definition of hi' we find 

(5.22) 

(5.23) 

( I r}' +1 I + I r}' I ) ( I r}' +1 I - I r}' I ) 
I r}' +1 I - I r}' I < ~----:---:-:-i-~-----~ 

I r}':tl + r}' I (5.24) 
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= h~' ( I r}' +1 I 2 _ I r}' I 2) . 
Combining inequalities (5.23) and (5.24) we obtain the result: 

j=N 

ae E 
j=1 

j=N a I Vo 100 Ir}'+II::sae E Ir}'1 + 2 At. 
j=1 

(5.25) 

Inequality (5.25) implies 

j=N 

ae E 
j=1 

j=N a I v 10 
I r}' I ::s ae E I rJ I + ; 0 n At , 

j=1 

(5.26) 

and thus the method is stable in the Ll norm, defined as: 

j-N 

I r}' I 1 = ae E I r}' I . 

It should be noted that inequality (5.26) is valid when we redefine r}' after each time so as to 

satisfy (5.13) provided that the redefined vectors conserve or decrease the Ll norm. The sim-

pIe method which we outline above for redefining r}' satisfies this requirement and thus 

satisfies (5.26). 

We discuss further practical restrictions on at and Ae related to the solvability and 

accuracy of equation (5.11). 

In practice we solve equation (5.11) by the method given in equation (2.14) for solving 

equation (2.2). We briefly review the method. If we are given finite difference equations of 

the form, 

r!,+I- r '.'=At /(r'.'+17'.') 
1 1 1 ' 1 ' 

(5.27) 

we form the sequence r}' +1, where we define the sequence iteratively as 

r~ +1 - .or = at / t;;t~r'.') 
1 1 \'1'1 . 

For at small enough the sequence converges to a solution of (5.27). We employ this method 

for solving equations (5.11); we find that a sufficient condition for the sequence to converge 

15: 

At 1 
(Ae)2 < 4 (5.28) 

This is the condition that guarantees convergence of the sequence defined in equation (2.14). 
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We find condition (5.28) to be sufficient provided we require: 

0.5:5 I r}' I :5 v'2 . 

Inequality (5.19) puts another constraint on IH and .::le; however, in the limit .::le -+ 0, 

(5.28) implies (5.19). Furthermore we find that for the range of parameters that we consider, 

(5.19) is satisfied provided (5.28) is satisfied. There is a more severe restriction, however, 

which must be placed on .::le. In order to understand this restriction we must discuss in more 

detail the system we are modeling and the mathematical model we are solving. 

5.3 The Reconnection Ansatz 

We wish to investigate homogeneous turbulence in superfluid helium. It is conjectured 

that turbulence in the superfluid is caused by the creation of superfluid vortex tangles. [13] 

We study systems of vortices evolving according to equation (4.23). The problem with using 

(4.23) to study systems of vortices is that two vortices will never interact with each other, 

since equation (4.23) contains terms which only depend on the local geometry of the vortex 

curve. Feynman [13] suggested a heuristic method for interacting the vortices and Schwarz 

[39] introduced this method into his numerical algorithm. The algorithm Schwarz introduced 

is that if two vortices cross each other as they are moving through the fluid, then they 

should be redefined by reconnecting them as shown in figure 5.1. We shall refer to this 

interaction as the reconnection ansatz. It should be noted that there is no ambiguity in the 

redefined vortices since the vortices have a direction associated with them by the direction of 

the vorticity. In our model of the evolution of superfluid vortices we move the vortices 

through the fluid according to equation (4.23) and reconnect crossing vortices via the recon­

nection ansatz. This approximation is in marked contrast to that required for turbulent vor­

tices in an ordinary fluid where non-local interactions cannot be ignored and dominate the 

local effects. From equation (4.24) we see that the filaments contract near the reconnection 

point, in marked contrast to the folding and stretching which occurs near a kink in an ordi­

nary vortex [8]. 
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We developed equation (4.23) in order to model the evolution of the vortices under the 

influence of a uniform background flow field. Experimentally it is observed that the tur-

bulent state is a function of the magnitude of the background flow velocity. In flow through 

a tube there is a critical velocity, below which the system is not turbulent and above which 

it is turbulent. Thus numerically we would like to study the properties of the vortices as we 

vary the magnitude of Va. We fix the initial conditions and follow the evolution of the vor-

tex system for different values of I VA I. In particular we increase the magnitude of Va and 

try to observe some characteristic change in the system. 

The most obvious approach is to use equation (5.11) by fixing iltand ile so that con-

ditions (5.19) and (5.28) are satisfied and then to let I Uo I vary. For instance if we pick 

l::!.t = 0.0001 and .tt.e = 0.02 and fix a :5 1.0, we find (5.19) is satisfied if I VA I < 566 , 

and ill /(ile)2 = 0.25. 

The reconnection ansatz causes discontinuities in the tangent field which locally look 

like the self-similar initial conditions given in equation (1.63). If we recall equation (4.24), 

we ~ ee that the vortex should contra.ct in this region of high curvature, provided I\: > b ·va. 

The vortex evolves so as to reduce the curvature locally. In order to capture this local 

decrease in the arclength of the vortex numerically we must pick .tt.e small enough so as to 

accurately determine this large value of the curvature. Looking at the exact circular solu-

tion~ given by equations (4.34) and (4.35), we see that all circular solutions decay away in 

finite time provided that r I Va I < 1. This suggests that we should measure arclength 

1 
along the vortex in units of -..;;;...-; that is we let "8 = '"f8 , where '"f = I Uo I. In terms of 

I VA I 

this new arclength "8 , which we will presently denote in the same way as the old arclength, 

we find that equation (4.23) becomes: 

1 aT (- - _ Va --+) _.2 at = g txt" + at' X + at' I . 

'1 I Va I 
(5.29) 

If we redefine our time t, then equations (4.23) and (5.29) are identical except for the fact 
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that varying the magnitude of Vo produces no change in equation (5.29). Varying the magni-

tude of Vo in equation (5.29) changes the size of the system, but not the equation governing 

the evolution of the system. For instance if we consider the evolution of a system of 

filaments inside of a unit cube using equation (4.23) and carry out calculations for several 

different values of "(; the same calculations carried out using equation (5.29) correspond to 

considering the evolution of a system of filaments inside of a cube whose sides have a length 

Clearly equation (5.11) can be used to approximate either equation (4.23) or equation 

(5.29); however, keeping at and ae fixed and varying "( has different meanings in the two 

cases. Picking ae small enough to approximate the large curvatures introduced by the 

reconnection ansatz means that ae should be much less than one when approximating (5.29); 

whereas the same restriction when applied to approximating equation (4.23) implies that ae 

be much less than 1/,,(. If we approximate (4.23) with fixed ae and increase ,,(, we see that 

eventually our approximation is not fine enough to capture the correct evolution of the 

singularities introduced by the reconnection ansatz. If we use equation (4.23) we must scale 

ae so that ,,(ae ::; 0.5, as is shown in the next chapter. In the next chapter we show the 

results of using these two methods and display the inaccuracy which results when our 

approximation becomes too coarse. We use both equations (4.23) and (5.29) in chapter six; 

we could use equation (4.23) throughout and just scale ae properly; however, we use (5.29) 

to emphasis the fact that ae should be measured in units of 1... 
"( 

We obtain an approximate condition for determining the restriction on ae. We require 

that the calculated curvature must be able to be larger than "(; thus we see: 

hi 1- - 1 2ae ti +1 - ti -1 > "( 
If we assume that hi < 1 we obtain the following result: 
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We see in chapter six that the actual restriction is more severe. We find that the condition 

/~e < 0.5 is sufficient, whereas /~e < 0.8 is not sufficient for a stable approximation. 

We now discuss the implementation of the reconnection ansatz. Since we approximate 

the position of the vortices at discrete time intervals, there is no simple way to decide 

exactly when two vortices cross each other. We assume that vortices cross if two points 

come within a distance ~e, provided that the points are not adjacent approximation points 

on the same vortex. It often occurs that if one pair of points satisfies the crossing condition, 

then other pairs of points near the first pair will also satisfy the requirement. If the pairs of 

possible reconnection points are neighbors it is not reasonable to reconnect all of them; of the 

possible pairs, we reconnect the pair which is the smallest distance apart. It may occur that 

a vortex intersects with another vortex in more than one location and thus we must allow 

some mechanism for deciding when two reconnection pairs are distinct. In order to make the 

distinction between neighboring reconnection pairs, we say two pairs are not neighbors if 

they are separated by a distance greater than or equal to 6~e. We choose a distance of 6ile 

since this guarantees that the smalle.t vortex in the system has at least 5 approximation 

points on it; if a vortex contains fewer points the finite difference equations are no longer 

applicable. For the same reason, in order for two points on the same vortex to cross we 

require that the j indices differ by at least six. 

We do not check for crossings at each time step. If we were to check for crossings at 

each time step then certain pairs would reconnect at two consecutive time steps and the 

same vortex structure as was originally present would occur. In order to reduce the number 

of pairs which reconnect at consecutive crossings, we only check for crossings on a certain 

fraction of the time steps. Looking at equation (5.12), we see that approximately the max-

imum distance d max a point can move in one time step is given by: 

d max = ~; + (X,ilt + :~t , (5.30) 

where we recall that / = I Vo I. We assume that condition (5.28) is satisfied and define: 
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(5.31) 

Substituting (5.31) into (5.30) we obtain: 

d max = >.~e( 1 + 0(1 + ')'~e)) 
If we allow a maximum displacement oC ~e beCore we check Cor crossings, we determine that 

we only need check Cor crossings every >'(1 + 0(1 + ')'~e)) Craction oC the time. Usually we 

pick >.::::::; 1/4 and thus we check Cor crossings every second to every Courth time step, 

depending on the value oC o. The estimate in equation (5.30) is quite conservative for 

smooth curves, and thereCore it is unlikely that crossings are missed unless the points have 

just been reconnected; numerical experiments veriCy this assertion. 
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Before the reconnection 

After the reconnection 

Figure 5.1 



Chapter 6: Numerical Results for Superfiuid Helium 

In this chapter we discuss the accuracy of the finite difference equation (5.11) when it is 

used together with the reconnection ansatz introduced in chapter 5. We find that in order 

for the approximate solutions to be close to the exact solutions, the condition 

I vol A.s ~ 0.5 (6.1) 

must be satisfied. We wish to determine the line density of vortex filaments as a function of 

'1, where '1 = I Vo I is the magnitude of the counterflow velocity introduced in chapter four. 

Following the numerical experiments of Schwarz [39]' we solve for the evolution of a system 

of superfluid vortices and find that the total length of the vortices present in the system 

reaches an equilibrium value independent of the initial conditions provided that the initial 

conditions are sufficiently "turbulent". Contrary to Schwarz' conclusions, we find that the 

turbulence produced is not homogeneous. Furthermore if we carry out the calculations using 

values of A.s for which the accuracy criteria (6.1) is not satisfied, we find that the system of 

vortices (I) produces homogeneous turbulence and (2) produces the same equilibrium values 

of vortex line density as those given by Schwarz [39]. We conclude that the model equation 

we use does not accurately model homogeneous turbulence in superfluid helium. 

It is difficult to exhibit the accuracy of equation (5.11) numerically because of the lack 

of exact solutions of equation (4.21). The only exact solutions we have are given by equa­

tions (4.34) and (4.35). These solutions are circular vortices whose radius and binormal are 

functions of time. We check our approximate solutions obtained with (5.11) and find that 

they do converge to the exact solutions given by equations (4.34) and (4.35). This conver­

gence check is important in verifying that the constants in equation (5.11) are correct, but 

the solutions given by circles are of a very special nature and may not be indicative of the 

performance of the scheme in general. Therefore we apply additional tests in order to check 

the accuracy of our approximate solutions. 

We can be confident of the self-induction part of equation (5.11) because of the numeri-

103 
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cal convergence which is demonstrated in chapter 3 for the self-similar solution as well as for 

the soliton solutions. And if our initial curve is smooth and our approximation is fine enough 

the circle solutions indicate that equation (5.11) gives a good approximation to (4.21). We 

must, however, look at initial conditions which have a discontinuity in the tangent field to 

see how small we must pick ~8 in order to adequately resolve the features of solutions of 

(4.21) for vortex filaments which are not smooth initially. 

We choose for initial conditions the vortex filaments pictured in figure 6.1. We allow 

the filaments to evolve according to (5.11) and allow one reconnection when the curves are 

appropriately spaced. We then follow the evolution of the filament up to time t = 1.0. In 

figures 6.2 through 6.5 we show the results for different values of ~8. Recall that 

""( = I vol, is the magnitude of the counter flow velocity, and a is defined in equation 

(5.11). ~t is chosen so that ~t2 < 0.125. Figures 6.2 through 6.5 show projections of the 
~8 

~lament onto the 11 -z and x -z planes at time t = 1.0 We see that there is a drastic 

change in the filament for ~8 < 0.1. For ~8 $ 0.05 the solutions appear to converge, and 

for ~8 > 0.05 the filaments are drastically different from the convergent result; not even the 

number of loops present in the 11 -z projection is the same. 

In order to further look at the convergence of (5.11) for the given initial conditions, at 

each time step we calculate the total length of the filament and a quantity we call the total 

energy E, which we define as 

E = J K,2 d8 , (6.2) 

where K, is the curvature and 8 is the arclength and the integral is taken along the filament. 

The energy as defined by 6.2 is not directly related to the physical energy of the filament, 

but is simply a convenient name. 

It is convenient to monitor a singularity by monitoring the energy since the energy is 

infinite for a filament with a discontinuity in its tangent field. In figures 6.6 through 6.10 we 

show the length and energy as a function of time for the same values of ~8 as used in 
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figures 6.2 through 6.5. We see that the length is close to the converged result provided 

as :5 0.05. The energy, however, has not come close to the converged result until 

as :5 0.02. The plots of energy versus time in figures 6.9 and 6.10 are similar; one 

difference between the two, however, is that the energy in figure 6.10 is monotonically 

decreasing, whereas the energy in figure 6.9 increases in the time interval from 0.04 to 0.08. 

We note that in figure 6.9, "(as = 0.8, whereas in figure 6.10 "(as = 0.4. From the plots 

of length versus time we would estimate that the results are accurate provided "(as :5 2.0; if 

we consider the plots of energy versus time we would say that we must require "(as :5 0.8; 

and if we were very astute observers we may even suspect that the differences between 

figures 6.9 and 6.10 were indications of non-convergence and require "(as :5 0.4. Since we 

are primarily interested in the length of the vortex filaments, we feel justified in choosing the 

restriction ,,(As :5 0.8 as sufficient for calculating the lengths of vortex filaments. (We shall 

see shortly this is insufficient.) 

We now perform numerical experiments following the work of Schwarz [39]' in which 

we wish to calculate the equilibrium line density for a tangle of superfluid helium vortices as 

a function of ,,(, the magnitude of the velocity Va. We impose periodic boundary conditions 

and consider a cube whose sides are of length one. Throughout this chapter we use several 

different initial conditions. We calculate the evolution of the system of vortex filaments 

which results Crom a given initial condition and at each time step we c-alculate the total 

length and energy of the system. We say that a system has equilibrated when the total line 

length begins to oscillate about some average value. We find that the system eventually 

comes to an dynamic equilibrium Cor certain initial conditions and for other initial conditions 

the system decays to a state which contains no interacting vortex filaments. In figure 6.11 

we show the length of the vortex filaments and the energy of the filaments as a Cunction of 

time for a system which has reach equilibrium. 

From the length versus time data shown in figure 6.11 we wish to calculate the time 
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average value of the length. Since we carry out the calculation in a unit cube this average 

number also gives us the average line length density per unit volume. When we calculate 

the average line density we do not calculate the average over the whole time interval of the 

calculation, but we begin to calculate the average after the system has reached equilibrium. 

For example in figure 6.11 we calculate the average over the interval from t = 0.5 to 

t = 2.4. We do not have a definite method for determining when the system has equili­

brated, but we generally try to pick the equilibrium point consistently from experiment to 

experiment. 

The choice of parameters for our first experiments is motivated by the results of the 

calculations summarized in figures 6.6 through 6.10. We choose a8 = 0.02, at = 0.0001, 

Q = 0.01. The initial conditions consist of four circular vortex filaments. We fix all of the 

parameters except for 'Y; we calculate the average line length density for several different 

values of gamma and plot the results in figure 6.12. The first plot in figure 6.12 shows the 

average length versus gamma and the second plot shows the average length divided by 

gamma versus gamma. Schwarz [39] argues that if the system of filaments is representative 

of homogeneous turbulence, the average length should be proportional to gamma squared 

and thus the second plot should be linear. (See equation (4.22) and the discussion immedi­

ately preceding it.) 

For 'Y = 20.0 no dynamic equilibrium state was reached; the system decayed to a state 

consisting of two parallel vortex filaments; this fact led us to use initial conditions which 

were "more turbulent" so we could determine if an equilibrium state were possible for 

'Y ~ 20.0. For the second initial conditions we use the state obtained from the original ini­

tial conditions with 'Y = 45.0 and time t = 0.8; the system is filled by a vortex tangle ini­

tially. 

In the first plot of figure 6.13 we show the average line length versus 'Y. The data 

points represented by squares are calculated from the first initial conditions and the data 
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points represented by octagons are calculated from the second initial conditions. The first 

plot shows two things: (1) that an equilibrium state is possible for most values of" provided 

the initial conditions are sufficiently "turbulent" and (2) that the line length density is 

independent of initial conditions. It is difficult to say when initial conditions are "turbulent" 

enough, but care must be taken when one draws conclusions about the existence of an equili­

brium state based on calculations of only a single initial condition. Based on the calculations 

from the first initial condition, we would conclude that a critical velocity exists below which 

no dynamic equilibrium is possible. 

In the second plot of figure 6.13 we plot the length divided by , versus ,. The main 

feature of this plot is the fact that the values of the points for which , ~ 25.0 are roughly 

constant or even decrease slightly as , increases, while the values of the points for which 

, > 25.0 increase linearly as ,increrases. Also a noticeable jump occurs between the point 

at , = 25.0 and the point at , = 30.0. The jump is the first indication that the calculations 

are inaccurate if ,fl.8 > 0.5. 

In order to verify that the jump occuring in figure 6.13 is due to an inaccuracy we must 

calculate the line densities with values of fl." so that ,fl.8 ~ 0.5 and see if these values 

agree with those already calculated. In figure 6.14 we show the line length density versus I­

The data points denoted by squares were calculated with a choice of parameters such that 

,fl.8 ~ 0.5 and those denoted by octagons were calculated with ,fl.., > 0.5. From the 

second plot in figure 6.14 it is clear that the line length density is not proportional to ,2, but 

increases even slower than a linear function of Q. It is interesting to note that the line densi­

ties obtained from the inaccurate calculations are proportional to y; furthermore the line in 

the second plot of figure 6.14 corresponds to the data presented by Schwarz [39]. 

In figure 6.15 we show the results of calculations carried out with Q = 0.03. The 

points represented by octagons are calculated with ,fl.8 > 0.5 and the point represented by 

a square satisfies ,fl.8 = 0.5. Once again we see that the inaccurate calculation indicates 
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that the line length density is proportional to 1'. The line through the data points is the 

least squares fit of the data to a straight line passing through the origin and the upper line is 

the data presented by Schwarz [39]. From figures 6.14 and 6.15 we conclude that the calcu­

lations performed in reference [39] were carried out with a choice of parameters that do not 

ensure accuracy. 

In figures 6.16 and 6.17 we show the results of calculations with Q' = 0.01 and Q' = 0.3. 

The data points satisfy the accuracy condition (6.1) and the lines represent the results of 

Schwarz [39]. 

We conclude that equation (4.21) does not correctly model homogeneous turbulence in 

superfluid Helium. Thp. correct functional dependence of the line length density on the mag­

nitude of the counterflow velocity I Va I is obtained when the distance between approxima­

tion points is too large; when this occurs the calculated vortices tend to stretch at points of 

reconnection rather than contract, as the model equation (4.21) requires. This indicates that 

the problem with model equation (4.21) is that the vortices contract when singularities 

(kinks) are introduce:, whereas there should be stretching occuring at kinks similar to that 

which occurs in ordinary fluids [8]. 
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figure 6.2 
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figure 6.8 Length vs Time Initial Conditions=10 
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figure 6.9 Length vs Time Initial Conditions=10 
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figure 6.10 Length vs Time Initial Conditions = 10 
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figure 6.11 
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figure 6.13 
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figure 6.15 Average Length vs -y 
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