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Abstract
One approach to three-dimensional structure determination using the wealth of scattering data in four-dimensional (4D) scanning transmission 
electron microscopy (STEM) is the parallax method proposed by Ophus et al. (2019. Advanced phase reconstruction methods enabled by 4D 
scanning transmission electron microscopy, Microsc Microanal 25, 10–11), which determines the scattering matrix and uses it to synthesize a 
virtual depth-sectioning reconstruction of the sample structure. Drawing on an equivalence with a hypothetical confocal imaging mode, we 
derive contrast transfer and point spread functions for this parallax method applied to weakly scattering objects, showing them identical to 
earlier depth-sectioning STEM modes when only bright field signal is used, but that improved depth resolution is possible if dark field signal 
can be used. Through a simulation-based study of doped Si, we show that this depth resolution is preserved for thicker samples, explore the 
impact of shot noise on the parallax reconstructions, discuss challenges to making use of dark field signal, and identify cases where the 
interpretation of the parallax reconstruction breaks down.
Key words: depth sectioning, parallax, scattering matrix, 3D imaging, 4D-STEM
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Introduction
When characterizing material structure at atomic resolution 
via scanning transmission electron microscopy (STEM), a var-
iety of scattering signals can be used to image the sample. 
Fast-readout pixel detectors now enable routine spatial map-
ping of diffraction patterns at speeds sufficient to outrun im-
aging instabilities (Ophus, 2019; MacLaren et al., 2020), 
giving access to scattering information supplied by the mo-
mentum degrees of freedom which were traditionally inte-
grated over. This imaging paradigm is commonly referred to 
as 4D-STEM.

Momentum-resolved data in 4D-STEM affords new oppor-
tunities for reconstructing the sample potential (Müller et al., 
2014; Jiang et al., 2018; Wen et al., 2019; Bustillo et al., 2021) 
from scattering information encoded in the phase, or fast 
mapping of specimen symmetries encoded in the scanned 
diffraction correlations (Liu et al., 2013; Krajnak & 
Etheridge, 2020). Since we can only directly measure electron 
beam intensity, phase retrieval techniques are needed to solve 
the inverse problem. Phase object methods where the electron 
scattering is assumed confined to a single plane include differ-
ential phase contrast (DPC) (Dekkers & De Lang, 1974; 
Müller et al., 2014; Lazić et al., 2016; Yücelen et al., 2018), 
ptychography (Yang et al., 2017; Rodenburg & Maiden, 
2019), and holography (Gabor, 1948; Cowley, 1992; Lichte 
& Lehmann, 2007). Because the thickness range over which 

the phase object approximation holds at atomic resolution is 
limited (Close et al., 2015; Müller-Caspary et al., 2017; 
Winkler et al., 2020), there is growing interest in quantitative 
structure determination approaches that handle dynamical 
diffraction, including neural networks (Van den Broek & 
Koch, 2012, 2013; Pennington et al., 2014), inverse multislice 
ptychography (Maiden et al., 2012; Schloz et al., 2020; Chen 
et al., 2021; Du et al., 2021; Bangun et al., 2022), tomography 
(Ren et al., 2020), and scattering-matrix-based inversion 
(Brown et al., 2018). However, not least because inverse prob-
lems can be subject to instabilities and are often time- 
consuming to solve, we think there is scope for less complex, 
qualitative analysis strategies—amongst other things, they 
could be used to initialize more complex algorithms.

One such strategy is the parallax method recently proposed 
by Ophus and coworkers (Ophus et al., 2019; Brown et al., 
2022), which determines the so-called scattering matrix S
(Sturkey, 1962) that maps the entrance-surface wave to the 
scattered exit-surface wave and uses it to synthesize a depth- 
sectioning phase series [similar to optical sectioning in 
Wigner distribution deconvolution ptychography (Yang 
et al., 2016)]. Because S can be reconstructed using 
4D-STEM data from a small number of defocus values 
(Brown et al., 2018; Findlay et al., 2021; Pelz et al., 2021; 
Brown et al., 2022), this should be simpler experimentally 
than conventional depth sectioning via annular dark field 
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(ADF) (Borisevich et al., 2006) or DPC (Bosch & Lazić, 2019) 
where one must acquire individual images across many de-
focus values. Since the S-matrix approach is a phase-contrast 
technique, it should also be sensitive to both light and heavy 
elements, unlike the strong atomic number dependence of 
ADF STEM.

This paper explores the depth resolution properties of the 
parallax phase reconstruction. We begin by deriving a math-
ematical equivalence between parallax reconstruction and a 
through-focal series acquired via confocal imaging with a 
hypothetical point-detector that can measure phase. We derive 
the contrast transfer function (CTF) and point spread function 
(PSF) for parallax imaging that are formally exact for weak 
objects, and analytically determine their resolution limits. 
We extend to thicker objects using doped Si as a case study 
to explore whether dynamical diffraction erodes the depth 
resolution found for weak objects. Using simulated 
4D-STEM data, we test reconstruction accuracy in the pres-
ence of shot noise over three orders of magnitude in dose. 
We discuss challenges in making use of dark field information 
(i.e., signals originating from electrons scattered beyond the 
probe-forming semi-angle) to improve depth resolution. 
Lastly, we identify cases where the parallax reconstruction 
yields anomalous results.

Method
The Scattering Matrix
The scattering matrix S was introduced into electron micros-
copy by Sturkey (1962). This operator maps the incident 
(entrance-surface) wavefunction ψin to the scattered (exit- 
surface) wavefield ψout as per

ψout = Sψin. (1) 

Decomposing the wavefunction ψin and ψout into a series of 
plane waves indexed by transverse wavevectors g and h (the 
incident and scattered waves respectively), equation (1) can 
be expressed as

ψout(h) =


g
Sh,gψin(g). (2) 

Using the Fourier relation Sr,g = F−1
h→r{Sh,g} =


h Sh,g e2πih·r, it 

is also possible to express this action in mixed real-space and 
Fourier-space such that

ψout(r) =


g

Sr,gψin(g), (3) 

with r = (rx, ry) the real-space coordinate in the sample plane.

Parallax Reconstruction
Consider the scattering system depicted in Figure 1a: a region 
of “thickness” t with a single atom-containing layer at depth z′

from the top surface. The mixed real-space/Fourier-space 
S-matrix for this system therefore consists of free-space 
propagation through distance z′, followed by a phase-object 
interaction with the (projected) scattering potential V(r), fol-
lowed by propagation through the remaining distance t − z′:

Sr,g = P2(r, t − z′) ⊗r [eiσV(r) e−iπλg2z′ e2πig·r], (4) 

where ⊗r denotes a convolution over r, eiσV(r) is the transmis-
sion function of the atomic layer (with interaction constant σ), 

λ denotes the (relativistically corrected) electron wavelength, 

and P2(r, t − z′)= ∫ A2(k′) e−iπλk′2(t−z′) e2πik′ ·r dk′ is the Fresnel 
free-space propagator with a frequency cutoff effected by the 
aperture pupil function A2. This cutoff was not included in 
Brown et al. (2022), and is not explicitly part of the experi-
mental setup in Figure 1a. However, in practice the detector 
extent is finite and there is a scattering angle beyond which 
the signal drops below either the level of shot noise or the con-
tribution from thermal scattering [which is not described by 
equation (4)]. Consequently we may opt to only use informa-
tion from a limited radial extent in Fourier space—A2 allows 
for this. Note too that we will only be able to reconstruct 
Sr,g for those g which fall within the probe-forming aperture 
A1(g).

Following the derivation in Brown et al. (2022) (reproduced 
in Section 1 of the Supplementary Material), it can be shown 
that

Sr,g = e2πig·r e−iπλg2t[P2,g(r, t − z′) ⊗r eiσV(r−λ(t−z′)g)], (5) 

with P2,g(r, z)= ∫ A(k′ + g) e−iπλzk′2 e2πik′ ·r dk′. This is equivalent 
to an S-matrix where the sample potential has been translated 
some (lateral) distance λ(t − z′)g before being propagated a 
distance t − z′, multiplied by additional phase factors.

Equation (5) is approximately invertible (see Section 2 of the 
Supplementary Material) such that from a measured S we may 
estimate the transmission function of the sample via

eiσV(r) ≈


h,g

e2πih·rA2(h) eiπλ(t−z′)h2
Sh,gA1(g) eiπλz′g2

e−2πig·r, (6) 

where the approximate equality reflects the fact that the fidel-
ity of the reconstruction is reduced by the absence of the 
contributions from frequencies eliminated by either the 

Fig. 1. Schematic illustrating the equivalence between (a) 4D-STEM 
followed by S-matrix determination and parallax reconstruction and (b) 
scanning confocal electron microscopy (SCEM) with a (hypothetical) 
phase-sensitive point-detector. Ti denotes the transmission function of 
each lens, defined in terms of convergence semi-angle αi .
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prespecimen aperture (A1) or the postspecimen aperture (A2).
Although derived assuming an object in a single plane z′, the 

parallax method proposes that the phase of the quantity on the 
right-hand side of equation (6) approximates the structure at 
any depth z and for any sample thickness. At best this can 
only be approximately true: even if different planes contribute 
independently (as per the undisturbed probe model of Bosch 
& Lazić, 2019) contributions from those multiple planes 
will be present in the parallax reconstruction at any given 
depth z. However, Brown et al. (2022) showed that the 
out-of-plane contributions are increasingly blurred out. 
Qualitatively then, we take the parallax reconstruction to ap-
proximate the sample potential subject to some elongation 
along the optical axis.

We can gain additional insight into equation (6) by a mathem-
atical connection with scanning confocal electron microscopy 
(SCEM). Suppose we image a sample using a coupled set of 
pre- and postspecimen lenses, as in Figure 1b, defined by the 
lens transfer functions T1(g, Δf1) and T2(h, Δf2). The wavefield 
in the image plane is then given by

ψ(r, Δf1, Δf2) =


h,g

e2πih·rT2(h, Δf2)Sh,gT1(g, Δf1) e−2πig·r

ψ(r, − z, − (t − z))

=


h,g

e2πih·rA2(h) eπiλ(t−z)h2
Sh,gA1(g) eπiλzg2

e−2πig·r,

(7) 

where in the second line we have written the lens transfer func-
tions in terms of their pupil functions (A1(g) and A2(h)) and 
phase factors (e−πiλΔf1g2 

and e−πiλΔf2h2
), and enforced the confocal 

condition such that the two lenses are focused to the same depth 
z. We assume no other aberrations in the system besides defocus 
and adopt the convention that negative defocus indicates focus-
ing into the sample.

The right-hand sides of equations (6) and (7) are identical, 
meaning that the result of the (ideal, up to the cutoff frequency 
implied by A2) parallax reconstruction is the same as that of 
the Figure 1b setup of SCEM paired with a hypothetical point 
detector that directly measures phase. We refer to the latter as 
phase-SCEM. Although not achievable experimentally, this 
conceptual framework will aid our exploration of the reso-
lution properties of the parallax reconstruction.

Results
Analytic Treatment for Weak Objects
Following previous work (Cosgriff et al., 2008; D’Alfonso et al., 
2008; Xin & Muller, 2009; Bosch & Lazić, 2019), we can ana-
lytically establish the resolution properties of phase-SCEM, and 
in turn that of the parallax method for a weak object, by deriving 
PSF-like and CTF-like quantities. We stress at the outset that 
phase-SCEM is an idealization, in particular because it is unclear 
what noise properties could be attributed to a hypothetical 
phase-sensitive point-detector. Effective CTFs can be defined 
for iterative reconstruction algorithms (Zhou et al., 2020; 
O’Leary et al., 2021), an approach that could be adapted for scat-
tering matrix determination. However, given our goal of explor-
ing the depth resolution properties, in the present section we 
consider the noise-free idealization to give a concrete, 
best-case-scenario baseline. We return to the question of the lim-
itations due to noise in a later section.

Substituting the reciprocal space form of equation (4) into 
equation (7) yields

ψ(r, z) = [eiσV(r)δ(z − z′)] ⊗(r,z) [P1( − r, − z)P∗2( − r, − z)], (8) 

where Pi(r, z) =


g Ai(g) e−πiλzg2
e2πig·r defines the wavefield for 

a STEM probe with some aperture function Ai (defined in 
terms of convergence semi-angle αi, as per Fig. 1), reconstruc-
tion depth z, and free of any other aberrations. Note that equa-
tion (8) is essentially equation (9) of Cosgriff et al. (2008).

Under the weak phase object approximation (WPOA) 
eiσV(r) = 1 + iσV(r), equation (8) becomes (Section 3 in the 
Supplementary Material)

ψWPOA(r, z)=1 + iσ[V(r)δ(z − z′)]⊗(r,z)

[P1( − r, − z)P∗2( − r, − z)]
. (9) 

For α1 = α2, P1( − r, − z)P∗2( − r, − z) = |P1( − r, − z)|2 is real 
and the intensity of ψWPOA(r, z) only has a second-order term 
in V(r). This was previously shown by Cosgriff et al. (2008), 
and explains why the phase contrast of weak phase objects 
in coherent SCEM imaging is very weak. However, the phase 
of ψWPOA is given by

ϕWPOA(r, z) = σ[V(r)δ(z − z′)] ⊗(r,z) |P1( − r, − z)|2. (10) 

The form of equation (10) is strongly reminiscent of a linear 
imaging model: the object σV(r)δ(z − z′) is convolved by a 
PSF-like |P1( − r, − z)|2 to yield the measured quantity 
ϕWPOA(r, z). In the idealization of phase-SCEM, by hypothesis 
the phase is indeed the measured quantity. In practice, the 
phase in equation (10) [or the wavefunction in equation (9)] 
would need first to be obtained, which we do in later sections 
via an iterative algorithm. To emphasize this indirectness, that 
any limitations of that precursor step are not conveyed by 
equation (10), we will refer to the relevant quantities as 
pseudo-PSFs. Equation (10) shows the pseudo-PSF of 
phase-SCEM to be proportional to the 3D probe intensity, 
which is also true of the PSF of depth sectioning for ADF 
(D’Alfonso et al., 2008; Xin & Muller, 2009) and DPC 
(Bosch & Lazić, 2019), meaning that the resolution limits of 
weak objects in an idealized, noise-free parallax reconstruc-
tion with α1 = α2 is identical to that of these imaging modes.1

For α2 > α1, the product P1( − r, − z)P∗2( − r, − z) is not 
purely real (for z ≠ 0). Then, to first order in V(r),

ϕWPOA(r, z)= σ[V(r)δ(z − z′)]⊗(r,z)

<[P1( − r, − z)P∗2( − r, − z)]
(11) 

and the pseudo-PSF is proportional to 
<[P1( − r, − z)P∗2( − r, − z)]. When α2 > α1, we expect P2 to 
have better resolution than P1, and therefore phase-SCEM 
and/or the parallax reconstruction to have better depth sensi-
tivity than that of depth-sectioning incoherent STEM defined 
by the same probe-forming aperture α1.

1 Ptychography may also be used to effect a form of synthesized optical 
sectioning (Yang et al., 2016), with contrast transfer limits identical to the 
aforementioned techniques, though the PSFs/CTFs in ptychography are dif-
ferent in detail, as most evident in the WPOA case comparing ptychography 
and DPC (Pennycook et al., 2015).
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By definition, the pseudo-CTF is the Fourier transform of 
the pseudo-PSF:

pseudo-CTFϕ(k, kz)

= ∫ <[P1( − r, − z)P∗2( − r, − z)] e−2πik·r e−2πikzz dr dz,

(12) 

where k = (kx, ky). It can be shown (Section 4 of the 
Supplementary Material) that nonzero information transfer 
only occurs for

|kz| < min kα1 + λ
k2

2
, kα2 − λ

k2

2

 

, (13) 

with k = |k|. Additionally, if 2(α1/λ) ≤ k ≤ (α1 + α2)/λ, 
|kz| > |kα1 − λ(k2

⊥/2)|.
The top row of Figure 2 shows the pseudo-CTFs for three 

different aperture combinations, with the analytic bounds of 
equation (13) overlaid in red for a 300 keV accelerating volt-
age. The α1 = α2 = 20 mrad case in Figure 2a and the 
α1 = α2 = 30 mrad case in Figure 2c have the “propeller” 
shape previously shown for incoherent STEM imaging 
(D’Alfonso et al., 2008; Xin & Muller, 2009), including the 
“missing wedge” of effective tilt angles2 for small k and an 

increasing lateral and vertical extent for larger α. Note that 
the nonzero transfer at k = 0 is nonphysical, a consequence 
of our artificial assumption of a phase-sensitive point- 
detector, whereas in practice we could at best hope to measure 
relative phase differences. We stress again that the detailed val-
ues of the pseudo-CTF are only relevant to the idealized, noise- 
free limit, and as such we focus here on the resolution limits 
that govern the maximum depth resolution possible in this im-
aging mode. As per ADF and DPC depth sectioning, one route 
to improving depth resolution for phase-SCEM and parallax 
reconstruction is to increase the probe-forming aperture angle 
α1. However, Figure 2b shows an alternative: the α1 = 20  
mrad and α2 = 30 mrad pseudo-CTF has the same vertical 

Fig. 2. (a)-(c): Analytically calculated pseudo-CTFs for phase-SCEM, plotted on a cube-root amplitude scale to enhance the visibility of smaller values. The 
analytic boundaries are overlaid as bold curves for each particular α1, α2 pair. Narrow curves show for comparison the limits associated with the other 
convergence semi-angles. (d)-(f): Analytically computed pseudo-PSFs for phase-SCEM. Overlaid dotted lines indicate the FWHM of each probe. (g)-(i): 
ADF STEM and phase-SCEM simulations of a single isolated Bi atom. The ADF detector extends from 60 to 160 mrad, and the dotted lines again denote 
the FWHM of each peak. All calculations assume 300 keV electrons.

2 Since the opening angles of the pseudo-CTFs at low spatial frequencies 
match the tens-of-milliradian convergence semi-angles of the probe, this 
depth-sectioning technique can be likened to traditional tilt tomography 
with a tilt angle defined by the probe convergence semi-angle. The “missing 
wedge” of effective tilt angles causes distortions in conventional tilt-series 
tomography (Frank, 1992). For certain classes of specimen, a priori knowl-
edge about the specimen can significantly suppress missing wedge artifacts, 
for example using discrete tomography algorithms (Bals et al., 2009). In mul-
tislice ptychography, sparsity constraints of crystalline atomic positions have 
similarly been used to regularize the structure determination (Schloz et al., 
2020). We do not employ any such strategies here and so elongation distor-
tions manifest in the PSFs in Figure 2.
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extent as the α1 = α2 = 30 mrad pseudo-CTF (though slightly 
narrower lateral extent). Thus the depth resolution of 
phase-SCEM and parallax reconstructions can in principle 
be increased for fixed α1 by increasing α2, i.e. using signal in 
the dark-field region.

The middle row of Figure 2 shows the pseudo-PSFs for 
phase-SCEM following equations (10) and (11), with dashed 
lines indicating the full-width at half-maximum (FWHM). 
Consistent with our discussion of the pseudo-CTFs, the 
pseudo-PSFs are more localized along the defocus direction 
for α2 = 30 mrad, whether α1 = 30 mrad (Fig. 2f) or α1 = 20  
mrad (Fig. 2e).

The bottom row of Figure 2 shows through-focal ADF 
STEM and phase-SCEM simulations for a single, isolated Bi 
atom, also at 300 keV. Although Bi is not necessarily a weak 
scatterer, the extent of these depth-sectioning simulations 
closely matches that of the pseudo-PSFs in the middle row of 
Figure 2. Figure 2g shows good agreement between ADF 
STEM depth sectioning for α1 = 20 mrad and phase-SCEM 
for α1 = α2 = 20 mrad, the ADF signal being marginally nar-
rower because the object function for thermal scattering is nar-
rower than that for elastic scattering. Figure 2i shows similarly 
good agreement between ADF STEM depth sectioning 
for α1 = 30 mrad and phase-SCEM for α1 = α2 = 30 mrad. 
Figure 2h reinforces the potential advantages of 
phase-SCEM and, by extension, parallax phase reconstruc-
tion: by extending the postspecimen aperture collection semi- 
angle α2 beyond that of α1, the depth resolution is improved 
comparably to increasing α1. If achievable in practice (we dis-
cuss later some impediments due to noise and thermal diffuse 
scattering), this could either reduce the need for careful aber-
ration tuning to increase resolution by opening the prespeci-
men aperture or else allow a reduced dose rate through 
decreased aperture size without sacrificing resolution.

In the noise-free idealization, the pseudo-CTF/pseudo-PSF 
formulation yields analytic results for weak objects, but the 
WPOA breaks down for thicker samples, where dynamical 
diffraction occurs. Since the depth resolution of a single 
atom is much broader than the interatomic spacing, we ex-
plore how the presence of multiple atoms impacts depth reso-
lution in phase-SCEM and the parallax reconstruction by 
considering substitutional dopants in a supporting crystal 
matrix.

Idealized, Noise-Free Calculations for a Thick Crystal
We choose our reference crystal to be Si, a well-known sample 
in electron microscopy and one which underpins modern mi-
croelectronics. Oriented along a [001] zone axis, we simulate 
both heavy and light substitional dopants. The specific choice 
of dopants—Bi, As, N, and B—is motivated by common addi-
tives in Si-based semiconductors (Fahey et al., 1989) also used 
in early ADF depth-sectioning studies (Borisevich et al., 2006; 
Voyles, 2006; Cosgriff & Nellist, 2007; Oshima et al., 2010). 
We consider a range of atomic species to explore how dopant 
resolvability might depend on atomic number. In this section, 
we again use the noise-free idealization of phase-SCEM, be-
fore turning our attention to limitations due to noise in the 
next section.

Our method for assessing depth resolution of dopants in Si 
is as follows. From absorptive multislice phase-SCEM simula-
tions3 (for an aberration-free probe with perfect coherence 
and an accelerating voltage of 300 keV), Figure 3 shows a 

2D cross-section—along the [110] direction laterally and the 
[001] direction in defocus—that encompasses both Bi-doped 
(brighter) and undoped (fainter) columns. We take through- 
focus line profiles along the centers of each column. We then 
construct a difference signal between the doped column and 
a pure Si reference. When dynamical diffraction occurs, this 
signal is not strictly attributable solely to the dopant, though 
this would be true in the undisturbed probe model of Bosch 
& Lazić (2019). Pragmatically nonetheless, we will assess dop-
ant visibility and the depth resolution properties of 
phase-SCEM in thick samples based on this difference signal.

Figure 4 explores how the depth resolution of an isolated 
atom compares to difference signals for various thicknesses, 
convergence semi-angle pairs, dopant species and dopant 
depths (results exploring further parameter combinations are 
given in Section 5 of the Supplementary Material). The colored 
lines correspond to different crystal thicknesses, ranging from 
27 to 179 Å, while the thick black lines correspond to an iso-
lated atom. Minor, nonmonotonic fluctuations can be seen as 
a function of thickness (i.e., between the various colored lines), 
a result of the oscillating nature of electron channeling along 
the column (Wu et al., 2017). Nevertheless, the width of the 
profiles is similar to that of the isolated atoms for all thick-
nesses considered: dynamical diffraction does not significantly 
alter the resolvability of individual dopants.

The top row in Figure 4 explores various convergence semi- 
angle combinations for a Bi dopant located in the sample mid- 
layer. Both α2 = 30 mrad cases have higher depth resolution 
(narrower profiles) than the α2 = 20 mrad case. In the α1 = 20  
mrad and α2 = 30 mrad case, the asymmetry between the aper-
tures results in some asymmetry in the profile with depth.

The middle row of Figure 4 explores the influence of atomic 
number, with α1 = α2 = 20 mrad and dopants located in the 
sample mid-layer. The depth resolution is essentially the 
same for all dopant species, though the contrast in the 

Fig. 3. Left: Multislice-calculated phase-SCEM imaging for a 49 Å thick 
Bi-doped Si sample using convergence semi-angles α1 = α2 = 30 mrad, 
with a doped and an undoped column in the field-of-view. The sample 
was oriented along the [001] zone axis, with the horizontal direction being 
[110]. Right: Line profiles taken vertically (i.e., as a function of defocus) 
through the centers of each of the doped and undoped columns, as well 
as the difference between the two. The difference signal is taken as 
representative of the scattering contribution from the Bi dopant atom.

3 Accounting for thermal diffuse scattering via the absorptive model al-
lows for an unambiguous coherent, elastic scattering wavefield, as implicitly 
assumed in the phase-SCEM formulation in equation (7). It is unclear 
whether the phase-SCEM idealization could usefully be generalized to handle 
incoherence from the positive contribution of thermally scattered electrons. 
We instead return to it later as a limitation of practice for the parallax 
reconstruction.
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difference signal reverses for dopants lighter than Si. The 
phase range of the profiles varies with atomic species, roughly 
proportional to the difference in atomic number between each 
dopant and the underlying Si. In these ideal simulations, the 
dopants are all detectable across all thicknesses.

The bottom row in Figure 4 explores various dopant depths, 
assuming a Bi dopant and α1 = α2 = 20 mrad. Whereas the 
center dopant case on the far left results in a fairly symmetric 
profile, having the dopant on the bottom or the top introduces 
minor asymmetry in the line profiles, but the depth resolution 
remains largely unchanged. In particular, the results in 
Figure 4 do not show the interpretive ambiguities due to chan-
neling that have been reported for ADF (Xin et al., 2008). 
However, silicon is a relatively weak scatterer, and in a later 
section we show some interpretive challenges that can arise 
in more strongly scattering samples.

These results clearly show that the depth resolution of 
phase-SCEM for substitutional dopants is not much affected 
by a modest amount of dynamical diffraction from the sup-
porting matrix. However, we are ultimately interested in par-
allax phase reconstruction of the S-matrix from experimental 
data. We therefore explore how inaccuracies in S-matrix de-
termination impact the depth resolution and sensitivity of 
the parallax method.

Noise-Limited Calculations for a Thick Crystal
Realizing parallax phase reconstruction from simulated, noisy 
4D-STEM can be described in three steps.

First, we use absorptive multislice calculations to simulate 
S-matrices for the different dopants and crystal thicknesses 
at 300 keV. 4D-STEM images are evaluated according to

I(h, r, Δf ) =


g
Sh,gT(g, Δf ) e−2πig·r













2

. (14) 

Shot noise is introduced following a Poisson distribution 
based on the intensity at each point in the diffraction pattern.

Second, though other S-matrix reconstruction approaches 
(Brown et al., 2018; Pelz et al., 2021; Brown et al., 2022) could 
be used, we carry out S-matrix reconstruction via the phase re-
trieval process described in Findlay et al. (2021) with the fol-
lowing minor modifications. The method was extended to 
handle 4D-STEM data from multiple defocus values. We use 
2D Savitzky-Golay filtering (Savitzky & Golay, 1964) rather 
than total generalized variation for smoothing as a form of 
regularization. We do not enforce antidiagonal symmetry, 
which, given the initialization of the phase retrieval, has the ef-
fect of subsuming the thickness factor from equation (7) into 
the reconstructed S-matrix (i.e., Srecon

h,g ≈ eiπλth2
Strue

h,g ). This is 
fortunate because now the thickness need not be known, leav-
ing the expression defined purely in terms of the reconstruc-
tion depth z.

Finally, the reconstructed S-matrix is substituted into equa-
tion (7), taking the phase of which yields a signal which should 
nominally be identical to our hypothetical phase-SCEM setup. 
In contrast to our discussion of phase-SCEM, where defocus 
represented the coordinate along the optical axis, in equation 
(14) Δf denotes the probe defocus used to form the 4D-STEM 
image(s). As per the parallax reconstruction of equation (7), 
we will hereafter refer to the coordinate along the optical 
axis as the reconstruction plane z.

As before, the difference between depth profiles through a 
doped and undoped reference Si column is taken to reflect 
the scattering contribution solely from the dopant. We present 
the results of these reconstructions only for a Bi dopant em-
bedded in the sample mid-plane. Nonetheless, the trends we 
observe and conclusions we draw apply equally to the other 
dopant species and locations.

Bright-Field Reconstructions
Beginning with α1 = α2 = 20 mrad, i.e. operating solely in the 
bright field, we simulate 4D-STEM data for Bi-doped Si crys-
tals with thicknesses of 27, 92, and 179 Å. The aberration-free 
probe is focused at the depth of the dopant, the sample mid- 
plane, on the assumption that this maximizes the interaction 

Fig. 4. Scattering signals from individual dopant atoms taken as the difference between phase-SCEM defocus profiles from doped and undoped columns 
for a range of configurations. Top row: Phase-SCEM signal from a Bi dopant located at the sample mid-plane for select convergence semi-angle 
combinations. Middle row: Phase-SCEM signals for various dopants placed at the sample mid-plane, assuming α1 = α2 = 20 mrad. Bottom row: 
Phase-SCEM signals from a Bi dopant for various depths along the atomic column, assuming α1 = α2 = 20 mrad. In all cases the defocus scale is 
referenced to the dopant depth. The colored lines indicate the dopant signals from crystals of different thickness (from 27 to 179 Å), and overlaid in black 
are the difference signals between isolated dopant and Si atoms under the same imaging parameters. All calculations assume 300 keV electrons.
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between the electron beam and the dopant. The probe scan 
across the specimen is sampled at 0.226 Å per pixel, just above 
the Nyquist-Shannon sampling frequency. Each diffraction 
pattern has a Fourier-space sampling of 0.59 mrad per pixel. 
We consider doses spanning three orders of magnitude: a 
low dose of 10 C/cm2 (∼6,200 e−/Å2), a high dose of 100 C/ 
cm2 (∼62,000 e−/Å2), and a very high dose of 1,000 C/cm2 

(∼620,000 e−/Å2) (Yang et al., 2015). We simulate 100 dis-
tinct noise realizations at each dose level and thickness to ex-
plore the statistical variation in the parallax reconstructions 
due to noise. Figure 5 summarizes these results, visualizing 
the different noise realizations as a shaded line density distri-
bution calculated via kernel density estimation. Increasing 
the incident dose results in a more compact distribution as 
the variation due to noise becomes less severe.

For low dose, while many noise realizations for thinner sam-
ples would be suggestive of the presence of a dopant, the signal 
variability with noise is comparable to the signal of the Bi dop-
ant, and so the Bi dopant would not be unambiguously visible 
above noise. However, the Bi dopant is clearly visible in the 
high and very high dose cases. Figure 5 only shows results 
for the Bi dopant. The visibility of the lighter dopants consid-
ered in Figure 4 can be gauged by comparing their phase range 
with the variation with noise in Figure 5. An As dopant would 
be barely detectable above noise in the high dose case, since its 
phase range of about 0.1 mrad is comparable to the noise vari-
ation at that dose. However, both As and B dopants should be 
visible at very high dose.

In Figure 5, the mean of the noise realizations distribution is 
plotted in blue, and the noise-free phase-SCEM results in or-
ange. Because phase is only defined up to an arbitrary additive 
constant, we subtract the average phase of each line profile to 
allow for a meaningful comparison. For thicknesses of 27 and 
92 Å, there is generally good agreement between the means of 

the noisy data and the ideal phase-SCEM result. However, 
for the 179 Å profiles, although the increased dose still sup-
presses the variance due to noise, the mean of the noisy data 
is appreciably different from the phase-SCEM result. This 
proves to be a limitation of the phase retrieval: parallax recon-
structions based on S-matrix determination via phase retrieval 
on noise-free simulated data are closer to the mean of the noisy 
data than to the ideal phase-SCEM result, unless much fine- 
tuning of the phase retrieval hyperparameters is undertaken. 
The implication is that for the 179 Å thick case the different 
noise realizations limit the accuracy of the S-matrix determin-
ation in a way which systematically impacts the parallax 
reconstruction.

This limited accuracy of S-matrix determination was more 
acute for α1 = α2 = 30 mrad, which is perhaps unsurprising 
since increasing the aperture size increases the number of un-
knowns to solve for. To ameliorate this, for α1 = α2 = 30  
mrad we used two 4D-STEM datasets taken at a defocus of 
20 Å either side of the dopant plane. To keep the total dose in-
cident on the sample constant, we utilize dose fractionation 
across the two defocus datasets. The results are shown in 
Figure 6, where we again compare 100 noise realizations 
(and their mean, in blue) against ideal phase-SCEM simula-
tions (orange) on a common scale after having subtracted their 
respective means. Using two defocus values appears effective 
at improving the agreement between the mean of the noisy 
data and the phase-SCEM results, though some differences re-
main, most notably at the 100 C/cm2 dose.

Comparing the α1 = α2 = 30 mrad results in Figure 6 with 
the α1 = α2 = 20 mrad results in Figure 5, we see that the vari-
ation with noise is larger in the 30 mrad case for the low and 
high doses, with more fluctuations in the profile: given the 
same overall dose, the increased difficulty of the phase retriev-
als due to the increased number of unknown S-matrix 

Fig. 5. Difference signal line profiles from noisy S-matrix parallax reconstruction with α1 = α2 = 20 mrad and 300 keV electrons. The sample was Si, with 
the Bi dopant placed in the sample mid-layer and the probe focused on the mid-layer. Results are shown for three different dose levels (columns) and 
thicknesses (rows). Profiles for 100 noise realization are shown using shading to denote line density. The mean for each noisy dataset and the signal from 
ideal (noise-free) phase-SCEM are overlaid on each plot.
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elements to be determined is not overcome by having 
4D-STEM data from two defocus values. However, the con-
verse is true at very high dose, producing parallax reconstruc-
tion with less noise variation in the α1 = α2 = 30 mrad case 
than in the α1 = α2 = 20 mrad case. In principle, the results 
can be further improved by increasing the separation between 
the defocus values of the 4D-STEM datasets, providing a 
greater diversity of scattering information. However, our re-
sults should be regarded as a best-case scenario since they as-
sume perfect alignment between the datasets for different 
defocus values. In practice, misalignment would reduce the re-
liability of the phase retrievals, and alignment is likely more 
difficult the larger the defocus separation.

We have not applied any preprocessing to denoise the simu-
lated 4D-STEM data, being more interested in how limitations 
on the accuracy of S-matrix determination due to noise affect 
the depth resolution and dopant visibility. We therefore expect 
these results to be a pessimistic estimate of the impact of noise 
on the visibility of dopants for the given dose values, since 
denoising strategies (Zhang et al., 2020) would likely improve 
the parallax reconstructions.

The discussion above focuses on the visibility of the dopant 
contribution above a signal variability due to noise in the par-
allax reconstruction. While different noise realizations affect 
the range and smoothness of the difference profile, the visual 
impression from Figures 5 and 6 is that if the dopant is visible 
in the presence of noise then its depth resolution is similar to 
the ideal, isolated atom result. In simulated inverse multislice 
ptychography reconstructions, Chen et al. (2021) show that 
there is a clear trend towards higher depth resolution of dop-
ants as dose increases. Simple quantitative measures of the 
depth resolution in Figures 5 and 6 do not show any such clear 
trend. We think this is another consequence of how noise 

limits the phase retrievals that determine the S-matrix in 
ways that we have not yet found a way to predict. Further 
work is needed to determine whether this could be overcome 
by refining the phase retrieval step, or whether it requires 
the additional “regularization” of the inverse multislice pty-
chography method’s constraint that the 4D-STEM intensities 
result from a multislice solution to the Schrödinger equation.

Another factor that could impact the parallax reconstruc-
tion is thermal diffuse scattering, since the incoherent contri-
bution of such electrons to the 4D-STEM intensities 
introduces an inconsistency in the phase retrieval problem 
used to determine the scattering matrix. However, as shown 
in the Supplementary Figure S5, for the present Si case study 
the impact of thermal diffuse scattering is minimal, certainly 
less than the limitations on phase retrieval discussed above.

Dark-Field Reconstructions
The resolution limits for weak objects and the phase-SCEM 
simulations presented earlier demonstrate greater resolution 
by leveraging information beyond the bright field disk. 
However, there is an impediment to using signal in the dark 
field due to a subtlety in S-matrix determination. In equation 
(14), there is an ambiguity such that if Sh,g is a solution of the 
phase retrieval problem then so too is eiϕhSh,g for arbitrary 
(real) values ϕh. For h in the bright field region, this is partly 
overcome by the implicit phase relation established by the 
phase retrieval initialization of Sh,g = δh,g (Findlay et al., 
2021). In the dark field however, we are unable to initialize 
the rows h in the S-matrix the same way: the probe-forming 
aperture A1(g) means that the element g = h for h in the 
dark field region does not contribute to the 4D-STEM signal. 
Thus, even if the phase retrievals for individual rows h in the 
S-matrix converge when h is in the dark field, those dark field 

Fig. 6. Difference line profiles from noisy S-matrix parallax phase reconstruction with α1 = α2 = 30 mrad and 300 keV electrons. The sample was Si, with 
the Bi dopant placed in the sample mid-layer, and 4D-STEM data sets generated for defocuses of 20 Å above and below the dopant plane. Results are 
shown for three different dose levels (columns) and thicknesses (rows). Profiles for 100 noise realization are shown using shading to denote line density. 
The mean for each noisy dataset and the signal from ideal (noise-free) phase-SCEM are overlaid on each plot.
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rows will not necessarily be phased correctly relative to the 
bright field region or to one another.

We illustrate this in Figure 7, with the S-matrix of 27 Å 
thick Bi-doped Si. Figure 7a visualizes the phase of portions 
of the S-matrix, specifically that of Sh+G,h as images over “co-
ordinate” h for select G expressed in integer multiples of recip-
rocal space lattice vectors for the 3 × 3 Si supercell used in our 
dopant simulations (see Findlay et al., 2021 for more detail on 
this visualization strategy). Figure 7b focuses specifically on 
G = (6, − 6). Assuming α1 = 20 mrad, the dividing line be-
tween S-matrix elements which contribute to the bright-field 
region and to the dark-field region is indicated. The bright- 
field/dark-field division is a property of the imaging, not of 
the S-matrix itself, and the phase is seen to be both smooth 
and continuous across both regions.

Figure 7c shows the result from phase retrieval when noth-
ing particular is done to pin the phases in the dark field region: 
while each of the two regions is self-consistent, we see a clear 
phase offset between the dark field and bright field regions. 
Figure 7e shows the impact this has on the parallax recon-
struction difference profile: relative to the ideal phase-SCEM 
result (dark orange line), the reconstruction of Figure 7c (light 
orange line, labeled “noise-free, no extrapolation”) has the 
peak location offset and peak height diminished.

Given the continuity and smoothness evident in Figures 7a
and 7b, we propose the following approach to improve the ini-
tialization of the dark field region elements: perform phase re-
trieval for the bright field region, apply a polynomial fit to the 
bright field region of each Sh+G,h “disk,” extrapolate the fit 

into the dark field for each of the significant G beams, and 
use the result as the initialization for a second pass through 
the phase retrieval algorithm including the dark field region. 
Since the present case includes slight phase curvature within 
each disk, we limited the polynomial fit to third-order in hx 

and hy, handling the real and imaginary components of 
Sh+G,h separately. The result is shown in Figure 7d, which is 
seen to agree well with Figure 7b, demonstrating the potential 
for using dark field information from 4D-STEM data, at least 
for thin specimens.

Figures 7b–7d present the proof-of-principle strategy on 
noise-free simulations. However, reliable reconstructions us-
ing the dark field region are further limited when noise is in-
cluded: the low intensity in the dark field region relative to 
the bright field region means that a dose level adequate for suc-
cessful phase retrieval of S-matrix elements in the bright-field 
region may not be sufficient for successful phase retrieval of 
S-matrix elements in the dark field region. Given the 1/

���
N
√

scaling of Poisson counting statistics, if the dark field signal 
is a factor of 10 weaker than the bright field signal, then we 
should expect to need a dose level 100 times larger that 
what suffices for the bright field to obtain similar 
signal-to-noise in the dark field. Consequently, reconstruc-
tions using the dark field region for the 27 Å thickness, 
α1 = 20 mrad and α2 = 30 mrad fail for the low and high 
dose cases. The very high dose level of 1,000 C/cm2 proves ne-
cessary to reconstruct the dark field and thus take advantage 
of the improved depth resolution from using dark field signals. 
Figure 7e shows the parallax reconstructions for the very high 

Fig. 7. (a) Visualization of the phase of the S-matrix, displayed as a mosaic where each tile corresponds to a different G vector (expressed in integer 
multiples of reciprocal space lattice vectors for the 3 × 3 Si supercell) and shows Sh+G,h as a function of “coordinate” h, from a 27 Å Bi-doped Si crystal. For 
G = (6, − 6), we show (b) the multislice-calculated S-matrix, (c) a reconstructed S-matrix with no phase pinning between the bright- and dark-field regions, 
and (d) a reconstructed S-matrix where polynomial fitting was used to extrapolate the converged bright field results into the dark field region to re-initialize 
the phase retrieval. The bright-field (labelled BF) and dark-field (labelled DF) regions are demarcated by a line. (e) Parallax reconstruction difference profile 
for 100 different noise realizations using extrapolated results from the bright field, on which is overlaid the mean, the corresponding phase-SCEM 
calculation, and a dark-field parallax reconstruction from an instance of noise-free phase retrieval without the modified initialization.
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dose case from 100 noise realizations using the extrapolation 
initialization method agree well with the ideal phase-SCEM 
result.

Explorations (not shown) for a 92 Å thick case were less 
successful, the increasingly fine features in the scattering ma-
trix making low order polynomial extrapolation less reliable. 
Furthermore, as thermal diffuse scattering electrons become 
an increasingly appreciable contribution to the intensity, 
the phase retrieval problem becomes less consistent and so 
the scattering matrix determination less reliable. Figure S6 in 
the Supplementary Material compares the diffraction pattern 
intensity from elastic scattering and from elastic plus thermal 
scattering, showing the contribution from thermal scattering 
to become appreciably beyond about 25 mrad for a 92 Å thick 
sample.

Discussion
Our results indicate that while shot noise on 4D-STEM data 
may reduce the visibility of dopants relative to the supporting 
matrix, the depth resolution is largely unchanged relative to 
weak objects. However, our explorations identified some cir-
cumstances where parallax reconstruction may give a mislead-
ing impression of sample structure.

Phase Vortices
Although not readily apparent in Figures 5 or 6, phase singu-
larities arise in the noisy simulations, specifically the creation 
and annihilation of vortex–antivortex pairs (Nye et al., 
1974). This is not inherent to the phase-SCEM imaging geom-
etry in general, but rather a possible consequence of the asym-
metry introduced by shot noise.

For a 92 Å thick crystal at a dose of 10 C/cm2 for 
α1 = α2 = 20 mrad, Figure 8a shows two parallax reconstruc-
tion difference profiles where singularities were seen to form, 
two colored line profiles that cannot be simply unwrapped 
to resemble the ideal phase-SCEM result (black line). The rea-
sons for this become evident by looking at the 3D parallax re-
constructions around the dopant-containing column. As seen 
in depth slices shown in Figures 8b and 8c for each of the pro-
files, vortex–antivortex pairs are present. Tracking these vor-
tices in 3D produces the nodal loop maps shown as thick 
white lines.

Across the 100 noise realizations for each choice of param-
eters, phase singularities were infrequently observed, occur-
ring with probability <1% overall. Moreover, they can be 
readily identified and potentially avoided: simply re-running 
the phase retrieval algorithm on the same set of noisy data 
but varying the hyperparameters or perturbing the initializa-
tion used to seed the phase retrieval may be sufficient to avoid 
the local minima that the phase singularities represent.

Phase-Contrast Reversal
Another challenge to interpretation of parallax reconstruc-
tions, though not occurring in the results of Figures 5 or 6, 
is that phase-SCEM (and, by extension, parallax phase recon-
struction) can undergo contrast reversal for particularly thick 
or strongly scattering samples. An example is shown in 
Figure 9a: in this through-focal phase-SCEM image simula-
tion of a 78 Å thick SrTiO3 sample, the TiO column in the im-
age center does not have the cigar-shape of the more weakly 
scattering Si columns in Figure 3, but instead a dip at the col-
umn center. A defocus line profile through the center of the 
atom would show a trough rather than a peak. A horizontal 
slice through the column center would show an annulus of 
greater phase surrounding a pronounced dip centered on the 
atomic column. Such caldera-like profiles seem to be a com-
mon feature in phase reconstruction methods as their under-
pinning assumptions break down for thicker samples (Close 
et al., 2015; Yang et al., 2017; Bosch & Lazić, 2019; Gao 
et al., 2022). Detailed interpretation of dynamical diffraction 
is difficult, but the qualitative behavior seen in Figure 9a also 
occurs in the phase object approximation for an isolated, rota-
tionally symmetric TiO column, and with those approxima-
tions we can gain some insight into one way such contrast 
reversal may arise.

For a rotationally symmetric potential at r = 0, equation (8) 
(the phase-SCEM wavefield in the phase object approxima-
tion), reduces to the overlap integral

ψ(r = 0, Δf ) = 2π ∫ eiσV(r′)P1(r′, Δf )P∗2(r′, Δf )r′ dr′. (15) 

Evaluated via equation (15), Figure 9b shows the phase-SCEM 
profile through an isolated TiO column as a function of recon-
struction depth for two thicknesses. Because the phase object 
approximation is assumed, all interaction is confined to a sin-
gle plane—varying thickness simply varies the strength of the 
scattering within that plane. For larger Δf values, we see close 
agreement between the two profiles, but they diverge for Δf 
values near the origin: at 70 Å thickness, the profile shows 
the now-familiar peak at the atomic site; at 74 Å thickness, 
the phase along the column shows a trough.

We can understand both the contrast reversal and the sud-
denness of the change by visualizing the integral in equation 
(15) as a discrete sum of phasors. Figure 9c shows the phasor 

Fig. 8. Examples of phase singularity formation in the parallax 
reconstruction from a 92 Å thick Bi-doped sample imaged using 10 C/ 
cm2. (a) Line scans taken as a function of reconstruction depth along the 
doped atomic column. The colored lines represent two instances of 
singularity formation observed during our noisy 4D-STEM 
reconstructions. The solid black profile gives the ideal phase-SCEM 
result. (b,c) Depth slices through the 3D parallax reconstruction for the 
depth (z = −33.4 Å) indicated by the dashed vertical line in (a). Each of the 
boxes has been colored according to the corresponding noisy realization 
line scan above it. We track the vortex–antivortex pairs across the given 
range of reconstruction planes to form the nodal loops indicated in white.
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sum in the complex plane, where each discrete 
eiσV(r′)P1(r′, Δf )P∗2(r′, Δf ) dr′ element is added tip-to-tail, 
vector-fashion, such that the result of the integral is indicated 
by the end-point of each curve. The faintest curves terminating 
in the square symbols correspond to Δf = 75 Å—the curling at 
the end indicates some interference, but the terms here are 
mostly adding in phase. The second faintest curves terminat-
ing in the diamond symbols correspond to Δf = 35 Å—here 
the spiral indicates appreciable destructive interference within 
the integral. The solid curves terminating in the circle symbols 
correspond to Δf = 0 Å—now the spiral shows a high degree 
of destructive interference, such that the result of the integral 
is close to zero. The phase of the integral, which is the 
phase-SCEM signal, is the polar angle at the symbol point in 
Figure 9c. Tracking the phase of the yellow symbols (the 70  
Å thickness case), one sees that it increases, slowly for large 
Δf but rapidly for defocus values near zero, and is always posi-
tive because it passes above the origin of the Argand diagram. 
Tracking the phase of the purple symbols (the 74 Å thickness 
case), one sees that it initially increases for large Δf , but then 
rapidly decreases and becomes negative: it passes below the 
origin of the Argand diagram. The divergence in phase seen 
near Δf = 0 Å in Figure 9b reflects this difference in how the 

points at the two integrals’ termini pass the origin in 
Figure 9c: near the origin, even minor perturbations in the 
complex numbers can result in pronounced differences in 
phase. This sensitivity is in some sense an artifact of construct-
ing the phase: that the difference in the SCEM wavefield with 
the small change in thickness from 70 to 74 Å is modest is evi-
dent by the close proximity between the yellow and purple 
symbols in Figure 9c.

Because of the approximations made in equation (15), 
Figures 9b and 9c do not necessarily portray a complete ex-
planation of the effects at play in the full phase-SCEM simula-
tion in Figure 9a. Nevertheless, the possibility of sensitive 
phase changes when the modulus of the SCEM wavefield is 
small constitutes one general way that contrast reversal might 
come about. Since the modulus is one on the left-hand side of 
equation (6), which is the basis of the parallax reconstruction 
interpretation, it is perhaps unsurprising that when the modu-
lus of the right-hand side is not close to one we should be cau-
tious about assuming its phase will still closely reflect the 
sample potential. This then should be a check on parallax re-
constructions: though our interpretation is based primarily on 
the phase, inspection of the modulus is prudent and in regions 
where that is small, one should be especially wary of the inter-
pretation of the phase.

Further Experimental Limitations
We have explored the consequences of shot noise in some de-
tail, and the consequences of thermal diffuse scattering briefly. 
However, other effects, such as scan distortion and spatial and 
temporal incoherence, have not been explored here. These ef-
fects introduce some degree of inconsistency in the phase re-
trieval step needed to determine the scattering matrix, and 
so would be expected to adversely impact parallax reconstruc-
tion. Previous experimental demonstrations of scattering ma-
trix reconstruction (Brown et al., 2018, 2022; Pelz et al., 
2021) achieved reasonable results despite either neglecting 
these effects or else mitigating them via preprocessing. This 
suggests that, provided these potentially deleterious effects 
are managed or accounted for in the processing, they should 
not prove too prohibitive. As noted earlier for the larger aper-
ture case, in our experience data from multiple defocus values 
helps improve the robustness of phase retrieval in such cases.

Conclusion
Having established a mathematical equivalence between the 
parallax method of Ophus et al. (2019) and a hypothetical 
SCEM setup with a phase-sensitive point detector (dubbed 
phase-SCEM), we have derived contrast transfer and point 
spread functions for weakly scattering objects. When only 
bright field information is used in the scattering matrix deter-
mination step of the parallax method, these transfer functions 
and the resultant resolution is equivalent to that of depth sec-
tioning using traditional imaging modes like ADF and DPC, 
though 3D imaging in those modes requires imaging across 
the full range of defocus values of interest, whereas the depth 
sectioning in the parallax method is synthesized based on scat-
tering matrix reconstruction from 4D-STEM data from only a 
handful of defocus values. However, the transfer functions 
show that if signal from the dark field region can be used 
then the depth resolution can be enhanced for the same probe- 
forming aperture semi-angle.

Fig. 9. (a) Multislice phase-SCEM calculation of unit cell SrTiO3, 78 Å 
thick. The central feature is the combined TiO column, showing 
phase-contrast reversal as it forms an annulus. (b) Line scans taken from 
phase-object calculations of the TiO column using equation (15). Only a 
single unit cell apart in assumed thickness, they demonstrate the abrupt 
transition from accumulated phase to a trough as the contrast reverses. 
(c) The phasor sum used to calculate the phase-object wavefield, 
showing the transformation as a function of focus depth. Minor 
perturbations initially have no substantive effect on the phases as 
marked by the agreements in the square scatter points in (b) at 75 Å. 
Near the sample mid-plane however, these minor differences begin to 
manifest in increasingly prominent ways, beginning to diverge around 35  
Å (as marked by the diamonds). They reach a maximum in the middle of 
the sample where, so close to zero in the Argand plane, these small 
differences in integration result in a large phase change.
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In absorptive multislice phase-SCEM simulations of doped 
Si, we show that the depth resolution of dopants is largely in-
sensitive to the dynamical diffraction from the surrounding 
crystal matrix. Using only one or two through-focal 
4D-STEM datasets, we further demonstrate that shot noise, 
a fundamental experimental limitation, may prevent reliable 
detection depending on dopant species and dose, not because 
the resolution properties are affected but because an individ-
ual noise realization introduces spurious oscillations that 
may be of comparable magnitude to the signal from dopants. 
To improve the depth resolution by using signal from the dark 
field region in the parallax method, we identify two impedi-
ments. One is of principle: a lack of a priori constraint in the 
relative phasing between the bright field and dark field regions, 
that in thin samples we show may be overcome by extrapola-
tion from the bright field region. The other is of practice: very 
high doses may be needed to achieve reliable phase reconstruc-
tions in the dark field. Finally, we showed that phase singular-
ities and caldera-like features arise in some circumstances, and 
describe how these complications to interpreting the parallax 
reconstructions can be identified.

Supplementary Material
To view supplementary material for this article, please visit 
https://doi.org/10.1093/micmic/ozad068.

Financial Support
This research is supported by an Australian Government 
Research Training Program Scholarship. This research was 
supported under the Discovery Projects funding scheme of 
the Australian Research Council (Project No. 
FT190100619). Work at the Molecular Foundry was sup-
ported by the Office of Science, Office of Basic Energy 
Sciences, of the U.S. Department of Energy under Contract 
No. DE-AC02-05CH11231.

Conflict of Interest
The authors declare that they have no competing interest.

References
Bals S, Batenburg KJ, Liang D, Lebedev O, Van Tendeloo G, Aerts A, 

Martens JA & Kirschhock CEA (2009). Quantitative three- 
dimensional modeling of zeolite through discrete electron tomog-
raphy. J Am Chem Soc 131, 4769–4773.

Bangun A, Melnykyz O, März B, Diederichs B, Clausen A, Weber D, 
Filbir F & Müller-Caspary K (2022). Inverse multislice ptychogra-
phy by layer-wise optimisation and sparse matrix decomposition. 
IEEE Trans Comput Imaging 8, 996–1011.

Borisevich AY, Lupini AR & Pennycook SJ (2006). Depth sectioning 
with the aberration-corrected scanning transmission electron micro-
scope. Proc Natl Acad Sci USA 103, 3044–3048.
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