
UC San Diego
UC San Diego Electronic Theses and Dissertations

Title
Interference management in multiple-antenna wireless networks

Permalink
https://escholarship.org/uc/item/0vc339j1

Author
Spyropoulos, Ioannis

Publication Date
2009
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/0vc339j1
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA, SAN DIEGO

Interference Management in Multiple-Antenna Wireless Networks

A dissertation submitted in partial satisfaction of the

requirements for the degree

Doctor of Philosophy

in

Electrical Engineering (Communications Theory and Systems)

by

Ioannis Spyropoulos

Committee in charge:

Professor James R. Zeidler, Chair
Professor Robert R. Bitmead
Professor William S. Hodgkiss
Professor Laurence B. Milstein
Professor John G. Proakis

2009



Copyright

Ioannis Spyropoulos, 2009

All rights reserved.



The dissertation of Ioannis Spyropoulos is approved, and

it is acceptable in quality and form for publication on

microfilm and electronically:

Chair

University of California, San Diego

2009

iii



DEDICATION

To my beloved parents, Thanasis and Olga.

iv



EPIGRAPH

“The credit belongs to the man who is actually in the arena, whose face

is marred by dust and sweat and blood, who strives valiantly, who errs

and comes up short again and again, because there is no effort without

error or shortcoming, but who knows the great enthusiasms, the great

devotions, who spends himself for a worthy cause; who, at the best, knows,

in the end, the triumph of high achievement, and who, at the worst, if he

fails, at least he fails while daring greatly, so that his place shall never

be with those cold and timid souls who knew neither victory nor defeat.”

– Theodore Roosevelt, “Citizenship in a Republic,” Paris, 1910

“Never discourage anyone who continually makes progress, no matter how slow.”

– Plato
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ABSTRACT OF THE DISSERTATION

Interference Management in Multiple-Antenna Wireless Networks

by

Ioannis Spyropoulos

Doctor of Philosophy in Electrical Engineering (Communications Theory and
Systems)

University of California, San Diego, 2009

Professor James R. Zeidler, Chair

This dissertation focuses on the topic of interference management in wireless

networks with multiple-antenna nodes. Two network paradigms are considered, namely,

time-division duplexing (TDD)/code-division multiple-access (CDMA) cellular and ad

hoc.

In TDD/CDMA cellular networks with asymmetric data traffic, dynamic chan-

nel allocation (DCA) enhances resource utilization compared to fixed channel allocation

(FCA); however, it induces base-to-base and mobile-to-mobile crossed-slot intercell in-

terference that can severely degrade network performance. To deal with this problem,

a decentralized scheme is proposed, which combines an interference-aware DCA algo-

rithm with space-time linear minimum-mean-square-error (LMMSE) joint detection at

the base and mobile stations. The former assigns active links to timeslots in a way that

crossed-slot interference is mitigated, while the latter suppresses the remaining intercell

interference (along with intersymbol and intracell interference) by exploiting its spatio-

temporal autocorrelation statistics. The performance of this scheme is evaluated in

terms of SINR outage and average throughput via analytical approximations and Monte

Carlo simulations, and it is compared with that of benchmark random DCA (RDCA)

xiv



and FCA schemes. The cases of single- and dual-antenna reception with perfect and

imperfect channel state information are examined. It is shown that the proposed scheme

achieves higher average throughput than FCA (particularly for dual-antenna reception)

as well as RDCA (for heavy traffic loads). These throughput gains are more significant

in uplink than in downlink.

In ad hoc networks, interference management via collision-avoidance medium

access schemes results in poor spatial reuse and, thus, restricts network throughput.

To address this shortcoming, two physical-medium-access-control cross-layer protocols

are proposed. The first increases spatial reuse by integrating medium access, power

control, and optimum receive beamforming in a distributed manner, and it is named

progressive back-off algorithm with optimum receive beamforming (PBOA-ORB). The

second additionally incorporates transmit beamforming, on the premise of centralized

control, and it is named progressive back-off algorithm with transmit and optimum

receive beamforming (PBOA-TORB). The performance of both protocols is evaluated

in terms of aggregate throughput and energy efficiency via simulations over a single-hop

network. It is shown that the throughput of PBOA-ORB increases linearly with the

number of antennas per node thanks to interference suppression provided by optimum

receive beamforming. PBOA-TORB achieves only an incremental throughput gain over

PBOA-ORB despite its centralized nature. However, it is significantly more energy

efficient than PBOA-ORB thanks to extra array gain provided by transmit beamforming.

The research for this dissertation was conducted at the UCSD Center for Wireless

Communication, under the “MIMO Wireless Communication Systems” project (CoRe

research grant com04-10176) and the “Multiuser MIMO Systems” project (CoRe research

grant com07-10241).
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1 Introduction

Wireless communication is inherently subject to interference as a consequence of

the broadcast nature of the wireless channel. This problem is especially acute in multiuser

networks where transmissions are mainly interference-limited rather than noise-limited.

In such networks, interference management is necessary to ensure efficient spectrum

utilization and acceptable quality of service.

In this dissertation, novel schemes are proposed to control interference and, ul-

timately, increase throughput in two different multiuser wireless network paradigms,

namely, time-division duplexing (TDD)/code-division multiple-access (CDMA) cellular

and ad hoc. In TDD/CDMA cellular networks with asymmetric data traffic, dynamic

channel allocation enhances resource utilization but, at the same time, incurs excess

intercell interference which can severely degrade network throughput. In ad hoc net-

works, medium access protocols based on collision avoidance limit interference ineffi-

ciently around the receivers at the expense of spatial reuse. The schemes proposed

in this dissertation address both problems effectively by exploiting the availability of

multiple antennas at the wireless nodes as well as combining interference management

mechanisms from both the physical (PHY) and medium access control (MAC) layers.

Section 1.1 provides the background on the two aforementioned problems and

motivates the development of the proposed schemes, while Section 1.2 summarizes the

contributions of the dissertation.

1.1 Background

1.1.1 TDD/CDMA Cellular Networks

Recently, the wireless communications industry has witnessed an ever-increasing

demand for data services (e.g., Internet access) over mobile cellular networks. Unlike

1
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Figure 1.1: Timeframe and timeslot structure in TDD/CDMA.

voice traffic, data traffic is asymmetric in terms of the downlink (DL) and uplink (UL)

bandwidth it requires. The downlink traffic volume typically exceeds the uplink traffic

volume [13]; however, the exact level of asymmetry between the two is time varying, de-

pending on the specific application (e.g., multimedia streaming, peer-to-peer networking,

etc.). Under these conditions, time-division duplexing is preferable to frequency-division

duplexing (FDD) since it enables flexible allocation of timeslots to downlink and up-

link rather than divide the available bandwidth evenly among the two links. Hence, in

addition to the FDD mode, the third-generation Universal Mobile Telecommunications

System (UMTS) Terrestrial Radio Access (UTRA) standard provides a TDD mode to

support high-speed asymmetric data services in microcell and picocell environments [17].

The UTRA TDD mode is based on TDD/CDMA, a hybrid multiple access scheme

that allows for multiple short channelization codes per timeslot (see Fig. 1.1). In a

TDD/CDMA cellular network, different cells generally experience different degrees of

traffic asymmetry. To maximize resource utilization, dynamic channel allocation (DCA)

should be employed on a cell basis in accordance to local downlink and uplink traf-

fic requirements, thus, resulting in different timeslot assignments across the cells of a

timeframe-synchronous network [21]. In this way, it is possible that the same timeslot

is assigned to downlink in one cell and to uplink in an adjacent cell, as shown in Fig.

1.2 for cells A and B. Such a timeslot is referred to as crossed timeslot. Since downlink

and uplink share the same frequency band, which is reused in every cell for increased

spectral efficiency, intercell interference occurs between the transmitting base station of

cell A and the receiving base station of cell B as well as between the transmitting mobile

station(s) in cell B and the receiving one(s) in cell A. This is known as crossed-slot (or

same-entity) interference of base-to-base (BS-to-BS) or mobile-to-mobile (MS-to-MS)
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Figure 1.2: Crossed-slot interference in a TDD/CDMA network of two cells that have
different downlink-to-uplink traffic ratios and employ dynamic channel allocation.

type, respectively [21], [18].

Crossed-slot interference can be worse than conventional intercell interference

between base and mobile stations, significantly impairing the system capacity [19]. In

uplink, BS-to-BS interference typically exceeds MS-to-BS interference since BS-BS links

experience milder scattering than MS-BS links due to the elevation of base stations

relative to mobile stations. Moreover, in downlink, strong MS-to-MS interference is

induced to a receiving mobile station by an adjacent-cell transmitting mobile station

when both are close to the common boundary of their cells. As a simple remedy, fixed

channel allocation (FCA) could be adopted, resulting in identical timeslot assignments

across cells. This would eliminate crossed-slot interference, albeit at the expense of

wasted resources due to mismatch between downlink-versus-uplink generated traffic and

assigned bandwidth in a cell. Clearly, a tradeoff between efficient resource utilization and

excess intercell interference occurs in a TDD/CDMA cellular network with asymmetric

traffic, and it is of interest to devise schemes that achieve enhanced throughput compared

to FCA.

Considerable research effort has been devoted to mitigating crossed-slot interfer-

ence at the radio resource control layer or at the physical layer via signal processing and

antenna-based techniques. In [18], a centralized DCA algorithm was developed to in-

crease the capacity of a TDD/CDMA network by coordinating timeslot allocation across
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cells. A genetic algorithm approach was followed by Ni and Hanzo [30] to achieve the

same goal. In [47], the uplink capacity was shown to greatly improve by adopting cen-

tralized base station signal processing for intercell interference cancellation within a cell

cluster. In [10], receive and transmit beamforming were employed at the base stations

of a TDD/CDMA network to suppress BS-to-BS interference, while in [22], the use of

switched-beam antennas at the base stations was combined with beam-aware timeslot

allocation to avoid BS-to-BS interference. In [50], Wang et al. proposed a trisector cel-

lular architecture along with DCA on the basis of ‘virtual’ cells, formed by triplets of

adjacent cell sectors, as a solution to the crossed-slot interference problem.

The above works present two limitations. First, those that rely on coordinated

channel allocation or centralized processing (e.g., [18], [30], and [47]) require network-

wide channel state information (CSI), which is hard to obtain in practical systems,

and entail a significant complexity and signaling overhead. Second, those that rely on

directional antenna beam patterns (e.g., [10] and [22]) assume line-of-sight (LOS) channel

models that account for propagation loss and shadowing but ignore multipath fading.

In rich scattering environments, multipath fading destroys the directionality of signals

due to angular selectivity and, thus, inhibits the applicability of these works to cellular

network scenarios of interest (e.g., urban microcell or picocell). These limitations provide

the motivation behind the scheme proposed in Chapter 2 of the dissertation.

1.1.2 Ad Hoc Networks

Ad hoc networks are self-configurable sets of nodes that communicate, directly

or by relaying, over the wireless medium with no need for centralized control. These

properties make them suitable for communication scenarios where the deployment of a

fixed infrastructure is expensive or impractical (e.g., tactical and disaster relief opera-

tions, nomadic networking, etc.) and, at the same time, pose significant challenges to

their design and operation.

A fundamental challenge in the design of the MAC layer for ad hoc networks arises

from the need to limit interference at the receivers while keeping the density of paral-

lel transmissions (i.e., the spatial reuse) high. MAC protocols based on carrier sensing

and collision avoidance, such as the carrier-sense multiple access with collision avoidance

(CSMA/CA) protocol used in the IEEE 802.11 standard, limit interference by reserving

the channel around a transmitter-receiver pair via a request-to-send (RTS)/clear-to-send
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(CTS) handshake prior to data transmission. However, they suffer from poor spatial

reuse and unresolved collisions, which severely restrict network throughput [3]. Several

research efforts have sought to address these shortcomings, often replacing the colli-

sion model with a more accurate signal-to-interference-plus-noise ratio (SINR) threshold

model. Such efforts include the CDMA-based protocol of [28] and the progressive back-

off algorithm (PBOA) of [45], which incorporate power control into medium access so

that mutually interfering transmissions take place simultaneously in the vicinity of a

receiver. In so doing, these protocols achieve higher throughput than CSMA/CA and

also reduce the energy consumption per data packet delivered.

Multiple-antenna or multiple-input-multiple-output (MIMO) techniques offer a

great potential for enhancing the throughput of ad hoc networks [9], given that the lat-

ter often operate in rich scattering environments. Although space-time coding schemes

considerably improve the reliability of individual links [42], [43], [44], it is the spatial

multiplexing and beamforming schemes (e.g., [15], [53], and [8]) that are more likely to

have a greater impact on network throughput by increasing spatial reuse. Upgrading

the physical layer with multiple-antenna techniques while keeping the MAC layer un-

changed certainly benefits the network performance [40], [20]. However, significant gains

are expected from the joint design of the two layers [55]. This PHY-MAC cross-layer

design in multiple-antenna ad hoc networks is a topic that has recently started being

addressed, with most existing works (e.g., [31], [5], and [6]) considering the use of spatial

multiplexing.

1.2 Dissertation Overview

In Chapter 2, a novel scheme is proposed that mitigates crossed-slot intercell

interference in TDD/CDMA networks, in a way that dispenses with the limitations

of previous proposals described in Section 1.1.1. The proposed scheme combines an

interference-aware DCA (IADCA) algorithm with space-time linear minimum-mean-

square-error (LMMSE) joint detection in downlink and uplink, assuming antenna-array-

equipped mobile and base stations. The IADCA algorithm is independently executed in

each cell, and it assigns active MS-BS links to timeslots according to their path loss so

that crossed-slot interference is reduced. Path-loss-based DCA has been previously re-

ported in [25], [52], [29], and [32]. However, the proposed scheme is novel compared with

these works in that 1) it requires no coordination among cells; and 2) it complements the
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IADCA algorithm with space-time LMMSE joint detection to cope with residual crossed-

slot interference. Thus, space-time LMMSE joint detection is considered, herein, not only

for intersymbol interference (ISI) and intracell multiple access interference (MAI) miti-

gation, as in [24], but also for intercell interference suppression. The latter is achieved

by exploiting the knowledge of the intercell interference spatio-temporal autocorrela-

tion statistics, which is locally acquired at the receivers (e.g., via training sequences

on a timeslot basis). This approach is, essentially, the multiple-antenna extension of

the ‘unstructured-interference’ LMMSE joint detection of [7] and is named space-time

LMMSE joint detection for colored intercell interference (LMMSE-CI).

The link-level and system-level performances of the proposed scheme are charac-

terized in terms of SINR outage and average throughput, respectively, and are compared

with those of benchmark random DCA (RDCA) and FCA schemes. Both performance

metrics are evaluated by means of analytical approximations and Monte Carlo simula-

tions for perfect and imperfect receiver CSI in downlink and uplink.

In Chapter 3, two PHY-MAC cross-layer protocols for multiple-antenna ad hoc

networks are proposed with the goal of enhancing network throughput in an energy

efficient manner. The first protocol extends the PBOA protocol of [45] by integrating

medium access and power control with optimum receive beamforming, hence it is named

progressive back-off algorithm with optimum receive beamforming (PBOA-ORB). The

protocol is novel since optimum receive beamforming and power control have not yet been

jointly considered in ad hoc networks (even though they have been shown to improve

the capacity and energy efficiency of cellular networks [36]). Similarly to PBOA, time

is divided in frames that consist of a contention slot and a data slot. Nodes with a

data packet contend for channel access during the contention slot, and those that ‘win’

transmit their packet in the data slot. Assuming that channel variations are negligible

over the frame duration, PBOA-ORB determines, in a distributed fashion, 1) a subset

of contending nodes that will successfully deliver their packet to its destination, once

they simultaneously transmit in the data slot; 2) their transmit power levels; and 3)

the beamforming weights at the receiving nodes. The size of this subset is increased

by exploiting the interference suppression capability of optimum receive beamforming.

Therefore, higher spatial reuse than PBOA is achieved.

The second protocol dispenses with the assumption of single-antenna transmis-

sion underlying in PBOA-ORB and incorporates transmit beamforming into its con-
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tention resolution mechanism. Hence, it is named progressive back-off algorithm with

transmit and optimum receive beamforming (PBOA-TORB). Adjusting the transmit

beamforming weights appropriately offers extra degrees of freedom that can be used

to further increase the number of successfully contending nodes in each frame. This

adjustment is performed on the basis of the network duality theorem of [38], which

requires network-wide channel state information. Consequently, unlike PBOA-ORB,

PBOA-TORB is a centralized protocol. As such, it provides an upper bound on the

performance of (potentially distributed) protocols that integrate transmit and receive

beamforming with the medium access and power control mechanisms of PBOA.

The performance of the two proposed protocols is evaluated in terms of through-

put and energy consumption via simulations over a single-hop ad hoc network that is

subject to a uniform traffic load. Various numbers of antennas per node are consid-

ered. Comparison with PBOA is straightforward since PBOA-ORB coincides with this

protocol in the case of single-antenna nodes.

Finally, Chapter 4 summarizes the main conclusions of the dissertation and

presents future research ideas.



2 Cross-slot Interference

Mitigation in TDD/CDMA

Cellular Networks

As mentioned in Section 1.1.1, base-to-base and mobile-to-mobile crossed-slot in-

tercell interference arises in TDD/CDMA cellular networks with asymmetric data traffic

when dynamic channel allocation is employed to enhance resource utilization. In this

chapter, a decentralized scheme that mitigates crossed-slot intercell interference and, at

the same time, ensures efficient resource utilization is proposed. This scheme combines an

IADCA algorithm with space-time LMMSE joint detection at the receivers. The former

avoids crossed-slot interference in channel allocation. The latter suppresses the remain-

ing intercell interference by modeling it as colored noise with known spatio-temporal

autocorrelation (LMMSE-CI joint detection) rather than as white noise (LMMSE-WI

joint detection).

This chapter is organized as follows. In Section 2.1, the system model is intro-

duced. Section 2.2 describes the space-time LMMSE joint detection and a practical CSI

estimation scheme. Analytical expressions for the SINR and the bit error probability that

characterize a reference timeslot are also derived. In Section 2.3, the proposed IADCA

algorithm and the RDCA and FCA benchmark algorithms are presented. Section 2.4

defines the metrics used in performance evaluation, and, finally, Section 2.5 discusses the

simulation methodology and results.

8
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Figure 2.1: Transmitter block diagram for the kth intracell packet in a reference timeslot.

2.1 System Model

An unsectored TDD/CDMA cellular network that consists of a reference cell and

the first tier of interferers around it (i.e., seven hexagonal cells in total) is considered.

The mobile stations in each cell are served by a base station located in the cell center

and both types of stations are equipped with arrays of omnidirectional antennas. Single-

antenna transmission and multiple-antenna reception are employed in both downlink

and uplink. The network is assumed timeframe synchronous (but not necessarily chip

synchronous), and a timeframe is divided into S timeslots, each one supporting up to

Kmax CDMA channelization codes, as illustrated in Fig. 1.1. Hence, KmaxS timeslot-

code physical channels are available for transmission. Communication links between

the mobile stations and the base station of a cell are assumed to carry downlink and

uplink data packet streams in the fashion of [11]. At the beginning of every timeframe, a

channel allocation algorithm, which is executed at each base station, allocates timeslots

to downlink and uplink, determines the number of generated packets that are admitted

to the system per MS-BS link, and assigns each admitted packet to a timeslot-code

channel, as described in Section 2.3. Once the channel allocation decisions are made

and communicated to the mobile stations (e.g., via a broadcast control channel), packet

transmission takes place.

2.1.1 Transmit Signal Model

Fig. 2.1 depicts the transmitter block diagram that corresponds to a packet,

which is indexed by k and is assigned to channelization code c(k) =
[
c
(k)
0 , . . . , c

(k)
Q−1

]T
in

a reference timeslot. Orthogonal variable spreading factor (OVSF) codes are employed

in UTRA TDD [17] and, for simplicity, only codes with spreading factor Q are considered

herein. The mth data symbol d
(k)
m of the kth packet, which is drawn from a unit-energy

QPSK constellation, is spread by c(k), and the resulting chips are scrambled by a cell-
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specific scrambling code s(k) =
[
s
(k)
0 , . . . , s

(k)
Q−1

]T
for the purpose of intercell interference

reduction [1]. Thus, the data symbol sequence of the packet
{
d

(k)
m , m = 0, . . . ,M − 1

}
is

mapped to the chip sequence
{
a

(k)
i , i = 0, . . . ,MQ− 1

}
, and the mth symbol chips are

represented by the vector

a(k)(m) =
[

a
(k)
mQ, . . . , a

(k)
(m+1)Q−1

]T
= c

(k)
s d(k)

m

where

c
(k)
s =

[

c
(k)
0 s

(k)
0 , . . . , c

(k)
Q−1s

(k)
Q−1

]T
(2.1)

is the element-by-element product of c(k) and s(k). Prior to in-phase/quadrature (I/Q)

modulation, the chips are fed into a chip-pulse shaping filter with impulse response f(t),

which is selected so that its energy autocorrelation function ψ(t) = f(t) ⋆ f∗(−t) is a

Nyquist pulse. Typically, a truncated root-raised-cosine (RRC) chip pulse with roll-off

factor β and bandwidth B ≈ (1 + β)/2Tc is used [34], where Tc denotes the chip period.

The baseband equivalent transmit signal corresponding to the kth packet is then given

by

x(k)(t) = ejθk

√

P
(k)
T Tc

MQ−1
∑

i=0

a
(k)
i f(t− iTc) (2.2)

where ejθk captures the carrier phase offset between the transmitter and the receiver,

and P
(k)
T denotes the transmit power.

In both downlink and uplink, the transmit power is adjusted by a simple power

control scheme so that path loss is compensated for and a target average power level

PR,trgt is guaranteed at the intended receiver. Herein, path loss refers to the combination

of propagation loss and shadowing and is assumed to be known at the transmitter of

a link. In practice, this can be achieved by means of a beacon signal broadcasted by

the base station in a control channel (e.g., the P-CCPCH channel in UTRA TDD [17]).

The beacon transmit power is fixed and a priori known to the mobile stations, which

measure the average received beacon power, calculate the downlink path loss, and feed

its value back to the base station. By exploiting the channel reciprocity due to the TDD

component, the same path loss value is used in uplink power control.

2.1.2 Received Signal Model

Fig. 2.2 shows the baseband system model for a reference cell of the TDD/CDMA

network under study, during a downlink or uplink timeslot. In downlink, a mobile
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Figure 2.2: Baseband system model in the reference cell of a TDD/CDMA network
during a downlink or uplink timeslot.

station in the reference cell receives the packets transmitted by its base station (indexed

by k, 1 ≤ k ≤ K ≤ Kmax), as well as those transmitted by interfering intercell base

or mobile stations (indexed by j, 1 ≤ j ≤ J). In uplink, the base station of the

reference cell receives the packets transmitted by intracell mobile stations (indexed by

k, 1 ≤ k ≤ K ≤ Kmax), as well as those transmitted by interfering intercell mobile or

base stations (indexed by j, 1 ≤ j ≤ J).

The channel impulse response between the transmitter of the kth packet and the

rth receive antenna is modeled as1

g(r,k)(t) =

√

ζ(k)

η(k)

N∑

n=1

g(r,k)
n δ(t− τ (k)

n ) (2.3)

assuming that the channel is time invariant over the duration of a timeslot. This assump-

tion is fairly realistic in the low mobility scenarios (e.g., pedestrian outdoor or indoor

environment) that UTRA TDD is designed for [17]. In the above expression, η(k) repre-

sents the distance-dependent propagation loss and ζ(k) the lognormal shadowing between

the kth packet transmitter and the receiver. In addition, N is the maximum number of

paths, while g
(r,k)
n and τ

(k)
n denote, respectively, the nth path fading coefficient and the

nth path delay, which also accounts for imperfect user synchronization. In the following

analysis, it is convenient to consider the effective channel impulse response

h(r,k)(t) = ejθk

√

P
(k)
T g(r,k)(t) ⋆ f(t) ⋆ f∗(−t) (2.4)

which incorporates chip-pulse shaping, multipath channel propagation, and receiver chip-

matched filtering. If τmax is the maximum path delay experienced by a user in the system

1Obviously, if packets k1 and k2 share a common transmitter (e.g., the base station in downlink),
then g(r,k1)(t) ≡ g(r,k2)(t).
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and ψ(t) = f(t)⋆f∗(−t) is causal with finite time duration equal to DTc, for some D ∈ N,

then h(r,k)(t) is nonzero in
[
0, DTc + τmax

)
.

The expression for the baseband equivalent signal at the rth receive antenna,

after chip-matched filtering, is

y(r)(t) =

K∑

k=1

MQ−1
∑

i=0

a
(k)
i h(r,k)(t− iTc) +

J∑

j=1

MQ−1
∑

i=0

a
(j)
I,ih

(r,j)
I (t− iTc) + w̃(r)(t)

︸ ︷︷ ︸

n(r)(t)

(2.5)

where the last two terms, corresponding to intercell interference plus thermal noise,

are incorporated in n(r)(t). Subscript I indicates a variable associated with intercell

packets, and w̃(r)(t) represents the rth antenna matched filter output due to front-end

additive white Gaussian noise (AWGN) w(r)(t) with power spectral density Sw̃(r)(ω) =

(No/Tc)Ψ(ω), where Ψ(ω) is the Fourier transform of ψ(t). The discrete-time equivalent

of (2.5), after sampling at the chip-rate 1/Tc, is

y
(r)
i =

K∑

k=1

P−1∑

p=0

h(r,k)
p a

(k)
i−p + n

(r)
i (2.6)

with y
(r)
i = y(r)(iTc), h

(r,k)
p = h(r,k)(pTc), n

(r)
i = n(r)(iTc), and P = D +

⌈
τmax/Tc

⌉
,

denoting the number of nonzero effective channel impulse response samples. The vector

y(r)(m) =
[
y

(r)
mQ, . . . , y

(r)
(m+1)Q+P−2

]T
of the rth antenna received signal samples that

carry all the energy due to the mth data symbols of the intracell packets is, thus, given

by

y(r)(m) =

K∑

k=1

H(r,k)ã(k)(m) + n(r)(m) (2.7)

where n(r)(m) =
[
n

(r)
mQ, . . . , n

(r)
(m+1)Q+P−2

]T
, H(r,k) ∈ C

(Q+P−1)×(Q+2P−2) is a Toeplitz

matrix with H
(r,k)
i,j = h

(r,k)
P−1−j+i, and ã(k)(m) is the vector of the kth packet chips con-

tributing to y(r)(m). These include not only the chips of the mth data symbol, but

also chips of previous and subsequent data symbols, as a consequence of ISI caused by

multipath propagation.

Writing the effective channel impulse response length as P −1 = uQ+q, for some

u ∈ N and q ∈
{
0, 1, . . . , Q − 1

}
, it is easy to verify that ã(k)(m) contains chips due to

U = 1 + 2
⌈
(P − 1)/Q

⌉
symbols in total. Specifically, it contains all Q chips of symbols

{
d

(k)
m−u, . . . , d

(k)
m , . . . , d

(k)
m+u

}
, as well as the last q chips of symbol d

(k)
m−u−1 and the first

q chips of symbol d
(k)
m+u+1. Therefore, it can be expressed as

ã(k)(m) = C
(k)
s d(k)(m) (2.8)
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where

d(k)(m) =
[

d
(k)
m−u−1, d

(k)
m−u, . . . , d

(k)
m , . . . , d

(k)
m+u, d

(k)
m+u+1

]T

and C
(k)
s is the block diagonal matrix

C
(k)
s =



















c
(k)
s,q− 0 · · · 0 · · · 0 0

0 c
(k)
s · · · 0 · · · 0 0

...
...

. . .
...

...
...

...

0 0 · · · c
(k)
s · · · 0 0

...
...

...
...

. . .
...

...

0 0 · · · 0 · · · c
(k)
s 0

0 0 · · · 0 · · · 0 c
(k)
s,q+



















with c
(k)
s,q− =

[
c
(k)
Q−qs

(k)
Q−q, . . . , c

(k)
Q−1s

(k)
Q−1

]T
, c

(k)
s,q+ =

[
c
(k)
0 s

(k)
0 , . . . , c

(k)
q−1s

(k)
q−1

]T
, and c

(k)
s

given by (2.1). Due to (2.8), (2.7) is written as

y(r)(m) =
K∑

k=1

A(r,k)d(k)(m) + n(r)(m) (2.9)

for

A(r,k) = H(r,k)C
(k)
s . (2.10)

Finally, stacking the samples from all R receive antennas in the composite vector y(m) =
[
y(1)T (m), . . . ,y(R)T (m)

]T
results in the received signal vector model

y(m) = Ad(m) + n(m) (2.11)

where d(m) =
[
d(1)T (m), . . . ,d(K)T (m)

]T
, n(m) =

[
n(1)T (m), . . . ,n(R)T (m)

]T
, and A

is a block matrix that has A(r,k) as its rkth block, for r = 1, . . . , R and k = 1, . . . ,K.

In the above model, A depends on the scrambling and channelization codes of

the intracell packets, as well as the corresponding channel coefficients, and captures

the effects of ISI and intracell MAI. Since the channels have been assumed to be time

invariant during a timeslot, A is independent of the data symbol index m. Intercell

interference and thermal noise are captured by the zero-mean random vector n(m),

whose autocorrelation matrix Rn = E
{
n(m)nH(m)

}
is shown, in Appendix A, to be a
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block matrix with rρth block given by2

R
(r,ρ)
n =

J∑

j=1

H
(r,j)
I H

(ρ,j)
I

H +
No

Tc
δr,ρI (2.12)

for r, ρ = 1, . . . , R.

2.2 Space-Time Processing

2.2.1 Space-Time LMMSE Joint Detection

In order to detect the data symbols of the desired intracell packet(s) at the

receiver, a linear detector is employed. It performs joint equalization and multiuser de-

tection by linearly combining the matched filter samples from all the receive antennas

(see Fig. 2.2) so that the mean square error between its output and the desired data

symbols is minimized. Therefore, not only temporal but also spatial degrees of freedom

are utilized in combatting ISI and intracell MAI, further enhancing the receiver perfor-

mance. This space-time LMMSE joint detector3 is used in both downlink and uplink,

and it requires that the parameters of the received signal model of (2.11) are known at

the receiver. Equivalently, it is required that 1) the scrambling and spreading codes of all

the intracell packets, and 2) the intracell channel coefficients and intercell-intreference-

plus-noise statistics are known at the receiver. The first requirement is directly satisfied

in uplink and can also be satisfied in downlink, provided that the base station broad-

casts the indices of the codes used in each timeslot to the mobile stations in its cell.

The second requirement is practically achieved via joint channel estimation by means of

midamble training sequences, as discussed in Section 2.2.2.

Regarding the treatment of intercell interference, two variants of the space-time

LMMSE joint detector are considered. The first explicitly suppresses intercell interfer-

ence on the basis of the intercell-interference-plus-noise spatio-temporal autocorrelation

matrix Rn, which is assumed to be known (or estimated) at the receiver. This vari-

ant is referred to as space-time LMMSE joint detector for colored intercell interference

(LMMSE-CI) and is favored in our scheme. The second treats intercell interference as

2Equation (12) suggests that information from adjacent cells (e.g., the number of intercell interferers)
is needed to evaluate Rn . However, in practice, Rn is locally estimated at the receivers via midamble
training sequences, as described in Section 2.2.2.

3In the absence of ISI, the space-time LMMSE joint detector reduces to a bank of optimum combiners
(in the maximum SINR sense), each one of which is matched to an intracell packet. In the additional
absence of MAI, it reduces to a single-user maximal ratio combiner.
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spatially and temporally white noise, assuming that only the intercell-interference-plus-

noise average power σ2
n is known (or estimated) at the receiver. This variant is referred

to as space-time LMMSE joint detector for white intercell interference (LMMSE-WI)

and is used only as a benchmark.

Since TDD/CDMA transmission is organized in timeslots, it seems natural for

the LMMSE joint detector to simultaneously process all the received signal samples

during a timeslot to estimate the data symbols of the desired packet(s). However, the

computational complexity incurred by this block implementation is prohibitive for typical

packet lengths and spreading code factors. Hence, the more practical sliding processing

window implementation [7] is adopted for a window length of Q+P −1 chips per receive

antenna. At the mth detection step, the processing window contains the received signal

samples y(m) carrying all the energy due to themth data symbols of the intracell packets.

Soft estimates of these symbols are first produced by feeding the window samples into an

LMMSE estimation filter and are, subsequently, transformed into hard symbol decisions

via a bank of symbol-by-symbol (SBS) detectors: one per desired packet. The whole

process is repeated, sliding the processing window by Q chips so that it contains the

received signal samples y(m+ 1) due to the (m+ 1)th data symbols, and so on.

LMMSE filtering performs the well-known optimization

WLMMSE = argmin
W

E
{

|Wy(m) − d(m)|2
}

(2.13)

which, for independent identically distributed (i.i.d.) and unit-energy data symbols,

leads to the expressions

WLMMSE−CI = ÂH
(

ÂÂH + R̂n

)−1
(2.14)

WLMMSE−WI = ÂH
(

ÂÂH + σ̂2
nI
)−1

(2.15)

for LMMSE-CI and LMMSE-WI, respectively, which are independent of the symbol

index m. Here, Â, R̂n, and σ̂2
n denote the estimates of A, Rn, and σ2

n, which are

typically available at the receiver instead of the actual parameters themselves. In prac-

tice, Cholesky factorization can be used to reduce the computational complexity due to

matrix inversion in the above expressions [49]. The output of either LMMSE filter is

written as

z(m) = Wy(m) = Gd(m) + ñ(m) (2.16)
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for W = WLMMSE−CI or WLMMSE−WI, G = WA, and ñ(m) = Wn(m) with autocorre-

lation matrix Rñ = WRnW H . As a result, the LMMSE soft estimate that corresponds

to the mth data symbol d
(k)
m of the kth packet is given by the vth element of z(m), i.e.,

z(k)
m = zv(m) = Gv,vd

(k)
m +

KU∑

i=1
i6=v

Gv,idi(m) + ñv(m)

︸ ︷︷ ︸

ξv(m)

(2.17)

where v = U(k − 1) + (U − 1)/2 + 1 is the index of d
(k)
m in d(m), and ξv(m) denotes the

residual ISI, intracell MAI, intercell interference, and noise after LMMSE filtering.

The SINR at the input of the kth packet SBS detector, which produces the hard

symbol decision d̂
(k)
m from z

(k)
m , is given by

γ(k) =
|Gv,v|2

KU∑

i=1
i6=v

|Gv,i|2 + [Rñ]v,v

. (2.18)

Note that, since A, W , and Rn are invariant across different processing window in-

stances during a timeslot, γ(k) is independent of the data symbol index m and char-

acterizes the detection quality of the whole kth packet. To derive a closed-form ex-

pression for the conditional bit error probability P
(k)
b of this packet, the residual inter-

ference is approximated by a circularly symmetric complex Gaussian random variable

ξv(m) ∼ Nc

(
0,
∑

i6=v |Gv,i|2 + [Rñ]v,v

)
, as in [7] and [33]. In this case, it can be shown

that

P
(k)
b =

1

2
Q
(√

γ(k)(cosφv − sinφv)

)

+
1

2
Q
(√

γ(k)(cosφv + sinφv)

)

(2.19)

where Q(x) =
(
1/
√

2π
) ∫ +∞

x e−y2/2 dy, and φv = ∠Gv,v, which is the phase of the vvth

element of matrix G. The Gaussian approximation is intuitively justified as follows.

Due to ISI, each packet contributes more than one symbol to residual interference (e.g.,

six symbols for P = 34 and Q = 16). Thus, even for a few intracell and intercell

interferers, the residual interference sum of (2.17) has enough terms for Central Limit

Theorem arguments to apply. The accuracy of this approximation is further investigated

by simulations in Section 2.5.4.

Equations (2.14)-(2.19) apply to space-time LMMSE-CI and LMMSE-WI joint

detection for both cases of perfect CSI (where the intracell channel coefficients used in the

definition of A and the intercell-interference-plus-noise statistics are perfectly known at
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the receiver) and imperfect CSI (where they are estimated as described in Section 2.2.2).

For example, considering space-time LMMSE-CI joint detection with perfect CSI, it is

Â = A and R̂n = Rn; therefore, (2.18) and (2.19) are further simplified as

γ
(k)
LMMSE−CI =

1
[(

I + AHR−1
n A

)−1
]

v,v

− 1 and P
(k)
b, LMMSE−CI = Q

(√

γ
(k)
LMMSE−CI

)

respectively.

2.2.2 Channel State Information Estimation

In a TDD/CDMA system, CSI estimation is performed at each (mobile or base

station) receiver, on a timeslot basis, by means of midamble training chip sequences a

priori known to this receiver [41]. Denoting the training sequence assigned to the kth

intracell packet in a downlink or uplink timeslot as
{
µ

(k)
i , i = −P + 1, . . . , V − 1

}
, the

rth antenna received midamble samples carrying energy only due to training chips are

given by

y
(r)
t,i =

K∑

k=1

P−1∑

p=0

h(r,k)
p µ

(k)
i−p +

J∑

j=1

P−1∑

p=0

h
(r,j)
I,p µ

(j)
I,i−p + w̃

(r)
t,i

︸ ︷︷ ︸

n
(r)
t,i

(2.20)

for i = 0, . . . , V − 1, where n
(r)
t,i captures the thermal noise and the interference due

to the training sequences of intercell packets. Defining y
(r)
t =

[
y

(r)
t,0 , . . . , y

(r)
t,V −1

]T
and

n
(r)
t =

[
n

(r)
t,0 , . . . , n

(r)
t,V −1

]T
, it is

y
(r)
t =

K∑

k=1

M (k)h(r,k) + n
(r)
t = Mh(r) + n

(r)
t (2.21)

for r = 1, . . . , R. In the above expression, h(r,k) =
[
h

(r,k)
0 , . . . , h

(r,k)
P−1

]T
is the vector

of the effective channel impulse response samples between the kth packet transmitter

and the rth receive antenna, M (k) ∈ C
V ×P is a Toeplitz matrix that corresponds to

the kth packet training sequence with M
(k)
i,j = µ

(k)
i−j , h(r) =

[
h(r,1)T , . . . ,h(r,K)T

]T
, and

M =
[
M (1) . . .M (K)

]
4. Stacking the samples from all R receive antennas leads to

yt = (IR ⊗ M) h + nt (2.22)

4For ease of notation, h(r) and M have been defined for the special case where each packet belongs
to a distinct MS-BS link. In the general case where multiple packets originate from, or are destined to, a
single mobile station, h(r) is the composite vector of only the distinct effective channel impulse responses
h(r,k), and M is defined accordingly.
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for yt =
[
y

(1)T
t , . . . ,y

(R)T
t

]T
, h =

[
h(1)T , . . . ,h(R)T

]T
, and nt =

[
n

(1)T
t , . . . ,n

(R)T
t

]T
.

At the receiver, the channel coefficients h and the second-order statistics of nt, which

are required for LMMSE joint detection, need to be estimated, given yt . To address

the practical need for low computational complexity, the two estimation problems are

decoupled. Thus, a standard least-squares joint channel estimator is initially employed,

followed by a sample estimator of the intercell-interference-plus-noise second-order sta-

tistics.

The criterion for least-squares joint channel estimation is

ĥ = argmin
h

∣
∣yt − (IR ⊗ M) h

∣
∣2 (2.23)

resulting in

ĥ(r) =
(
MHM

)−1
MHy

(r)
t (2.24)

for r = 1, . . . , R. The above estimates are valid under the condition that M ∈ C
V ×KP

has a full column-rank, which is satisfied by appropriately selecting the midamble se-

quences
{
µ

(k)
i , k = 1, . . . ,K

}
and the training length V so that V ≥ KP .

With respect to the estimation of the intercell-interference-plus-noise second-

order statistics, two cases are considered, corresponding to the two variants of space-time

LMMSE joint detection introduced in Section 2.2.1. In LMMSE-WI joint detection,

where intercell interference is modeled as spatio-temporally white, only knowledge of the

intercell-interference-plus-noise average power σ2
n is necessary. This is approximated by

σ2
nt

, which can be estimated from the received midamble samples as

ˆσ2
nt

=
1

RV

R∑

r=1

∣
∣
∣y

(r)
t − Mĥ(r)

∣
∣
∣

2
=

1

RV

R∑

r=1

∣
∣
∣

(
IV − M(MHM)−1MH

)
y

(r)
t

∣
∣
∣

2
. (2.25)

In LMMSE-CI joint detection, knowledge of the full intercell-interference-plus-noise au-

tocorrelation matrix Rn is required. The latter is approximated by its midamble coun-

terpart Rnt . Previous works, such as [51] and [39], have exploited the properties of

specific channel models to express Rnt as the Kronecker product of a spatial and a

temporal autocorrelation matrix that are separately estimated. In this chapter, a more

general approach is followed by directly employing a sample estimator of Rnt . Since a

sliding processing window of length Q+ P − 1 is considered in joint detection, a similar

window is used in the formulation of the sample estimator. As a result, it is

R̂nt =
1

L

L−1∑

ℓ=0

n̂t(ℓ) n̂H
t (ℓ) (2.26)
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for n̂t(ℓ) =
[
n̂

(1)T
t (ℓ), . . . , n̂

(R)T
t (ℓ)

]T
and L = V −Q− P + 2. Note that

n̂
(r)
t (ℓ) = y

(r)
t (ℓ) −

K∑

k=1

Ĥ(r,k)µ(k)(ℓ) (2.27)

is the estimate of the rth antenna intercell-interference-plus-noise vector over the ℓth

window slide that is formed by subtracting the reconstructed intracell midamble samples

from the received samples y
(r)
t (ℓ) =

[
y

(r)
t,ℓ , . . . , y

(r)
t,ℓ+Q+P−2

]T
. In the above expression,

Ĥ(r,k) ∈ C
(Q+P−1)×(Q+2P−2) is the Toeplitz matrix that corresponds to the estimated

channel coefficients ĥ
(r,k)
p , and µ(k)(ℓ) =

[
µ

(k)
ℓ−P+1, . . . , µ

(k)
ℓ+Q+P−2

]T
is the vector of the

kth packet training sequence chips that contribute to the ℓth window received samples.

Due to the matrix inversion in (2.14), R̂nt needs to be full-rank. A necessary condition for

rank(R̂nt) = R(Q+P−1) is L ≥ R(Q+P−1) or, equivalently, V ≥ (R+1)(Q+P−1)−1,

imposing an additional constraint on the training length.

Finally, the choice of training sequences
{
µ

(k)
i , k = 1, . . . ,K

}
is essential to CSI

estimation. A criterion typically used in their design is the minimization of the channel

estimation mean square error, which is defined as ǫ2 = tr
(
E
{
eeH

})
for e = h− ĥ. Due

to (2.24) and (2.22), it is

ǫ2 = tr
((

IR ⊗ (MHM)−1MH)Rnt (IR ⊗ M(MHM)−1
))

(2.28)

and therefore, the M that minimizes ǫ2 depends on the intercell-interference-plus-noise

autocorrelation matrix Rnt . Even if Rnt is perfectly known at the receiver, its variation

across timeslots implies that the training sequences must be optimized on a timeslot

basis, which is impractical. Therefore, the design is relaxed by minimizing (2.28) under

the assumption that Rnt = σ2
nt

I. In this case, as shown by [4], the optimum M satisfies

MHM ∝ I, which is achieved by selecting the kth training sequence as

µ
(k)
i = χ(i−(k−1)P ) mod V (2.29)

for i = −P + 1, . . . , V − 1, where
{
χi, i = 0, . . . , V − 1

}
is a perfect root-of-unity

sequence (PRUS) of length V [27]. This choice is adopted herein. Defining χ(i) =
[
χi mod V , . . . , χ(i+V −1) mod V

]T
, M is written as

M =
[
χ(V ) χ(V − 1), . . . ,χ(V −KP + 1)

]

and satisfies MHM = V I since χ(i)Hχ(j) = V δi,j by the PRUS definition. Conse-

quently, the expressions for ĥ(r) and ˆσ2
nt

are further simplified as

ĥ(r) =
1

V
MHy

(r)
t (2.30)



20

and

ˆσ2
nt

=
1

RV

R∑

r=1

∣
∣
∣
∣

(

IV − 1

V
MMH

)

y
(r)
t

∣
∣
∣
∣

2

(2.31)

respectively.

2.3 Channel Allocation Algorithms

In this section, the proposed IADCA algorithm and the RDCA and FCA algo-

rithms that are used as benchmarks in its performance evaluation are presented. All

three are executed on a timeframe basis at the base station of every cell in the network,

independently of other cells. Each algorithm receives as input RDL downlink and RUL

uplink packet transmission requests generated by the active MS-BS links in a cell, at

the beginning of a timeframe, and performs three basic operations. First, timeslots are

allocated to downlink and uplink. Then, out of all packets requesting transmission, a

number of packets, at most equal to the number of available timeslot-code physical chan-

nels, are granted admission to the system. Contention for these channels is resolved in

such a way that the ratio of admitted-to-generated packets (i.e., packet admission ratio)

is practically identical for all active MS-BS links. Finally, admitted packets are assigned

to physical channels according to algorithm-specific rules, while the rest are blocked from

transmission.

2.3.1 Interference-Aware Dynamic Channel Allocation (IADCA)

The steps of the IADCA algorithm are provided in the flow diagram of Fig.

2.3. First, the number of downlink (SDL) and uplink (SUL) timeslots in a timeframe

is dynamically adjusted based on the timeframe’s downlink-to-uplink traffic ratio ρ =

RDL/RUL. After timeslot allocation, KmaxSDL downlink and KmaxSUL uplink physi-

cal channels are available for packet transmission, resulting in packet admission ratios

αDL = min{1,KmaxSDL/RDL} and αUL = min{1,KmaxSUL/RUL}. Packets of every

active MS-BS link are admitted to the system, in first-in-first-out (FIFO) order, ac-

cording to these ratios. Thus, ADL,i out of RDL,i downlink packets generated by the

ith MS-BS link and AUL,i out of RUL,i uplink packets generated by the same link are

admitted, with ADL,i = ⌊0.5 + αDLRDL,i⌋ and AUL,i = ⌊0.5 + αULRUL,i⌋. Since a total

of min{RDL,KmaxSDL} downlink and min{RUL,KmaxSUL} uplink packets can be served
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in the current timeframe, an adjustment of ADL,i’s or/and AUL,i’s might be necessary so

that they sum up exactly to these numbers.

The proposed algorithm is ‘interference aware’ in the sense that the packet as-

signment rules have been designed with the goal of limiting crossed-slot (BS-to-BS or

MS-to-MS) intercell interference. Specifically, the admitted downlink and uplink packets

are assigned to timeslot-code channels in decreasing MS-BS link path loss order, starting

from the beginning or the end of the timeframe, respectively, as shown in Fig. 2.3. In

this way, downlink and uplink timeslots occupy the opposite sides of the timeframe and

crossed timeslots are more likely to occur in the ‘middle’, where packets corresponding

to MS-BS links with small path losses are assigned. Due to the power control scheme as-

sumed in Section 2.1.1, which is based on a target average receive power, small path losses

translate into low transmit power levels and, hence, low crossed-slot interference levels.

As a side-effect of the above rules, noncrossed timeslots at the edges of the timeframe

(where packets with large MS-BS link path losses are assigned) experience increased

intercell interference. This can be suppressed by means of space-time LMMSE-CI joint

detection, as described in Section 2.2.1.

2.3.2 Random Dynamic Channel Allocation (RDCA)

The RDCA algorithm considered has the same timeslot allocation and packet

admission rules as the IADCA algorithm. However, it differs from the latter in that

admitted packets are assigned to timeslot-code channels at random, with no regard for

the corresponding MS-BS link path losses, and no effort is made to control interference

in any part of the timeframe. Consequently, it is probable that crossed timeslots suffer

from strong BS-to-BS or MS-to-MS interference, even though noncrossed timeslots, at

the edges of a timeframe, might experience weaker intercell interference compared to

IADCA.

2.3.3 Fixed Channel Allocation (FCA)

In the FCA algorithm considered, packet admission and assignment to physical

channels are performed as in IADCA. Nevertheless, timeslot allocation is identical for all

cells and remains fixed across timeframes, as it is determined by the long-term average

downlink-to-uplink traffic ratio ρ̄ in the network. For instance, if it is suggested by

measurements that, on average, 60% of the traffic is downlink, then 60% of the timeslots
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large MS−BS

UL packet assignment

DL packet assignment

DL and UL packet admission

DL and UL timeslot allocation

   

cell B:

   path loss path loss
small MS−BS large MS−BS

path loss

cell A:

flexible    boundary

Admit ADL,i = ⌊0.5 + αDLRDL,i⌋ DL and AUL,i = ⌊0.5 + αULRUL,i⌋ UL

packets for the ith link; αDL = min{1, KmaxSDL

RDL
},αUL = min{1, KmaxSUL

RUL
}.

Adjust ADL,i’s and AUL,i’s, so that
∑

i ADL,i = min{RDL, KmaxSDL}
and

∑

i AUL,i = min{RUL, KmaxSUL}.

Assign admitted DL packets to DL channels in decreasing MS-BS link

path loss order, starting from the first timeslot in the timeframe till all

DL timeslots are ‘filled’, or the admitted DL packets are exhausted.

Assign admitted UL packets to UL channels in decreasing MS-BS link

path loss order, starting from the last timeslot in the timeframe till all

UL timeslots are ‘filled’, or the admitted UL packets are exhausted.

else SDL = ⌊0.5 + ρ
ρ+1

S⌋ and SUL = S − SDL, for ρ = RDL

RUL
.

timeslots to DL and SUL = ⌈RUL/Kmax⌉ timeslots to UL,

If ⌈RDL/Kmax⌉ + ⌈RUL/Kmax⌉ ≤ S then allocate SDL = ⌈RDL/Kmax⌉

Figure 2.3: Flow diagram of the IADCA algorithm and timeslot allocation paradigm for
two cells, A and B.
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are allocated to downlink and the remaining 40% to uplink in every timeframe and cell.

In this way, crossed timeslots and crossed-slot interference are completely eliminated,

though at the cost of bandwidth inefficiency and increased packet blocking compared

with DCA algorithms.

2.4 Performance Metrics

To assess the performance of the proposed IADCA/space-time LMMSE joint de-

tection scheme and compare it with that of benchmark RDCA and FCA schemes, two

metrics are used, namely 1) the SINR cumulative distribution function (cdf) and 2) the

average throughput. As a link-level metric, the SINR cdf characterizes the efficiency of

a scheme in coping with channel impairments, such as ISI, intracell MAI, and intercell

interference. It provides the outage probability Po = P (γ ≤ γo) associated with any

SINR value γo or, equivalently, the SINR value γo that can be sustained with probability

1 − Po = P (γ > γo) for any outage level Po. As a system-level metric, the average

throughput additionally captures the effect of channel allocation on resource utilization.

In this chapter, it is defined as the average probability that a typical packet, which is

generated at the beginning of a timeframe, is admitted for transmission and correctly re-

ceived by its intended recipient during that timeframe. Hence, retransmission of blocked

or erroneously received packets in subsequent timeframes is not considered.

Following this definition, the downlink average throughput can be expressed as

T̄DL = P̄ (DL packet is admitted and correctly received)

= P (DL packet is admitted)·

P̄ (DL packet is correctly received|DL packet is admitted)

= (1 − PB,DL)P̄C,DL (2.32)

and, similarly, the uplink average throughput as

T̄UL = (1 − PB,UL)P̄C,UL. (2.33)

In the above expressions, PB,DL and PB,UL denote, respectively, the probability that

a generated downlink or uplink packet is blocked from transmission. This probability

depends on the channel allocation algorithm used and the traffic load in the network,

and it can be either analytically evaluated (for simple allocation rules and traffic models)
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or empirically estimated via simulations. Moreover, P̄C,DL and P̄C,UL denote the average

probability that an admitted downlink or uplink packet is correctly received, which

depends both on the channel allocation algorithm and the signal detector used. Error-

correcting coding is not considered herein; therefore, a correctly received packet is one

with no bits in error. In general, hard decisions on neighboring bits of a packet are

correlated since the residual interference terms of the corresponding soft LMMSE symbol

estimates, in (2.17), are correlated. However, to simplify the analysis, we make the

approximation that bit errors occur independently with probability Pb, which is given by

(2.19) for the kth packet in a reference timeslot. Thus, assuming Bp bits per packet, it

is

P̄C,DL = EDL

{
(1 − Pb)

Bp
}

and P̄C,UL = EUL

{
(1 − Pb)

Bp
}

(2.34)

where the expectations EDL{·} and EUL{·} are obtained by averaging over the probability

distribution of Pb for downlink and uplink timeslots, respectively. The accuracy of the

above approximation is investigated in Section 2.5.4.

The theoretical derivation of the SINR and Pb probability distributions, under

realistic channel and traffic models, is too involved to allow analytical performance re-

sults. Consequently, the SINR outage and average throughput are evaluated by means

of packet-level Monte Carlo simulations of a seven-cell TDD/CDMA network for a large

number of timeframes, as described in the following section.

2.5 Simulation Results

2.5.1 Simulation Setup

The simulation parameters are listed in Table 2.1. Every cell serves the same

number of mobile stations, whose locations are randomly varied per timeframe following

the 2-D uniform distribution. Assuming pedestrian speeds (up to 2 m/s), mobility has

hardly any effect on the system performance, due to small normalized Doppler spread,5

and it is not considered in the simulations. In each timeframe and cell, timeslots are

allocated to downlink and uplink, and generated packets are admitted and assigned to

timeslot-code channels based on the channel allocation algorithm under study. Blocked

5For carrier frequency fc = 1900 MHz and mobile station speed vMS = 2 m/s, the Doppler spread
normalized to the timeslot rate 1/TS (see Table 2.1) is fDTS ≈ 0.0084 ≪ 1, justifying the assumption of
time-invariant channels made in Section 2.1.2.
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Table 2.1: Simulation parameters.

Cell radius Rc = 500 m

RRC roll-off factor β = 0.22

Target average received power PR,trgt = −97 dBm

Chip rate 1/Tc = 3.84 Mcps

Timeslot rate 1/TS = 1500 tslots/s

Timeslots/timeframe S = 8

Channelization codes/timeslot Kmax = 4

Spreading factor Q = 16

Packet length Bp = 256 bits

Effective channel impulse response length P = 34 chips

Training length V = 352 chips

downlink and uplink packets are counted towards the estimation of the respective block-

ing probabilities PB,DL and PB,UL. In each timeslot, an admitted packet in the central cell

is randomly selected as reference. The parameters of the received signal model (2.11) are

generated using (2.10) and (2.12), and space-time LMMSE joint detection is performed

on the basis of (2.14) or (2.15). Both cases of perfect and imperfect CSI are considered.

In the latter case, the intracell channel coefficients and intercell-interference-plus-noise

statistics are estimated, as described in Section 2.2.2, for V = 352 training chips. The

SINR γ and the bit error probability Pb of the reference packet are computed by (2.18)

and (2.19) and are used in the numerical evaluation of the downlink or uplink SINR cdf

and average packet success probability P̄C via (2.34). Finally, the average throughput is

calculated by (2.32) or (2.33).

To simulate asymmetric data traffic, the dynamic traffic model developed in [11]

is employed. Based on this model, the traffic carried by an MS-BS link is generated

according to an event-driven Markov process. Each state of the process corresponds to

an application-specific client-server packet flow that consists of a predetermined number

of downlink and uplink packets with fixed length Bp = 256 bits. The model parameters

(i.e., packet flow sizes and state transition probabilities) were determined for various

applications (e.g., hypertext transfer protocol (HTTP), file transfer protocol (FTP),

etc.) by measurements taken at the University of California, San Diego, campus-wide

IEEE 802.11b wireless local area network. These measurements were characterized by
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average downlink-to-uplink traffic ratio ρ̄ = 3 : 1.

The urban microcell 3GPP/3GPP2 NLOS spatial channel model [2], for N = 6

path clusters with uniformly distributed delays in (0, 1.2µs), is used to simulate the MS-

BS channel impulse responses described by (2.3). Antenna element spacings equal to λc

and 10λc are assumed at the mobile and base stations, respectively, with λc denoting

the carrier wavelength. The propagation loss of MS-BS links is provided by the COST

231 Walfisch-Ikegami NLOS model [12] for carrier frequency fc = 1900 MHz, while

lognormal shadowing of standard deviation σSF,MS−BS = 10 dB is also considered. To

account for crossed-slot interference scenarios, the 3GPP/3GPP2 model is extended to

generate the channel impulse responses of MS-MS and BS-BS links. This extension

and the propagation loss models used in these scenarios are described in Appendix B.

Lognormal shadowing of σSF,MS−MS = 12 dB and σSF,BS−BS = 6 dB is also considered.

2.5.2 Packet Blocking Probabilities

The packet blocking probabilities PB,DL and PB,UL, which were numerically es-

timated over 106 timeframes for various numbers of mobile stations per cell, are pro-

vided in Table 2.2 for all three channel allocation algorithms considered. Obviously,

these probabilities increase with the number of mobile stations, as more generated pack-

ets contend for a fixed number of timeslot-code channels per timeframe. IADCA and

RDCA block packets less often than FCA by virtue of flexible timeslot allocation. In

these algorithms, the downlink-to-uplink timeslot ratio is approximately matched to

the downlink-to-uplink traffic ratio in each timeframe, and hence, blocking probabilities

are similar for the two transmission directions. In contrast, FCA constantly allocates

SDL = 6 out of S = 8 timeslots per timeframe to downlink and only SUL = 2 times-

lots to uplink in accordance with the average downlink-to-uplink traffic ratio ρ̄ = 3 : 1

characterizing the simulations. Therefore, a larger percentage of uplink than downlink

packets are blocked from transmission as the actual traffic ratio fluctuates around this

average value.

2.5.3 SINR Outage

In Figs. 2.4 - 2.9, plots of uplink and downlink SINR cdf are shown for the

channel allocation algorithms of Section 2.3 with single- and dual-antenna LMMSE-CI

or LMMSE-WI joint detection, assuming 32 mobile stations per cell (i.e., under heavy
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Table 2.2: Numerically estimated packet blocking probabilities.

PB,DL PB,UL

MSs/cell
IADCA/RDCA FCA IADCA/RDCA FCA

1 0.000 0.000 0.000 0.000

4 0.000 0.000 0.000 0.058

8 0.001 0.006 0.001 0.098

12 0.010 0.022 0.008 0.151

16 0.028 0.050 0.023 0.201

20 0.059 0.085 0.055 0.259

24 0.093 0.126 0.088 0.285

28 0.140 0.168 0.135 0.337

32 0.187 0.218 0.182 0.360

traffic load conditions).

Fig. 2.4 illustrates the impact of the joint detection scheme on the uplink SINR

for IADCA, assuming perfect CSI at the receiver. At any outage level, both the LMMSE-

WI and the LMMSE-CI SINR increase with the number of receive antennas due to array

and diversity gain provided by LMMSE combining. Furthermore, knowledge of the

intercell-interference-plus-noise autocorrelation matrix Rn, in LMMSE-CI joint detec-

tion, results in SINR gain relative to LMMSE-WI. This gain is larger for dual- than

single-antenna reception since the spatial information conveyed by Rn, in the former

case, is exploited to suppress the strongest intercell interferer. The effect of imperfect

CSI is shown in Fig. 2.5. All the detection schemes experience SINR degradation, which

is more significant for dual-antenna LMMSE-CI joint detection, amounting to 4 dB at

10% outage probability. The LMMSE-CI SINR is still better than the LMMSE-WI SINR

at meaningful outage levels; however, it becomes slightly worse at high outage levels, and

the respective cdf curves intersect. This occurs because the performance of LMMSE-CI

joint detection depends significantly on the estimation accuracy of Rn, which degrades

for low intercell-interference-plus-noise levels (i.e., high SINR levels). Trends similar to

those of Figs. 2.4 and 2.5 have also been observed in downlink.

In Fig. 2.6, IADCA is compared against RDCA and FCA in terms of uplink SINR

for single- and dual-antenna LMMSE-CI joint detection with imperfect CSI. In both

cases, IADCA outperforms RDCA but achieves lower SINR than FCA at any outage
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Figure 2.4: Uplink SINR cdf plots for IADCA with single- and dual-antenna LMMSE-WI
and LMMSE-CI joint detection, assuming perfect CSI; 32MSs/cell and 8000 timeframes.

probability. This is explained by Fig. 2.7, where separate SINR cdf plots are provided

for crossed and noncrossed timeslots, assuming two receive antennas. For RDCA, severe

SINR degradation over crossed timeslots is observed, which is caused by strong BS-to-

BS interference. IADCA mitigates this type of interference and considerably improves

the crossed timeslot SINR by assigning packets to physical channels in decreasing MS-

BS link path loss order, from the edges to the ‘middle’ of the timeframe. In this way,

intercell interference over noncrossed timeslots increases relative to RDCA. Nevertheless,

for numerous mobile stations per cell, the overall SINR cdf of IADCA is superior to

that of RDCA because a large portion of uplink timeslots are crossed, thus dominating

performance. In contrast, for FCA, all timeslots are noncrossed and free from BS-to-BS

interference, resulting in even higher SINR than IADCA.

Fig. 2.8 compares IADCA against RDCA and FCA in terms of downlink SINR.

IADCA and FCA perform slightly better than RDCA for one receive antenna, while all

three schemes have similar performance, particularly at low outage, for two receive anten-

nas. This is due to the fact that crossed-slot interference is not detrimental in downlink,

as verified in Fig. 2.9. Indeed, the SINR achieved by RDCA over crossed timeslots is
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higher than the SINR over noncrossed timeslots, exceeding even the SINR achieved by

FCA. The reason for this trend is two-fold. First, MS-to-MS interference is typically

weaker than BS-to-MS interference since MS-MS links experience more severe scattering

than MS-BS links. Second, in the rare occasion that two mobile stations engaged in

opposite-direction transmissions are close to each other, dual-antenna LMMSE-CI joint

detection efficiently suppresses the strong MS-to-MS interference that arises. Compared

with RDCA, IADCA further diminishes intercell interference over crossed timeslots al-

beit at the cost of increased intercell interference over noncrossed timeslots, affecting

the respective SINR cdfs accordingly. The overall IADCA and RDCA SINR cdfs that

emerge are similar to each other and to the FCA SINR cdf, and the exact relation among

the three is determined by the relative frequency of crossed versus noncrossed downlink

timeslots. For the traffic model considered, where 75% of the traffic is downlink on

average, this frequency is smaller than in uplink.

2.5.4 Average Throughput

In Fig. 2.10, the uplink average throughput is plotted versus the number of

mobile stations per cell for all three channel allocation algorithms with LMMSE-CI joint

detection. To examine the accuracy of the Gaussian residual interference approximation,

in (2.19), and the bit-error independence approximation, in (2.34), two sets of curves are

plotted. The first, which is labeled ‘packet-level sim’, corresponds to the throughput

obtained by (2.33) when the average packet success probability P̄C,UL is evaluated by

packet-level simulations on the basis of (2.19) and (2.34), as described in Section 2.5.1.

The second, which is labeled ‘bit-level sim’, corresponds to the throughput obtained

by (2.33) when P̄C,UL is evaluated by ‘brute-force’ bit-level simulations of the actual

packet transmission and detection. It is observed that the above approximations result in

throughput values that closely match those obtained by bit-level simulations, particularly

for two receive antennas. Thus, their use is justified since they facilitate performance

evaluation for only a slight loss in accuracy.

Focusing on the packet-level simulation curves, the following remarks can be

made. The throughput of IADCA exceeds that of RDCA as the traffic load increases,

thanks to reduced crossed-slot interference and, therefore, increased average packet suc-

cess probability P̄C,UL. IADCA also achieves higher throughput than FCA, despite worse

SINR outage, due to flexible timeslot allocation resulting in reduced blocking probability
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Figure 2.10: Uplink average throughput versus the number of mobile stations per cell
for IADCA, RDCA, and FCA with single- and dual-antenna LMMSE-CI joint detection
under imperfect CSI.

PB,UL that dominates the product of (2.33). For the same reason, FCA is also outper-

formed by RDCA under moderate traffic loads. However, the trend is reversed under

heavy traffic loads, as packet errors for RDCA significantly increase due to uncontrolled

crossed-slot interference. Notably, the throughput gap between IADCA and FCA in-

creases for two receive antennas, suggesting that space-time LMMSE-CI joint detection

is more beneficial to the former, which suffers from stronger intercell interference than

the latter.

The downlink average throughput is plotted in Fig. 2.11. For clarity of pre-

sentation, only the packet-level simulation curves are provided, noting that they tightly

match the bit-level simulation curves, as in uplink. All the three schemes considered

achieve similar throughput due to small differences in downlink SINR outage and packet

blocking probability. Specifically, the throughput of IADCA is slightly better than that

of FCA for dual-antenna reception, even though the two are almost identical for single-

antenna reception. Moreover, IADCA outperforms RDCA for a large number of mobile

stations per cell, as the impact of crossed timeslots increases, while its throughput is

marginally worse than that of RDCA under light traffic loads, because of higher intercell
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Figure 2.11: Downlink average throughput versus the number of mobile stations per cell
for IADCA, RDCA, and FCA with single- and dual-antenna LMMSE-CI joint detection
under imperfect CSI.

interference over noncrossed timeslots.

In Fig. 2.12, the uplink throughput of two test schemes, namely, RDCA/LMMSE-

CI and IADCA/ LMMSE-WI, is plotted to illustrate the relative effect of interference

avoidance and interference suppression on system performance. The first scheme copes

with crossed-slot interference only by suppressing it in detection and the second only

by avoiding it in channel allocation. The throughput of the proposed IADCA/LMMSE-

CI scheme is also plotted for reference. It is observed that interference avoidance via

IADCA is more effective than interference suppression via LMMSE-CI joint detection

when there are not enough degrees of freedom at the receiver for the level of intercell

interference encountered. This is the case for one receive antenna or two receive antennas

under heavy traffic loads. In contrast, for two receive antennas under moderate traffic

loads, the spatial information conveyed by Rn to the receiver is sufficient to ensure that

suppressing crossed-slot interference is more effective than avoiding it. In any case, the

proposed scheme achieves superior performance by combining interference avoidance in

channel allocation with interference suppression in signal detection.
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3 PHY-MAC Cross-Layer Design

in Multiple-Antenna Ad Hoc

Networks

In their effort to limit interference around receivers, MAC protocols based on

collision avoidance achieve poor spatial reuse and, thus, restrict the throughput of ad

hoc networks. In this chapter, two physical-medium-access-control cross-layer protocols

are proposed to enhance network throughput in an energy-efficient manner. The first

increases spatial reuse by integrating medium access, power control, and optimum re-

ceive beamforming in a distributed fashion and is named progressive back-off algorithm

with optimum receive beamforming (PBOA-ORB). The second additionally incorporates

transmit beamforming, on the premise of centralized control, and is named progressive

back-off algorithm with transmit and optimum receive beamforming (PBOA-TORB).

This chapter is organized as follows. The ad hoc network model is introduced in

Section 3.1 and the proposed PBOA-ORB and PBOA-TORB protocols are presented in

Sections 3.2 and 3.3, respectively. Section 3.4 describes the simulation model used for

performance evaluation and discusses the simulation results.

3.1 Network Model

Consider an ad hoc network of N nodes that communicate with each other by

exchanging packets over a wireless channel, at a common transmission rate R. For the

purposes of this chapter, which focuses on the physical and MAC layers, the network is

single-hop, meaning that nodes communicate directly, without relaying. Packet trans-

mission is frame-based, and the nodes are synchronized to the frame boundaries. This

38
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Figure 3.1: Baseband equivalent link model of the ad hoc network under study. Two
links are considered, namely, link i between nodes ti and ri, and link j between nodes tj
and rj .

can be practically achieved via GPS technology or clock synchronization protocols, such

as those proposed in [37] and [54]. Each node is equipped with a packet queue, a half-

duplex transceiver, and an array of M omnidirectional antenna elements. By virtue of

this array, nodes are capable of transmit beamforming (i.e., sending weighted versions of

the same data symbol over the transmit antennas) and receive beamforming (i.e., coher-

ently combining the signals at the receive antenna outputs) for enhanced communication

efficiency.

The baseband equivalent link model of the ad hoc network under study is illus-

trated in Fig. 3.1. Only two links out of the set L of active links are shown for simplicity;

namely, link i between the transmitting node ti and its intended receiver ri and link j

between nodes tj and rj . Node ti transmits a packet at power Pi, in the range [0, Pmax],

weighting each data symbol di(n) by the elements of an M × 1 unit-norm beamforming

vector vi. The channel from node tj to node ri is described by the power gain Gij and the

M ×M channel matrix Hij and is assumed time invariant for the duration of a frame.

This is a reasonable assumption for low-mobility (e.g., pedestrian) scenarios. The power

gain captures the effects of distance-dependent propagation and shadowing, while the

kℓth element of Hij captures the fading between the ℓth transmit antenna of node tj

and the kth receive antenna of node ri, which is assumed to be flat.

The received signals at the antenna outputs of node ri are represented by the
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M × 1 vector

xi(n) =
√

PiGiiHiividi(n) +
∑

j 6=i
j∈L

√

PjGijHijvjdj(n) + wi(n). (3.1)

These signals are linearly combined with weights provided by the conjugate of the beam-

forming vector ui, and the output of the receive beamformer is

yi(n) =
√

PiGiiu
H
i Hiividi(n) +

∑

j 6=i
j∈L

√

PjGiju
H
i Hijvjdj(n) + uH

i wi(n). (3.2)

In the previous expressions, the first term corresponds to the desired signal from node ti,

the second term to interference from other transmitting nodes, such as tj , and the third

term to thermal and background noise. The latter is modeled by the zero-mean circularly

symmetric complex Gaussian random vector wi(n) with covariance matrix Φwi
= σ2

wI,

for noise power σ2
w at each antenna. Assuming that the data symbols di(n), dj(n) are

uncorrelated and drawn from a unit-energy constellation, the SINR at the output of the

receive beamformer is

γi =
PiGiiu

H
i Hiiviv

H
i HH

ii ui
∑

j 6=i
j∈L

PjGiju
H
i Hijvjv

H
j HH

ij ui + σ2
wuH

i ui

(3.3a)

=
PiGiiu

H
i Hiiviv

H
i HH

ii ui

uH
i ΦI,iui

(3.3b)

where

ΦI,i =
∑

j 6=i
j∈L

PjGijHijvjv
H
j HH

ij + σ2
wI (3.4)

denotes the interference-plus-noise covariance matrix. Throughout this chapter, it is

assumed that node ri is able to receive a packet from node ti successfully (i.e., with

negligible probability of error) provided that the SINR γi exceeds a threshold γT , which

depends on the common transmission rate R and the modulation/coding scheme used.

Otherwise, the packet cannot be detected.

3.1.1 Receive Beamforming

Based on the above assumption, it is optimum, in terms of packet throughput,

that node ri employs the receive beamforming vector ui which maximizes the SINR for

given transmit beamforming vectors
{
vi

}

i∈L
. Using the theory of generalized eigenvalues



41

(e.g., see [16]), it is straightforward to show that this optimum receive beamforming

(ORB) vector is given by

ui,o = argmax
|ui|=1

{
uH

i Hiiviv
H
i HH

ii ui

uH
i ΦI,iui

}

=
Φ−1

I,i Hiivi

|Φ−1
I,i Hiivi|

(3.5)

when a unit-norm constraint is also imposed on ui without loss of generality. In this

case, due to (3.3b), the maximum SINR can be expressed as

γi,o =
PiGiiu

H
i,oHiiviv

H
i HH

ii ui,o

uH
i,oΦI,iui,o

= PiGiiv
H
i HH

ii Φ−1
I,i Hiivi. (3.6)

In essence, the optimum receive beamformer maximizes the SINR by selecting its weights

so that the array response yi(n) is enhanced along the ‘spatial signature’ Hiivi of the

desired signal and reduced along the ‘spatial signatures’ Hijvj of the main interferers.

It is well known that the minimum-mean-square-error (MMSE) beamformer also

achieves maximum SINR γi,o (e.g., see [46]). This beamformer, which minimizes the

mean square error between the desired signal di(n) and its output, is given by

ui,MMSE = argmin
ui

E
{
|di(n) − uH

i xi(n)|2
}

=

√
PiGii

1 + PiGiiv
H
i HH

ii Φ−1
I,i Hiivi

Φ−1
I,i Hiivi, (3.7)

while the SINR at its output can be expressed as

γi,o =
1

E
{
|di(n) − uH

i,MMSExi(n)|2
} − 1. (3.8)

In practical systems, the MMSE beamformer is implemented by means of an adaptive

algorithm (e.g., LMS or RLS) that estimates a training sequence
{
di(n)

}
a priori known

to the receiver. Hence, there is no need for accurate knowledge of the effective channel

vector Hiivi and the interference-plus-noise covariance matrix ΦI,i at the receiver, as

suggested by the theoretical expression in (3.7). In addition, the maximum SINR γi,o

can be readily computed by measuring the mean square error at the output of the

adaptive beamformer after convergence. This practical implementation also applies to

the optimum beamformer of (3.5), which is just a normalized version of the MMSE

beamformer.
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Figure 3.2: Baseband equivalent link model of the dual topology network corresponding
to the network of Fig 3.1.

As a final remark on receive beamforming, note that the model considered in this

chapter implicitly accounts for the case where two (or more) nodes, for instance ti and

tj , transmit one packet each to node ri ≡ rj at the same time. The antenna outputs

xi(n) can be linearly combined using two different receive beamformers ui,o and uj,o,

one adapting to estimate the training sequence of ti and the other the training sequence

of tj , provided that these are uncorrelated and a priori known to the receiver. In this

way, node ri is able to successfully receive up to two packets depending on whether

the corresponding SINRs exceed the threshold γT or not. This multi-packet reception

capability generalizes up to M packets for nodes with M antennas.

3.1.2 Transmit Beamforming

Given the SINR threshold model for successful packet reception, it is also de-

sirable that the transmit beamforming vectors
{
vi

}

i∈L
are optimized with respect to

SINR for fixed receive beamforming vectors
{
ui

}

i∈L
. However, the trasmit beamform-

ing optimization problem is significantly more involved than the receive beamforming

optimization problem. This is due to the fact that transmit beamforming affects the

SINR of all links, hence it requires network-wide optimization, in contrast to receive

beamforming, which affects the SINR of a single link and is optimized for each link

individually. Previous works, such as [35], [48], and [38], have addressed this issue by

transforming the hard transmit beamforming problem into a simpler receive beamform-
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ing problem in the network whose links are reciprocal to those of the original network.

This is referred to as dual topology network and is depicted in Fig. 3.2 for the original

network of Fig. 3.1. The theoretical basis for the above transformation is provided by

Theorem 1 in [38], which is restated herein.

Network Duality Theorem. Consider a MIMO ad hoc network consisting of L = |L|
links that employ transmit beamforming vectors

{
vi

}

i∈L
and receive beamforming vectors

{
ui

}

i∈L
. A set of SINR values

{
γi

}

i∈L
is achievable in this network for transmit powers

p =
[
P1, . . . , PL

]T
, if and only if it is achievable in the dual topology network using

transmit beamforming vectors
{
ṽi = u∗

i

}

i∈L
and receive beamforming vectors

{
ũi =

v∗
i

}

i∈L
for transmit powers p̃ =

[
P̃1, . . . , P̃L

]T
. Furthermore, the transmit power vectors

are related by ñT p = nT p̃, where n and ñ denote the noise power vectors in the original

and the dual topology network, respectively.

Due to this theorem, in order to improve packet throughput, it is reasonable to

select the transmit beamforming vectors
{
vi

}

i∈L
in the original network by viewing them

as receive beamforming vectors in the dual topology network, for given transmit beam-

forming vectors
{
u∗

i

}

i∈L
, and individually optimizing them as in Section 3.1.1. Note

that the transmit powers used in the dual network topology need to be appropriately

related to the actual transmit powers used in the original network. Therefore, the de-

scribed transmit beamforming method requires network-wide channel state information

and, thus, leads to a centralized implementation.

3.2 Progressive Back-Off Algorithm with Optimum Re-

ceive Beamforming (PBOA-ORB)

In this section, a PHY-MAC cross-layer protocol for ad hoc networks described

by the model of Section 3.1 is proposed, assuming that nodes employ single-antenna

transmission and multiple-antenna reception. The protocol is named PBOA-ORB since

it adopts the medium access and power control mechanisms of the PBOA protocol of [45]

and integrates them with optimum receive beamforming. The same frame format as in

PBOA is assumed and is shown in Fig.3.3. Each frame consists of a contention slot,

which is divided into m minislot pairs, and a data slot. The first minislot of each pair

is dedicated to the transmission of an RTS packet and the second to the transmission

of a CTS packet. Among other fields (e.g., guard times, source and destination MAC
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Figure 3.3: Frame format of the PBOA-ORB and PBOA-TORB protocols.

addresses), the RTS and CTS packets contain a training sequence field for the practical

implementation of optimum beamforming at the receivers. In addition, the CTS packet

contains a power scaling factor field that is used in power control.

3.2.1 Basic Idea

At the beginning of the contention slot, every node with a non-empty packet

queue is a contending node and will initially contend for the packet at the head of its

queue. All the remaining nodes are silent. During the contention slot, the goal of the

protocol is to determine a subset of contending nodes that will successfully deliver their

packet to its destination, once they transmit simultaneously in the subsequent data slot.

These nodes are named locked. To achieve the above goal in a way that enhances the

number of locked nodes (i.e., the spatial reuse), the following mechanisms are employed:

1) optimum receive beamforming, so that contending nodes have a better chance to

be successful in achieving the SINR threshold γT at their intended receiver; 2) power

control, so that contending nodes which are successful reduce their transmit power, thus

causing less interference and increasing the chances of others; 3) progressive back-off, so

that contending nodes which are unsuccessful quit the contention process, with some

probability, to facilitate others; and 4) non-first-in-first-out (non-FIFO) queueing, so

that contending nodes which are unsuccessful but persist contend for a new packet with

a different, possibly more ‘favorable’, destination.
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3.2.2 Protocol Description

The PBOA-ORB protocol is described in more detail as follows.

During the kth RTS minislot:

1) Contending nodes transmit an RTS packet to their intended receiver at maximum

power P
(k)
i = Pmax, using only one transmit antenna. Assuming that the first

antenna is used, this corresponds to transmit beamforming vector vi = [1 0 . . . 0]T .

2) Locked nodes transmit an RTS packet to their intended receiver, using only one

transmit antenna, at power P
(k)
i that was specified by this receiver in a previous

CTS minislot.

3) Silent nodes listen. If there is an RTS packet for them, they compute the ORB

vector u
(k)
i , based on the training sequence embedded in the packet, and use it to

receive the remainder of the packet at maximum SINR γ
(k)
i .

During the kth CTS minislot:

1) Silent nodes that received an RTS packet from a contending or a locked node with

SINR γ
(k)
i ≥ γT reply with a CTS packet sent at power P̃

(k)
i = Pmax, using the

transmit beamforming vector ṽ
(k)
i = u

(k)∗
i . This packet notifies the contending or

locked node of the factor α
(k)
i = min

{
1, (1 + ǫ)γT /γ

(k)
i

}
by which it must scale its

power, where ǫ is a small margin parameter.

2) Contending and locked nodes listen. If there is a CTS packet for them, they

compute the ORB vector ũ
(k)
i , based on the training sequence embedded in the

packet, and use it to receive the remainder of the packet at maximum SINR γ̃
(k)
i .

At the end of the kth CTS minislot:

1) Contending nodes that successfully received a CTS packet destined for them be-

come locked and scale down their power to P
(k+1)
i = α

(k)
i P

(k)
i .

2) Contending nodes that did not receive a CTS packet either persist contending

with probability p, or back off and become silent for the rest of the frame with

probability 1 − p. If possible, persisting nodes select from their queue a packet

with a different destination to contend for, in the next minislot pair (non-FIFO

queueing).
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3) Locked nodes that successfully received a CTS packet destined for them scale down

their power to P
(k+1)
i = α

(k)
i P

(k)
i , otherwise they set P

(k+1)
i = P

(k)
i .

During the data slot, locked nodes transmit their data packet, using only one

antenna, at the power level specified by the last CTS packet they received. Silent nodes

receive the data packet destined for them using the ORB vector u
(m)
i that they computed

during the last (mth) RTS minislot.

3.2.3 Discussion

Regarding the use of antenna arrays, the following remarks can be made. Dur-

ing an RTS minislot, contending and locked nodes transmit over only one antenna since

they lack side information about the channel that would allow them to beamform. Silent

nodes, on the other hand, employ optimum receive beamforming by exploiting the train-

ing sequence that is embedded in their RTS packet. In accordance with (3.5) and (3.3a),

the theoretical expressions for the ORB vector and the corresponding maximum SINR

are, respectively,

u
(k)
i =

Φ
(k)−1

I,i Hiivi

|Φ(k)−1

I,i Hiivi|
(3.9)

and

γ
(k)
i =

P
(k)
i Gii|u(k)H

i Hiivi|2
∑

j 6=i

j∈L(k)

P
(k)
j Gij |u(k)H

i Hijvj |2 + σ2
w

(3.10)

for interference-plus-noise covariance matrix

Φ
(k)
I,i =

∑

j 6=i

j∈L(k)

P
(k)
j GijHijvjv

H
j HH

ij + σ2
wI, (3.11)

assuming a set L(k) of active links during the kth RTS minislot. During a CTS minislot,

silent nodes transmit while contending and locked nodes receive, hence the link model is

the reciprocal of that in Fig. 3.1 and is shown in Fig. 3.2. By virtue of reciprocity, silent

nodes employ transmit beamforming using the same weights u
(k)∗
i that were used for

optimum receive beamforming in the previous RTS minislot1. In this way, they reduce

the interference caused to contending or locked nodes other than their corresponding one.

Contending and locked nodes, on the other hand, extract from the training sequence of

1This heuristic choice of transmit beamforming weights during CTS minislots has been shown, via
simulations, to slightly increase network throughput compared to single-antenna transmission.
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their CTS packet the receive beamforming vector that maximizes their SINR. Similarly

to (3.9) and (3.10), the theoretical expressions for this ORB vector and the maximum

SINR are, respectively,

ũ
(k)
i =

Φ̃
(k)−1

I,i HT
ii u

(k)∗
i

|Φ̃(k)−1

I,i HT
ii u

(k)∗
i |

(3.12)

and

γ̃
(k)
i =

P̃
(k)
i Gii|ũ(k)H

i HT
ii u

(k)∗
i |2

∑

j 6=i

j∈S(k)

P̃
(k)
j Gji|ũ(k)H

i HT
jiu

(k)∗
j |2 + σ2

w

(3.13a)

=
PmaxGii|ũ(k)H

i HT
ii u

(k)∗
i |2

∑

j 6=i

j∈S(k)

PmaxGji|ũ(k)H
i HT

jiu
(k)∗
j |2 + σ2

w

(3.13b)

where

Φ̃
(k)
I,i =

∑

j 6=i

j∈S(k)

P̃
(k)
j GjiH

T
jiu

(k)∗
j u

(k)T
j H∗

ji + σ2
wI (3.14a)

=
∑

j 6=i

j∈S(k)

PmaxGjiH
T
jiu

(k)∗
j u

(k)T
j H∗

ji + σ2
wI (3.14b)

is the interference-plus-noise covariance matrix corresponding to a set S(k) of active links

during the kth CTS minislot.

Finally, by design, the PBOA-ORB protocol satisfies the following proposition,

which is mathematically proved in Appendix C.

Proposition 1. Assuming channel time invariance, the PBOA-ORB protocol guarantees

that, if a contending node delivers an RTS packet to its intended receiver at SINR γ
(k)
i ≥

γT in the kth minislot, and receives a CTS packet in response, it will also deliver an RTS

packet at SINR γ
(k+1)
i ≥ γT in the (k + 1)th minislot.

Essentially, this proposition implies that a contending node which becomes locked is

guaranteed to successfully deliver its subsequent RTS packets and, eventually, its data

packet to the intended receiver, provided that the channel remains fixed for the duration

of a frame. Since this condition is, often, not satisfied in practice, the margin para-

meter ǫ is introduced in the expression of the power scaling factor α
(k)
i to compensate

for minor channel fluctuations or SINR estimation inaccuracies (e.g., due to imperfect

beamforming) that could possibly occur.
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3.3 Progressive Back-Off Algorithm with Transmit and Op-

timum Receive Beamforming (PBOA-TORB)

The PBOA-ORB protocol does not fully exploit the multiple-antenna capability

of the nodes as it considers only receive beamforming. Transmit beamforming offers the

potential to further enhance spatial reuse by increasing the number of locked nodes in

a contention period. This can be achieved if locked nodes adjust (in addition to their

transmit power) their transmit beamforming vectors so that: 1) the interference they

incur is reduced to improve the chances of other nodes to access the channel; and 2)

successful transmission of packets is guaranteed, under the assumption of channel time

invariance. The PBOA-TORB protocol presented in this section incorporates transmit

beamforming into the contention resolution mechanisms of PBOA-ORB in a way that

satisfies the above design requirements.

3.3.1 Basic Idea

The PBOA-TORB protocol, which uses the same frame format as PBOA-ORB,

exploits the fact that the network topology during a CTS minislot is, essentially, the

dual of the network topology during an RTS minislot due to channel reciprocity. Hence,

by the Network Duality Theorem, locked nodes can employ the optimum beamforming

weights that are used to receive a CTS packet as transmit beamforming weights to

transmit a subsequent RTS packet. This packet will be delivered at SINR greater than

the threshold γT as long as the CTS packet is received at SINR greater than the threshold,

provided that the corresponding transmit powers are appropriately related as dictated

by the theorem. This implies that both RTS and CTS transmissions need to be power

controlled in a coordinated way. Therefore, PBOA-TORB requires network-wide channel

state information and is a centralized protocol. In fact, it is rather challenging to devise

distributed protocols that satisfy the same design requirements as PBOA-TORB. Even if

such protocols are feasible, it is expected that their performance will be upper bounded

by the performance of PBOA-TORB.

3.3.2 Protocol Description

The PBOA-TORB protocol is described in more detail as follows.

During the kth RTS minislot:
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1) Contending nodes transmit an RTS packet to their intended receiver at maximum

power P
(k)
i = Pmax, using the transmit beamforming vector v

(k)
i = [1 0 . . . 0]T .

2) Locked nodes transmit an RTS packet to their intended receiver using power P
(k)
i

and transmit beamforming vector v
(k)
i that were specified in a previous CTS min-

islot.

3) Silent nodes listen. If there is an RTS packet for them, they compute the ORB

vector u
(k)
i and use it to receive the packet at maximum SINR γ

(k)
i .

At the end of the kth RTS minislot:

1) Silent nodes that successfully received an RTS packet from a contending or locked

node

(a) compute the SINR γ
(k)
i,out at which they would receive their RTS packet, using

the beamforming vector u
(k)
i , in case the transmitting nodes updated their

power to P
(k)
i,out = P

(k)
i min

{
1, (1 + ǫ)γT /γ

(k)
i

}
, and

(b) compute the transmit power P̃
(k)
i that they will use in the subsequent CTS

minislot by means of the Network Duality Theorem for SINR values
{
γ

(k)
i,out

}
.

During the kth CTS minislot:

1) Silent nodes that successfully received an RTS packet reply with a CTS packet

that is sent at power P̃
(k)
i , using the transmit beamforming vector ṽ

(k)
i = u

(k)∗
i .

2) Contending and locked nodes listen. If there is a CTS packet for them, they

compute the ORB vector ũ
(k)
i and use it to receive the packet at maximum SINR

γ̃
(k)
i .

At the end of the kth CTS minislot:

1) Contending nodes that successfully received a CTS packet destined for them be-

come locked and

(a) compute the SINR γ̃
(k)
i,out at which they would receive their CTS packet, using

the beamforming vector ũ
(k)
i , in case the silent nodes updated their transmit

power to P̃
(k)
i,out = P̃

(k)
i min

{
1, (1 + ǫ)γT /γ̃

(k)
i

}
,
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(b) update their transmit power to P
(k+1)
i , that is obtained by means of the

Network Duality Theorem for SINR values
{
γ̃

(k)
i,out

}
, and their transmit beam-

forming vector to v
(k+1)
i = ũ

(k)∗
i .

2) Contending nodes that did not receive a CTS packet either persist contending with

probability p or back off and become silent for the rest of the frame with probability

1−p. If possible, persisting nodes select from their queue a packet with a different

destination to contend for, in the next minislot pair.

3) Locked nodes that successfully received a CTS packet destined for them follow

the same steps a) and b) as successfully contending nodes, otherwise they set

P
(k+1)
i = P

(k)
i and v

(k+1)
i = v

(k)
i .

During the data slot, locked nodes transmit their data packet using the most

recent power and transmit beamforming vector updates. Silent nodes receive the data

packet destined for them using the ORB vector u
(m)
i that they computed during the last

(mth) RTS minislot.

3.3.3 Discussion

During an RTS minislot, silent nodes employ optimum receive beamforming to

maximize their SINR, in a similar fashion as in the PBOA-ORB protocol. The theoretical

expressions for the ORB vector u
(k)
i and the maximum SINR γ

(k)
i are provided by (3.9)

and (3.10), respectively, after replacing vi with v
(k)
i . Depending on the maximum SINR

value relative to the threshold γT , it is possible to divide the set of active RTS links L(k)

into two disjoint subsets; namely, the subset of successful links S(k) (for which γ
(k)
i ≥ γT )

and the subset of unsuccessful links S̄(k) (for which γ
(k)
i < γT ). In this case, the SINR

expression for the ith successful link can be written as

γ
(k)
i =

P
(k)
i Gii|u(k)H

i Hiiv
(k)
i |2

∑

j 6=i

j∈S(k)

P
(k)
j Gij |u(k)H

i Hijv
(k)
j |2 +

∑

ℓ∈S̄(k)

P
(k)
ℓ Giℓ|u(k)H

i Hiℓv
(k)
ℓ |2 + σ2

w

(3.15a)

=
P

(k)
i Gii|u(k)H

i Hiiv
(k)
i |2

∑

j 6=i

j∈S(k)

P
(k)
j Gij |u(k)H

i Hijv
(k)
j |2 + n

(k)
i

≥ γT (3.15b)

where

n
(k)
i =

∑

ℓ∈S̄(k)

P
(k)
ℓ Giℓ|u(k)H

i Hiℓv
(k)
ℓ |2 + σ2

w (3.16)
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denotes the effective ‘noise’ power due to thermal noise and interference from unsuc-

cessfully contending nodes. After receiving an RTS packet, silent nodes determine the

power P̃
(k)
i that they will use to transmit a CTS packet, in the subsequent minislot,

following a two-step process. First, the SINR that would be achieved if the contending

and locked nodes reduced their power to P
(k)
i,out = P

(k)
i min

{
1, (1 + ǫ)γT /γ

(k)
i

}
, while the

transmit and receive beamforming vectors remained fixed to v
(k)
i and u

(k)
i , respectively,

is computed as

γ
(k)
i,out =

P
(k)
i,outGii|u(k)H

i Hiiv
(k)
i |2

∑

j 6=i

j∈S(k)

P
(k)
j,outGij |u(k)H

i Hijv
(k)
j |2 + n

(k)
i

. (3.17)

It is shown that γ
(k)
i,out ≥ γT for i ∈ S(k) in Appendix D. Second, the Network Duality

Theorem is invoked. Considering only the set of successful RTS links S(k), the network

topology in the kth CTS minislot is the dual of the network topology in the kth RTS

minislot due to channel reciprocity. Consequently, there exist power levels P̃
(k)
i ≥ 0,

which, if used by silent nodes in conjunction with transmit beamforming vectors u
(k)∗
i and

receive beamforming vectors v
(k)∗
i , achieve SINR γ

(k)
i,out at the corresponding contending

or locked nodes. For the ith link in this dual network topology (see Fig 3.2), it is

γ
(k)
i,out =

P̃
(k)
i Gii|v(k)T

i HT
ii u

(k)∗
i |2

∑

j 6=i

j∈S(k)

P̃
(k)
j Gji|v(k)T

i HT
jiu

(k)∗
j |2 + σ2

w

(3.18a)

=
P̃

(k)
i Gii|u(k)H

i Hiiv
(k)
i |2

∑

j 6=i

j∈S(k)

P̃
(k)
j Gji|u(k)H

j Hjiv
(k)
i |2 + σ2

w

(3.18b)

which can also be written as

P̃
(k)
i −

γ
(k)
i,out

g
(k)
ii

∑

j 6=i

j∈S(k)

g
(k)
ji P̃

(k)
j =

γ
(k)
i,out

g
(k)
ii

σ2
w (3.19)

by defining g
(k)
ij = Gij |u(k)H

i Hijv
(k)
j |2. Writing similar equations for all links in S(k) and

stacking them, in vector form, results in

(
I − D(k)A

(k)T
G

)
p̃(k) = σ2

wD(k)1,

hence,

p̃(k) = σ2
w

(
I − D(k)A

(k)T
G

)−1
D(k)1 (3.20)
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where p̃(k) is a vector with elements P̃
(k)
i , 1 is a vector with all elements equal to 1, D(k)

is a diagonal matrix with elements D
(k)
i,i = γ

(k)
i,out/g

(k)
ii , and A

(k)
G is a matrix with elements

A
(k)
G i,j = (1 − δi,j)g

(k)
ij .

During a CTS minislot, silent nodes that successfully received an RTS packet

transmit a CTS packet using power P̃
(k)
i , provided by the corresponding element of p̃(k),

and transmit beamforming vector ṽ
(k)
i = u

(k)∗
i . Contending and locked nodes, on the

other hand, employ the ORB vector ũ
(k)
i of (3.12) to achieve maximum SINR γ̃

(k)
i given

by (3.13a). It is shown that γ̃
(k)
i ≥ γT in Appendix D; therefore, successful reception of

the CTS packets is guaranteed by the protocol, as stated in the following remark.

Remark 1. Silent nodes that receive an RTS packet from a contending or locked node

at SINR γ
(k)
i ≥ γT are guaranteed to deliver their CTS packet to that node at SINR

γ̃
(k)
i ≥ γT .

After receiving a CTS packet, contending and locked nodes update their transmit power

based on a two-step process similar to that followed by silent nodes at the end of an

RTS minislot. First, the SINR that would be achieved if the transmitting silent nodes

reduced their power to P̃
(k)
i,out = P̃

(k)
i min

{
1, (1 + ǫ)γT /γ̃

(k)
i

}
, while the transmit and

receive beamforming vectors remained fixed to u
(k)∗
i and ũ

(k)
i , respectively, is computed

according to

γ̃
(k)
i,out =

P̃
(k)
i,outGii|ũ(k)H

i HT
ii u

(k)∗
i |2

∑

j 6=i

j∈S(k)

P̃
(k)
j,outGji|ũ(k)H

i HT
jiu

(k)∗
j |2 + σ2

w

. (3.21)

It is shown that γ̃
(k)
i,out ≥ γT , in the same way as γ

(k)
i,out ≥ γT , in Appendix D. Then, the

Network Duality Theorem is invoked. Remark 1 implies that links which are successful

in the kth RTS minislot will be active in the (k + 1)th RTS minislot. Considering only

this set of links S(k), the network topology during the (k+1)th RTS minislot is the dual

of the network topology during the kth CTS minislot. Consequently, there exist power

levels P
(k+1)
i ≥ 0, which, if used by the transmitting nodes in conjunction with transmit

beamforming vectors ũ
(k)∗
i and receive beamforming vectors u

(k)
i , achieve SINR γ̃

(k)
i,out at

the corresponding silent nodes. The worst interference scenario occurs when all active

links in the kth RTS minislot are also active in the (k+1)th RTS minislot (i.e., when all

unsuccessfully contending nodes persist contending rather than back off). In this case,
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for the ith RTS link, it is

γ̃
(k)
i,out =

P
(k+1)
i Gii|u(k)H

i Hiiũ
(k)∗
i |2

∑

j 6=i

j∈S(k)

P
(k+1)
j Gij |u(k)H

i Hijũ
(k)∗
j |2 +

∑

ℓ∈S̄(k)

P
(k)
ℓ Giℓ|u(k)H
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which can be written as

P
(k+1)
i −

γ̃
(k)
i,out

g̃
(k)
ii

∑

j 6=i

j∈S(k)

g̃
(k)
ji P

(k+1)
j =

γ̃
(k)
i,out

g̃
(k)
ii

n
(k)
i (3.23)

by defining g̃
(k)
ij = Gji|ũ(k)H

i HT
jiu

(k)∗
j |2. Stacking similar equations for all links in S(k),

in vector form, results in

(
I − D̃(k)Ã

(k)T
G

)
p(k+1) = D̃(k)n(k),

hence

p(k+1) =
(
I − D̃(k)Ã

(k)T
G

)−1
D̃(k)n(k), (3.24)

where p(k+1) is a vector with elements P
(k+1)
i , n(k) is a vector with elements n

(k)
i , D̃(k)

is a diagonal matrix with elements D̃
(k)
i,i = γ̃

(k)
i,out/g̃

(k)
ii , and Ã

(k)
G is a matrix with elements

Ã
(k)
G i,j = (1 − δi,j)g̃

(k)
ij .

In a similar fashion to PBOA-ORB, the PBOA-TORB protocol is designed to

guarantee that, once a contending node becomes locked, it will successfully deliver sub-

sequent RTS packets and its data packet to the intended receiver. This property is

formalized in the following proposition, which is mathematically proved in Appendix D.

Proposition 2. Assuming channel time invariance, the PBOA-TORB protocol guaran-

tees that, if a contending node delivers an RTS packet to its intended receiver at SINR

γ
(k)
i ≥ γT in the kth minislot, and receives a CTS packet in response, it will also deliver

an RTS packet at SINR γ
(k+1)
i ≥ γT in the (k + 1)th minislot.

3.3.4 Maximum Power Constraint Considerations

The presentation of the PBOA-TORB protocol in the previous Sections has ne-

glected the fact that the available power per packet transmission is constrained by Pmax

at each node. Clearly, there is no guarantee that the CTS transmit power levels ob-

tained by (3.20) or the updated RTS transmit power levels obtained by (3.24) will satisfy
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P̃
(k)
i ≤ Pmax or P

(k+1)
i ≤ Pmax, respectively. Since this is undesirable in practical ap-

plications, the protocol is modified to account for the maximum power constraint, while

still meeting the design objective of Proposition 2, as described below.

First, the case where the CTS transmit powers obtained from (3.20) violate the

maximum power constraint is considered. This is mathematically modeled as

max
i∈S(k)

P̃
(k)
i =

(
1 + β̃(k)

)
Pmax

for some β̃(k) > 0. In this case, silent nodes transmit at power P̃
(k)′
i =

P̃
(k)
i

1+β̃(k)
≤ Pmax

rather than P̃
(k)
i , in the kth CTS minislot, and the SINR achieved at the corresponding

contending or locked node, after optimum receive beamforming with vector ũ
(k)
i , is

γ̃
(k)′
i =

P̃
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i Gii|ũ(k)H

i HT
ii u
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i |2

∑

j 6=i

j∈S(k)

P̃
(k)′
j Gji|ũ(k)H
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jiu
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(
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+
β̃(k)σ2

w

P̃
(k)
i g

(k)
ii

)−1

(3.25d)

where (3.25b) follows by definition of the ORB vector, and (3.25d) follows due to (3.18b).

Based on this expression, if it is

β̃(k) ≤ min
i∈S(k)

{

P̃
(k)
i g

(k)
ii

σ2
w

(

1

γT
− 1

γ
(k)
i,out

)}

, (3.26)

successful reception of all CTS packets at SNIR γ̃
(k)′
i ≥ γT is guaranteed, and Proposition

2 is satisfied, as shown in Appendix D. However, if the above condition is not valid,

it is possible that γ̃
(k)′
i < γT , and one or more CTS packets might be lost. Hence,

the PBOA-TORB protocol falls back to PBOA-ORB to ensure that Proposition 2 is

satisfied. Specifically, nodes that receive a CTS packet transmit using power P
(k+1)
i =

P
(k)
i min

{
1, (1 + ǫ)γT /γ

(k)
i

}
and beamforming vector v

(k)
i in the (k+ 1)th RTS minislot.
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The case where the updated RTS transmit powers obtained by (3.24) violate

the maximum power constraint is addressed in a similar way. This is mathematically

modeled as

max
i∈S(k)

P
(k+1)
i =

(
1 + β(k)

)
Pmax

for some β(k) > 0. Assuming that locked nodes transmit at power P
(k+1)′
i =

P
(k+1)
i

1+β(k) ≤
Pmax rather than P

(k+1)
i , in the (k+1)th RTS minislot, it is straightforward to show that

the SINR achieved at the corresponding silent node, after optimum receive beamforming,

satisfies

γ
(k+1)′
i ≥

(

1

γ̃
(k)
i,out

+
β(k)n

(k)
i

P
(k+1)
i g̃

(k)
ii

)−1

(3.27)

by using (3.22) and (D.4). Consequently, if it is

β(k) ≤ min
i∈S(k)

{

P
(k+1)
i g̃

(k)
ii

n
(k)
i

(

1

γT
− 1

γ̃
(k)
i,out

)}

, (3.28)

locked nodes are guaranteed to deliver their RTS packets at SINR γ
(k+1)′
i ≥ γT , hence

the PBOA-TORB protocol is modified so that locked nodes transmit at power P
(k+1)′
i

indeed. Otherwise, it is possible that γ
(k+1)′
i < γT , and the PBOA-TORB protocol falls

back to PBOA-ORB, in the sense that locked nodes transmit using power P
(k+1)
i =

P
(k)
i min

{
1, (1 + ǫ)γT /γ

(k)
i

}
and beamforming vector v

(k)
i in the (k+ 1)th RTS minislot.

3.4 Performance Evaluation

3.4.1 Simulation Model

The performance of the protocols described in the previous section is evaluated

via simulation over a single-hop ad hoc network that consists of N = 20 nodes. These

are randomly and uniformly placed in a 100 m×100 m square area. The network is fully

connected, in the sense that the average (with respect to shadowing and fading) SNR of

a link between any two nodes exceeds the threshold γT . Thus, every node can, at least

theoretically, communicate with all other nodes in the absence of interference. This is

guaranteed by the following choice of parameter values.

Each node can transmit a packet at any power up to Pmax = 0.2 W and is subject

to noise power σ2
n = −114 dBm while receiving. The power gain between two nodes at
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distance dij is provided by the dual-slope model as

Gij(dij) =







Sij

(
λc

4πdij

)2
, dij ≤ do

Sij

(
λc

4πdo

)2 (
do

dij

)α
, dij > do

, (3.29)

for lognormal shadowing Sij with 6 dB standard deviation, carrier wavelength λc = 0.125

m (corresponding to carrier frequency fc = 2.4 GHz), path loss exponent α = 4, and

break-point constant do = 1 m. The corresponding channel matrix Hij consists of i.i.d.

zero-mean and unit-variance circularly symmetric complex Gaussian random entries that

vary independently per frame (i.e., fading is quasi-static, flat, Rayleigh distributed, and

independent across the antennas). The SINR threshold is set to γT = 10 dB and the

power control margin to ǫ = 0.01.

Data traffic in the network is generated according to a Poisson process with

aggregate rate λ packets/s. The traffic load is uniform, meaning that each node creates

data packets at rate λ/(N(N − 1)) for any other node. Data packets are 10 Kbits long,

and nodes can store up to B = 100 of them in their queue. RTS and CTS packets are 100

bits long. The transmission rate is fixed to R = 1 Mbps, resulting in data slot duration

τD = 10 ms and RTS-CTS minislot pair duration τm = 0.2 ms.

3.4.2 Optimum Persistence Probability

The simulation results presented in the following sections were obtained using the

optimum value of persistence probability p for the number of contention minislot pairs

m considered. Such a value exists since, if p is too small, network throughput decreases

as contending nodes back off too ‘soon’, while, if p is too large, network throughput

decreases as contention cannot not resolved. The optimum persistence probability values

po corresponding to various numbers of minislot pairs were determined by exhaustive

simulation search for both PBOA-ORB and PBOA-TORB protocols. Indicatively, some

of these values are reported in Tables 3.1 and 3.2 for M = 1, 2, 3, and 4 antennas per

node. It is observed that po increases with the number of minislots as well as the number

of antennas. In the first case, contention is resolved over more minislots while, in the

second case, higher levels of contention can be sustained; hence, in terms of throughput,

it is better for nodes to be more persistent and gradually back off.
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Table 3.1: Optimum persistence probability values for the PBOA-ORB protocol.

po

m
M = 1 M = 2 M = 3 M = 4

8 0.600 0.650 0.700 0.750

9 0.650 0.700 0.725 0.750

10 0.650 0.700 0.750 0.775

11 0.700 0.725 0.775 0.800

12 0.700 0.750 0.800 0.825

13 0.725 0.775 0.800 0.825

14 0.750 0.800 0.825 0.825

15 0.750 0.800 0.825 0.850

16 0.775 0.800 0.850 0.850

17 0.800 0.825 0.850 0.850

18 0.800 0.825 0.850 0.875

Table 3.2: Optimum persistence probability values for the PBOA-TORB protocol.

po

m
M = 1 M = 2 M = 3 M = 4

8 0.600 0.650 0.725 0.750

9 0.650 0.700 0.750 0.775

10 0.650 0.725 0.775 0.800

11 0.700 0.750 0.775 0.825

12 0.700 0.775 0.800 0.825

13 0.725 0.775 0.800 0.850

14 0.750 0.800 0.825 0.850

15 0.750 0.800 0.825 0.850

16 0.775 0.825 0.850 0.875

17 0.800 0.825 0.850 0.875

18 0.800 0.825 0.850 0.875

3.4.3 Aggregate Throughput

In this section, the performance of the proposed protocols is evaluated in terms of

aggregate throughput for M = 1, 2, 3, and 4 antennas per node. Aggregate throughput
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is defined as the average total number of received data bits per time unit and is expressed

as

T (λ) = TP (λ)R
τD

mτm + τD
(3.30)

where TP (λ) denotes the average total number of successfully received data packets

per frame that is obtained by simulations for aggregate traffic rate λ. Note that, for

M = 1 antenna, the PBOA-ORB protocol coincides with the PBOA protocol of [45], so

comparison between the two is straightforward.

Fig. 3.4 illustrates the aggregate throughput of the PBOA-ORB protocol versus

the offered traffic load for m = 13 minislot pairs. As the traffic load increases, the

throughput increases in proportion, up to a point where node queues fill up due to

high contention, and any extra load causes them to overflow, leading to throughput

saturation. Multiple antennas enable nodes to cope with higher levels of contention

thanks to the interference suppression and multi-packet reception capabilities offered by

optimum receive beamforming. As a result, PBOA-ORB achieves higher throughput

than PBOA, which is roughly proportional to the number of antennas. Similar trends

are observed for the PBOA-TORB protocol in Fig. 3.5, where the PBOA-ORB curves

are also plotted for comparison. Transmit beamforming allows for even higher levels

of contention due to interference avoidance. Thus, PBOA-TORB achieves a throughput

gain over PBOA-ORB at high traffic loads, which increases with the number of antennas.

In Fig. 3.6, the maximum aggregate throughput is plotted as a function of the

number of minislot pairs m for the PBOA-ORB protocol. In this chapter, maximum

aggregate throughput is defined so that at most 1% of the generated packets of any

source-destination node pair are discarded due to queue overflow, and it corresponds to

a point near the ‘knee’ of the curves in Fig. 3.4. The throughput increases with m up

to a value mo, above which any throughput gain due to contention resolution over more

minislot pairs is outweighed by the overhead that they incur. The optimum operation

points (mo, To) are marked with crosses on the curves. Based on the corresponding values,

it is deduced that: 1) the protocol overhead, expressed bymo, is a non-increasing function

of the number of antennas; and 2) the peak throughput To increases linearly (at very good

accuracy) with the number of antennas, as depicted in Fig. 3.9. This is in agreement

with the results of [23], where it is theoretically shown that linear throughput increase is

feasible in an ad hoc network with nodes that employ single-antenna transmission and

MMSE receive beamforming. As a final observation, the PBOA-ORB protocol is quite
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Figure 3.4: Aggregate throughput versus offered traffic load for the PBOA-ORB protocol,
assuming m = 13 minislot pairs and optimum persistence probability po obtained from
Table 3.1.

robust to the choice of m since more than 94% of the peak throughput is achieved for

8 ≤ m ≤ 16.

Fig. 3.7 illustrates the effect of power control on the maximum aggregate through-

put of PBOA-ORB by juxtaposing the curves of Fig. 3.6 against similar curves obtained

for the case where no power control is used (i.e. nodes always transmit at maximum

power Pmax). Two main conclusions can be drawn from this figure. First, in the ab-

sence of power control, the maximum aggregate throughput decreases. It also obtains

its peak value for a smaller number of minislot pairs, compared to the original PBOA-

ORB protocol, as nodes have now less degrees of freedom to resolve contention. Second,

power control, which simply reduces the interference level, contributes less to the overall

throughput than optimum receive beamforming, which nulls out interference and allows

for multi-packet reception. However, its contribution becomes more significant as the

number of antennas increases due to array gain.

In Fig. 3.8, the maximum aggregate throughput of PBOA-TORB is plotted

versus the number of minislot pairs m. The corresponding curves for the PBOA-ORB

protocol are also plotted for comparison. For any meaningful value of m, PBOA-TORB
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Figure 3.5: Aggregate throughput versus offered traffic load for the PBOA-TORB pro-
tocol, assuming m = 13 minislot pairs and optimum persistence probability po obtained
from Table 3.2. Dashed curves corresponding to the PBOA-ORB protocol are also shown
for comparison.
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Figure 3.6: Maximum aggregate throughput versus the number of minislot pairs m for
the PBOA-ORB protocol. For each value of m, the corresponding optimum persistence
probability po from Table 3.1 is used. Optimum points on the curves are marked with
crosses.
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Figure 3.7: Maximum aggregate throughput versus the number of minislot pairs m
for the PBOA-ORB protocol with no power control. Dashed curves correspond to the
original PBOA-ORB protocol. For each value of m, the optimum persistence probability
po is used.
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Figure 3.8: Maximum aggregate throughput versus the number of minislot pairs m for
the PBOA-TORB protocol. For each value of m, the corresponding optimum persistence
probability po from Table 3.2 is used. Dashed curves correspond to the PBOA-ORB
protocol.

achieves higher throughput than PBOA-ORB by virtue of transmit beamforming. In

fact, its peak throughput increases faster than linearly with the number of antennas,

as shown in Fig. 3.9. From both figures, it is obvious that the throughput gain due

to PBOA-TORB is rather incremental (e.g., 8.6% for M = 4 antennas) despite the in-

creased complexity and centralized nature of the protocol. This result can be explained

as follows. In both PBOA-ORB and PBOA-TORB protocols, optimum receive beam-

forming utilizes a fraction of the spatial degrees of freedom at silent nodes to improve

the desired signal, via array gain, and the remaining fraction to suppress interference

from nodes other than the node of interest. In this way, it directly enhances spatial

reuse and contributes the main bulk of network throughput. In PBOA-TORB, transmit

beamforming further improves the desired signal, via extra array gain, and also reduces

the interference perceived at silent nodes. In so doing, it facilitates optimum receive

beamforming and allows for a larger fraction of spatial degrees of freedom to be used

for interference suppression; hence, it indirectly enhances spatial reuse and has a smaller

contribution to network throughput.
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Figure 3.9: Normalized peak aggregate throughput versus the number of antennas M for
the PBOA-ORB and PBOA-TORB protocols. Normalization is performed by dividing
with the peak aggregate throughput for M = 1 antenna.

3.4.4 Energy Efficiency

In Fig. 3.10, the average energy consumed per data packet transmission is plot-

ted versus the aggregate throughput for the PBOA-ORB protocol, assuming m = 13

minislot pairs. As expected, less energy is consumed for a larger number of antennas,

hence, PBOA-ORB is more efficient than PBOA. This is explained by the fact that opti-

mum receive beamforming maximizes the SINR, and the resulting SINR improvement is

translated into transmit power reduction via power control. Since the maximum SINR

increases with the number of antennas due to array gain, the energy consumption de-

creases. However, it increases with aggregate throughput as higher traffic load causes

more interference that needs to be overcome. Fig. 3.11 shows that PBOA-TORB is

significantly more energy efficient than PBOA-ORB. In fact, the energy consumption of

PBOA-TORB decreases more dramatically with the number of antennas, due to extra

array gain offered by transmit beamforming, and increases more smoothly with aggre-

gate throughput. Note that, at low throughput, PBOA-ORB with M = 4 antennas and

PBOA-TORB with M = 2 antennas spend similar average energy per data packet due
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Figure 3.10: Average energy consumed per data packet versus aggregate throughput for
the PBOA-ORB protocol, assuming m = 13 minislot pairs and optimum persistence
probability po obtained from Table 3.1.

to similar array gain.
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4 Conclusions

In this dissertation, novel schemes have been proposed to control interference and

increase throughput in two multiuser wireless network paradigms, namely, a TDD/CDMA

cellular network with asymmetric traffic and an ad hoc network. The proposed schemes

exploit the availability of multiple antennas at the nodes and combine interference man-

agement mechanisms from both the physical and the medium access control (or link)

layers for enhanced network performance.

In Chapter 2, the problem of crossed-slot intercell interference in TDD/CDMA

cellular networks with asymmetric traffic is considered. A decentralized scheme that mit-

igates crossed-slot intercell interference and, at the same time, ensures efficient resource

utilization is proposed. This scheme combines an IADCA algorithm with space-time

LMMSE joint detection at the receivers. The former avoids crossed-slot interference in

channel allocation. The latter suppresses the remaining intercell interference by mod-

eling it as colored noise with known spatio-temporal autocorrelation (LMMSE-CI joint

detection) rather than as white noise (LMMSE-WI joint detection). The performance

of the proposed scheme is evaluated in terms of SINR outage and average throughput

via Monte Carlo simulations, and it is compared to that of benchmark RDCA and FCA

schemes. The cases of single- and dual-antenna reception for perfect and imperfect CSI

are investigated.

It is demonstrated that, in uplink, IADCA outperforms RDCA by avoiding strong

BS-to-BS interference. It also achieves a considerable throughput gain over FCA, in

spite of worse SINR outage, mainly due to flexible timeslot allocation that significantly

reduces packet blocking. Interestingly, this gain is larger for dual- than single-antenna

reception, implying that space-time LMMSE-CI joint detection is more beneficial to

IADCA than FCA. In downlink, the performance differences among the three schemes

are smaller since the effects of crossed-slot interference and packet blocking are milder

67
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than in uplink. Nonetheless, IADCA achieves slightly higher average throughput than

FCA (for dual-antenna reception) as well as RDCA (for heavy traffic loads). Based on

the above results, it is concluded that IADCA, combined with space-time LMMSE-CI

joint detection, provides a better tradeoff between resource utilization and crossed-slot

interference mitigation than its FCA and RDCA counterparts.

In Chapter 3, two PHY-MAC cross-layer protocols are proposed with the goal of

enhancing throughput in multiple-antenna ad hoc networks. The first increases spatial

reuse by integrating medium access, power control, and optimum receive beamforming in

a distributed manner and is named progressive back-off algorithm with optimum receive

beamforming (PBOA-ORB). The second additionally incorporates transmit beamform-

ing, on the premise of centralized control, and is named progressive back-off algorithm

with transmit and optimum receive beamforming (PBOA-TORB). Both protocols are

evaluated in terms of aggregate throughput and energy efficiency via simulations over a

single-hop network with uniform traffic load. It is shown that the throughput of PBOA-

ORB increases linearly with the number of antennas per node thanks to interference

suppression provided by optimum receive beamforming. PBOA-TORB achieves only an

incremental throughput gain over PBOA-ORB despite its centralized nature. However,

it is significantly more energy efficient than PBOA-ORB thanks to extra array gain

provided by transmit beamforming. Therefore, it is deduced that, in the context of the

proposed protocols, receive beamforming mainly benefits spatial reuse (i.e., throughput),

while transmit beamforming mainly benefits energy efficiency.

As a future research thrust, it is of interest to investigate PHY-MAC cross-layer

designs other than PBOA-TORB that exploit the extra degrees of freedom provided by

multiple transmit antennas more efficiently to further increase spatial reuse. It is desir-

able that these designs rely on local rather than network-wide channel state information

and allow for distributed implementation. Potential techniques to be considered include

random beamforming and spatial multiplexing, where each node contends for more than

one packets simultaneously with different packets transmitted over different antennas.



A

Intercell-Interference-plus-Noise

Autocorrelation Matrix

Calculation

Similarly to y(r)(m) given by (2.9), the vector of the rth antenna intercell-

interference-plus-noise samples, which carry all the energy due the mth data symbols

of the intercell packets, can be expressed as

n(r)(m) =
J∑

j=1

H
(r,j)
I C

(j)
s,Id

(j)
I (m) + w̃(r)(m) (A.1)

where w̃(r)(m) is a complex Gaussian random vector with distribution Nc(0, (No/Tc)I),

and H
(r,j)
I , C

(j)
s,I , and d

(j)
I (m) are the intercell counterparts of H(r,k), C

(k)
s , and d(k)(m)

defined in Section 2.1.2.

To compute the cross-correlation matrix of the rth and ρth antenna intercell-

interference-plus-noise vectors, the following assumptions are made: 1) thermal noise

processes on different receive antennas are uncorrelated; 2) data symbols are i.i.d. with

unit average energy; and 3) in each cell, packets are randomly assigned to channelization

codes from a set of Q ≥ Kmax OVSF codes with spreading factor Q in a uniform fashion

(i.e., a packet is assigned to the qth code with probability 1/Q for q = 1, . . . , Q). As a
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result, it is

R
(r,ρ)
n = E

{

n(r)(m)n(ρ)H(m)
}

=
J∑

j1=1

J∑

j2=1

H
(r,j1)
I E

{

C
(j1)
s,I d

(j1)
I (m)d

(j2)H
I (m)C

(j2)H
s,I

}

H
(ρ,j2)H
I

+
No

Tc
δr,ρI (A.2a)

=
J∑

j1=1

J∑

j2=1

H
(r,j1)
I E

{

C
(j1)
s,I E

{

d
(j1)
I (m)d

(j2)H
I (m)

}

C
(j2)H
s,I

}

H
(ρ,j2)H
I

+
No

Tc
δr,ρI (A.2b)

=
J∑

j=1

H
(r,j)
I E

{

C
(j)
s,IC

(j)H
s,I

}

H
(ρ,j)H
I +

No

Tc
δr,ρI (A.2c)

=
J∑

j=1

H
(r,j)
I H

(ρ,j)H
I +

No

Tc
δr,ρI (A.2d)

where (A.2b) holds due to the independence between data symbols and channelization

codes, while (A.2c) and (A.2d) follow by assumptions 2) and 3), respectively.

Clearly, the autocorrelation matrix Rn of n(m) = [n(1)T (m), . . . ,n(R)T (m)]T is

a block matrix whose rρth block is R
(r,ρ)
n for r, ρ = 1, . . . , R.



B Channel Model used in

Chapter 2 Simulations

B.1 MS-BS Links

The urban microcell 3GPP/3GPP2 NLOS spatial channel model, as explained in

detail in [2], is used to simulate the MS-BS channel impulse responses. Specifically, the

channel coefficients are generated following the process described in Sections 5.3.2 and

5.4 of [2]. The propagation loss is provided by the COST 231 Walfisch-Ikegami NLOS

model (see Chapter 4 of [12]) and is expressed (in dB) as

η(d) =







ηo(d) + ηrts(d) + ηmsd(d), if ηrts(d) + ηmsd(d) > 0

ηo(d), if ηrts(d) + ηmsd(d) ≤ 0
(B.1)

where d is the MS-BS distance (in meters), and ηo(d), ηrts(d), and ηmsd(d) are the free-

space loss, the rooftop-to-street diffraction loss, and the multiple screen diffraction loss,

respectively (in decibels). The Walfisch-Ikegami NLOS model is restricted to carrier

frequency 800 MHz ≤ fc ≤ 2000 MHz, BS antenna height 4 m ≤ hBS ≤ 50 m, and

MS antenna height 1 m ≤ hMS ≤ 3 m. At carrier frequency fc = 1900 MHz, it is

ηo(d) = 38 + 20 log10 d, while for a BS antenna height of 12.5 m, an MS antenna height

of 1.5 m, a building height of 12 m, a building separation of 50 m, a street width of 25 m,

a path orientation of 30o, and a metropolitan center environment, it is ηrts(d)+ηmsd(d) =

−3.44 + 18 log10 d.

B.2 MS-MS Links

The MS-MS channel coefficients are generated in the same way as the MS-BS

channel coefficients, following the process described in Sections 5.3.2 and 5.4 of [2], with
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the difference that both the angles-of-arrival (AoAs) and angles-of-departure (AoDs) of

the various multipath components are determined according to steps 10 and 11 of the

process. The MS-MS propagation loss is approximated by the MS-BS propagation loss

predicted by the COST 231 Walfisch-Ikegami NLOS model for the minimum allowed BS

antenna height (i.e., 4 m), keeping all the other parameters the same as in the MS-BS

case. This results in

ηrts(d) + ηmsd(d) =







−30.27 + 0.0128d+ 28 log10 d, if d < 500m

−23.87 + 28 log10 d, if d ≥ 500 m
. (B.2)

B.3 BS-BS Links

The BS-BS channel coefficients are generated in the same way as the MS-BS

channel coefficients, following the process described in Sections 5.3.2 and 5.4 of [2],

with the difference that both the AoAs and AoDs of the various multipath components

are determined according to steps 7 and 9 of the process. For the BS-BS propagation

loss, the Maciel-Bertoni-Xia model (which is described in [26] and adopted in [14]) is

used. According to this model, the propagation loss is given by (B.1), where ηrts(d)

and ηmsd(d) are calculated in a different way than in the Walfisch-Ikegami NLOS model.

Approximating a BS-BS link by an MS-BS link with an MS antenna height of 11.5 m

and a BS antenna height of 12.5 m and assuming a building height of 12 m, a building

separation of 50 m, a mobile-to-diffracting-edge-distance of 10 m, and carrier frequency

fc = 1900 MHz, the Maciel-Bertoni-Xia model results in ηrts(d) + ηmsd(d) = −19.5 +

19.96 log10 d.



C Proof of Proposition 1

Consider the ith link from the set L(k) of active links in the kth RTS minislot.

Contending node ti transmits an RTS packet, using power P
(k)
i and transmit beamform-

ing vector vi, which is successfully received by silent node ri, after optimum receive

beamforming with vector u
(k)
i , at (maximum) SINR

γ
(k)
i =

P
(k)
i Gii|u(k)H

i Hiivi|2
∑

j 6=i

j∈L(k)

P
(k)
j Gij |u(k)H

i Hijvj |2 + σ2
w

≥ γT .

According to the PBOA-ORB protocol, provided that node ti receives a CTS packet con-

taining the scaling factor α
(k)
i = min

{
1, (1 + ǫ)γT /γ

(k)
i

}
from node ri, it becomes locked

and transmits at power P
(k+1)
i = α

(k)
i P

(k)
i in the (k + 1)th RTS minislot. Irrespective

of the outcome for the other transmitting nodes tj , j 6= i, during the kth minislot pair

(i.e., whether they are unsuccessfully contending, successfully contending, or locked),

their transmit powers will be either P
(k+1)
j = 0 or P

(k+1)
j ≤ P

(k)
j in the (k + 1)th RTS

minislot. Thus, assuming channel time invariance, the SINR at node ri, after optimum

receive beamforming with vector u
(k+1)
i , is

γ
(k+1)
i =

P
(k+1)
i Gii|u(k+1)H

i Hiivi|2
∑

j 6=i

j∈L(k)

P
(k+1)
j Gij |u(k+1)H

i Hijvj |2 + σ2
w

(C.1a)

≥ P
(k+1)
i Gii|u(k)H

i Hiivi|2
∑

j 6=i

j∈L(k)

P
(k+1)
j Gij |u(k)H

i Hijvj |2 + σ2
w

(C.1b)

≥ P
(k)
i Gii|u(k)H

i Hiivi|2
∑

j 6=i

j∈L(k)

P
(k)
j Gij |u(k)H

i Hijvj |2 + σ2
w

min
{
1, (1 + ǫ)γT /γ

(k)
i

}
(C.1c)

= min
{
γ

(k)
i , (1 + ǫ)γT

}
≥ γT (C.1d)
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where (C.1b) follows by the definition of u
(k+1)
i as the ORB vector and (C.1c) by the

fact that 0 ≤ P
(k+1)
j ≤ P

(k)
j for j 6= i. Therefore, successful reception of the RTS packet

sent by node ti in the (k+1)th RTS minislot is guaranteed, as suggested by Proposition

1.



D Proof of Proposition 2

Consider the ith link from the set of successful links S(k) in the kth RTS minislot.

Contending node ti transmits an RTS packet using power P
(k)
i and transmit beamforming

vector v
(k)
i , which is received by silent node ri, after optimum receive beamforming with

vector u
(k)
i , at SINR

γ
(k)
i =

P
(k)
i Gii|u(k)H

i Hiiv
(k)
i |2

∑

j 6=i

j∈S(k)

P
(k)
j Gij |u(k)H

i Hijv
(k)
j |2 + n

(k)
i

≥ γT

where n
(k)
i captures thermal noise and interference due to unsuccessful links S̄(k). In

the kth CTS minislot, node ri responds with a CTS packet sent at power P̃
(k)
i using the

transmit beamforming vector u
(k)∗
i . Based on the PBOA-TORB protocol, the power level

P̃
(k)
i is determined by applying the Network Duality Theorem on the network topology

formed by the successful links S(k), for target SINR γ
(k)
i,out defined in (3.17). Note that

γ
(k)
i,out ≥ γT since, for P

(k)
i,out = P

(k)
i min

{
1, (1 + ǫ)γT /γ

(k)
i

}
, it is

γ
(k)
i,out =

P
(k)
i,outGii|u(k)H

i Hiiv
(k)
i |2

∑

j 6=i

j∈S(k)

P
(k)
j,outGij |u(k)H

i Hijv
(k)
j |2 + n

(k)
i

≥ P
(k)
i Gii|u(k)H

i Hiiv
(k)
i |2

∑

j 6=i

j∈S(k)

P
(k)
j Gij |u(k)H

i Hijv
(k)
j |2 + n

(k)
i

min
{
1, (1 + ǫ)γT /γ

(k)
i

}

= min
{
γ

(k)
i , (1 + ǫ)γT

}
≥ γT . (D.1)
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Node ti employs the ORB vector ũ
(k)H
i to receive the CTS packet sent by ri at maximum

SINR γ̃
(k)
i . This SINR satisfies

γ̃
(k)
i =

P̃
(k)
i Gii|ũ(k)H

i HT
ii u

(k)∗
i |2

∑

j 6=i

j∈S(k)

P̃
(k)
j Gji|ũ(k)H

i HT
jiu

(k)∗
j |2 + σ2

w

(D.2a)

≥ P̃
(k)
i Gii|v(k)T

i HT
ii u

(k)∗
i |2

∑

j 6=i

j∈S(k)

P̃
(k)
j Gji|v(k)T

i HT
jiu

(k)∗
j |2 + σ2

w

(D.2b)

= γ
(k)
i,out ≥ γT (D.2c)

where (D.2b) follows by definition of the ORB vector, and (D.2c) follows by (3.18a) and

(D.1). Consequently, successful reception of the CTS packet is guaranteed and Remark

1 in Section 3.3.3 is proved.

In the (k + 1)th RTS minislot, node ti is locked and transmits an RTS packet

using power P
(k+1)
i and beamforming vector v

(k+1)
i = ũ

(k)∗
i . The power level P

(k+1)
i is

determined by means of the Network Duality Theorem on the network topology formed

by the successful links S(k), for target SINR γ̃
(k)
i,out defined in (3.21). Following the same

steps as in (D.1), it can be shown that

γ̃
(k)
i,out ≥ min

{
γ̃

(k)
i , (1 + ǫ)γT

}
≥ γT . (D.3)

Transmitting nodes corresponding to successful links S(k) update their power and beam-

forming vector in a similar fashion as node ti, while those corresponding to unsuccessful

links S̄(k) randomly back off; only a subset S̄(k)
p ⊆ S̄(k) of them persist contending, using

the same power P
(k+1)
ℓ = P

(k)
ℓ and beamforming vector v

(k+1)
ℓ = v

(k)
ℓ as in the kth RTS

minislot. Assuming channel time invariance, the SINR at node ri, after optimum receive
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beamforming with vector u
(k+1)
i , is

γ
(k+1)
i =

P
(k+1)
i Gii|u(k+1)H

i Hiiv
(k+1)
i |2

∑

j 6=i

j∈S(k)

P
(k+1)
j Gij |u(k+1)H

i Hijv
(k+1)
j |2 +

∑

ℓ∈S̄
(k)
p

P
(k)
ℓ Giℓ|u(k+1)H

i Hiℓv
(k)
ℓ |2 + σ2

w

(D.4a)

≥ P
(k+1)
i Gii|u(k)H

i Hiiv
(k+1)
i |2

∑

j 6=i

j∈S(k)

P
(k+1)
j Gij |u(k)H

i Hijv
(k+1)
j |2 +

∑

ℓ∈S̄
(k)
p

P
(k)
ℓ Giℓ|u(k)H

i Hiℓv
(k)
ℓ |2 + σ2

w

(D.4b)

≥ P
(k+1)
i Gii|u(k)H

i Hiiv
(k+1)
i |2

∑

j 6=i

j∈S(k)

P
(k+1)
j Gij |u(k)H

i Hijv
(k+1)
j |2 +

∑

ℓ∈S̄(k)

P
(k)
ℓ Giℓ|u(k)H

i Hiℓv
(k)
ℓ |2 + σ2

w

︸ ︷︷ ︸

n
(k)
i

(D.4c)

= γ̃
(k)
i,out ≥ γT (D.4d)

where (D.4c) follows due to S̄(k)
p ⊆ S̄(k) and (D.4d) due to (3.22) and (D.3). Therefore,

successful reception of the RTS packet sent by node ti in the (k + 1)th RTS minislot is

guaranteed, as suggested by Proposition 2.



Abbreviations

3GPP third-generation partnership project
AWGN additive white Gaussian noise
BS base station
cdf cumulative distribution function
CDMA code-division multiple access
CI colored intercell interference
CSI channel state information
CSMA/CA carrier-sensing multiple access with collision avoidance
CTS clear to send
dB decibels, 10 log10(·)
DCA dynamic channel allocation
DL downlink
FCA fixed channel allocation
FDD frequency-division duplexing
FIFO first in first out
GPS global positioning system
IADCA interference-aware dynamic channel allocation
IEEE Institute of Electrical and Electronic Engineers
i.i.d. independent and identically distributed
ISI intersymbol interference
LMMSE linear minimum mean square error
LMS least-mean squares
LOS line-of-sight
MAC medium access control
MAI multiple access interference
MIMO multiple input multiple output
MMSE minimum mean square error
MS mobile station
NLOS non-line-of-sight
ORB optimum receive beamforming
OVSF orthogonal variable spreading factor
PBOA progressive back-off algorithm
PHY physical (layer)
QPSK quadrature phase-shift keying
RDCA random dynamic channel allocation
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RLS recursive least squares
RRC root raised cosine
RTS request to send
SINR signal-to-interference-plus-noise ratio
SNR signal-to-noise ratio
TDD time-division duplexing
TORB transmit and optimum receive beamforming
UL uplink
UMTS universal mobile telecommunications system
UTRA universal terrestrial radio access
WI white intercell interference



Symbols

j
√
−1

⋆ convolution operator
⊗ Kronecker product operator
6= not equal
< less than
≤ less than or equal
> greater than
≥ greater than or equal
∈ is an element of
⊆ is a subset of
N set of natural numbers
R set of real numbers
C set of complex numbers
{xi , i = 1, . . . , N} set of elements x1, . . . , xN

|L| cardinality of set L
| · | Euclidean norm
⌊·⌋ floor function
⌈·⌉ ceiling function
[·] closed interval
[·) semi-open interval
1 vector with elements equal to 1
x = [x1, . . . , xN ] vector with elements x1, . . . , xN

{xi}i∈L set of vectors xi with index i taking values in set L
IN N ×N identity matrix
H =

[
Hi,j

]
matrix with elements Hi,j

Hi,j =
[
H
]

i,j
ijth element of matrix H

∠· phase of a complex number

(̂·) estimate of
(·)∗ complex conjugate
(·)−1 inverse
(·)T transpose operator
(·)H Hermitian (complex conjugate transpose) operator
tr(·) trace of (square matrix)
rank(·) rank of matrix
E{·} expectation operator
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Q(·) Gaussian Q-function
δ(·) Dirac delta function
δi,j Kronecker delta function
max maximum
min minimum
argmin minimizer of
argmax maximizer of
∏N

n=1 multiple product
∑N

i=1 multiple sum
x mod y x modulo y
x× y product of x and y
Nc

(
x̄, σ2

)
complex Gaussian distribution with mean x̄ and variance σ2
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