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ABSTRACT

- Displacements of image spots representing atomic columns in a high resolution
image may be due either to displacements of atomic collimns_ or to specimen noise. The
effect of specimen noise on the accuracy with which an atomic colhmn can be located is
assessed by evaluating the root mean square deviation of the intensity center of mass of
image dots. Opﬁnﬁzed methods for experimental asseésment of this ¢ffect are developed

and applied to simulated and experimental images.

INTRODUCTION

~

High resolution electron microscopy (HREM) is a prirﬁary tool for studying the
atomic strﬁcture of defects in crystals. Howeyer, the quantitative analysis of defect
structures is seriously limited by speéimen noise due to contamination or oxide‘layers on
the éurface’s of a thin foil. Interpretation of HREM is usually aimed af extracting two
parameters; composition and location of atomic columns in a zone axis orientation. If both
could be extracted independently it would be possible to determine atpnﬁc structure -

completely énd -accurately from HREM images obtained in a few different zone axis

~~——,



orientations. However, this method of structure determination is still in its infancy due to

limitations in microscope resolution and the restrictions of specimen noise.

High resolution images consist of characteristic patterns of intensity. Thésp patterns
depend upon the atomic structure and the imaging {conditions (i.e., defocus, thickness,
microscope parameters, etc.). Analysis of such images is usually performed by comparing
experimentally obtained images with ixhages simulated from different models. The best fit
" is normally determined visually, although more quantitative methods of comparison and

refinement have been employed for perfect crystals [1] and more fecenﬂy for defects [2].

For complex crystal structures the effects of atom location and composition are
intertwined such that small atomic displacerhents may have a similar effect on the image as
a variation in composiﬁon, and the two effects are not easily separated. However, for
simple monatomic structures such as fcc or bcc metals observed in directions where the
structure projects into well-separated atomic columps, image interpretation is greatiy'
~simpliﬁed: under weak phase object, Scherzer imaging conditions, each atomic column is
imaged as a black dot. Variations in intensity and positi.op of individual image dots can be
due to variations-in composition or location of atomic columns. Unfortunately, both effects
may also arise from random noise superimposed on the periodic image due to an
amorphous oxide or cbnta&nination film on the surfaces of the thin foil. To extract
-quantitative information about atomic structure or composition from HREM micrographs,
even for simple structures, it is therefore necessafy to assess carefuliy the éffect of

_specimen noise. o )

Gibson has evaluated the effect of noise on the detectability of composition
~ variations in high reso}ution images of Si [3]. He defined a signal to noise ratio by
_ comparing the intensitieé of the full image with an image of the noise in the same frequency
as the main Bragg reflections. The latter image was obtained by appropriate Fourier

filtering. He. distingliished between shot noise (present'in the image of the hole near the



thin edge of a foil) and specimen noise (due to contamination or oxide layers on the sample
surfaces). In all cases, specimen noise was by far the more limiting factor, with ion milling -

producing the highest and UHV-treatment the least amount of specimen noise.

More recently, the problem of compositional sensitivity in high resolutioh images
of compound semiconductors has been addressed by Ourmazd et al. [4]. A signal to noise
ratio was defined. by a "vector pattern recegnition technique”, essentially the cross
correiation coefficient between each individiiali unit cell in the image and that of an average
unit cell obtained from the,eame image. Specimen noise is fodnd as the deviation of cross
cor_relafion coefficients from unity. When imaging and foil preparation conditions are
optimized; this technique of "chemical laftice imaging" can achieve signal to noise ratios of
_9 for GaAs/Alo_4Ga0,6As superlattice structures. The same technique has also been applied
to the detection of compositi\onéﬂ variations in NiAl superalloys [5]. However, due to the
smallerr' lattice spacings and the. higher contribution of specimen deise from the
electrochemical thinning .technique, signal to noise ratios between NiAl and NiNb were as

low as 3.

Notice that in both of the evaluations of specimen noise described above the
objective_i's to determine composition. The underlying assumption is that the locations of
the” atomic columns are fixed on a periodic lattice. The converse problem, that of
determining local variations in the location of atomic columns whose composition is
constant, is encountered %n the case of structural defects. It is well-known that even fhough
the Scherzer resolutioh limit may only be. 1.6f\, HREM alloWs the localization of strdctural
features to within a fraction of an Angstrom [6]. However, this accuracy is also
compromised by specimen noise. For example, image simulations have shown that a layer
of amorphous oxide (random noise) on the surfaces of a thin foil of perfect crystalline Si
can lead to signiﬁcanf shifts in irhage intensities and centroid positions for individual

atomic columns [7].
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Often, the effect of specimen noise is reduced by averaging over a number of
similar image features. For e){ample, in periodic grain boundaries, low noise images can be
obtained by averaging ovér a number of repeat units [e.g.-8].. However, this prbcedure
sacﬁﬁces spatial resolutidn, one of the principal advantages of HREM. In the same
manner, ﬁgid bOdy shifts at grain boundaries can be measured with high accuracy because
they compare the relative positions of whole blocks or rows of atoms. Any random noise is
thus effectively reduced to insignificant levels. Thus, the rigid body shift parallei to a grain
boundary can be measured to within 0.1 A [6] while the shift normal to a grain boundary
has been measured with an accuracy of 0.04 A [9]. It has been pointed out, however, that
vsuch measurements are very sensitive to slight instrument vand sample misalignments and

must be interpreted with caution [10].

Displacement fi¢lds around lattice defects such as dislocations or ledges in
interfaces have been measured by compa}ing experimental images with overlaid models.
The displaCeménts are then easily seen as the deviation of individual image dots from the -
overlaid reference lattice [11]. An effective alternative technique for visualizing and
| measuring displacement fields from HREM images is based on the moiré effect between an
image and an undistorted reference image of similar magnification [12]. The effect .of
spécimen noise in this type of measuremeﬁt is a blurring of the moiré pattern. This
technique has also been employed to identify multilayer structures when a change 'in

composition is visible as a small change in lattice spacing [13].

Notice that all of these measurements are based on the assumption that the image
dot faithfully represents the location of an atomic column. Fourier imaging theory shows'
that this is indeed the case for sufﬁciently small and sufficiently delocélized displacements.
Only large, highly localized displacements such as those at the core of a dislocation will not |
always be imaged faithfully [14] . However, even in the core of a dislocation or a structural
uﬁit in é grain boundary, a minimum interatomic distance will be maintained. | For

projections of widely spaced atomic columns the projected mean interatomic spacing is



similar to thé minimum interatomic spacing. This limits both the magnitude and the
localization of the vdispla‘cements, and it can be shown that under Scherzer imaging
éonditions all physically reasonable displacements of atomic columns are imaged_fajthfuliy. '
In the absence of specimen noise the intensity center of mass of image dots is therefore a

direct representation of the location of atomic columns.

However, specimen noise ihherent in all non-averagéd, unﬁlteréd HREM images

. can severely limit the acéuracy with which an image dot represents an atomic column. For a
quantitative structural analysis of defects it is therefore essential to assess the contﬁbution
of specimen noise to an experimental image. The present papef describes an optirﬁized

" procedure for noise assessment using both simulated and digitized experimental images.

DESCRIPTION OF THE METHOD

~ To assess displacements of image intensity peaks due to contamination or oxide
layers, it is necessary to extréct the image peak positions and compare them with a set of
reference peak positions. Thus the method depends on obtaining the following two lists of
positions:

- alist obtained by finding the center of mass of intensity peaks located near atomic

positions in the experimental image. W

- a second list created by performing a least-squares fit of a 2D lattice upon the
positions of the first list. This list will locate to a good approximation the positions

of intensity peaks in the absence of noise.

Once both lists are obtained the root mean square (rms) deviation between the lists

is calculated and used as a direct measure of the noise in the image.

- The peak-finding is a critical step in the process. The routine first finds an initial
peak with the precision of a single pixel and proceeds to locate an intensity center of mass

to sub-pixel accuracy using the pixel intensity values in a circular region around the initial



peak. The choice of radius for the center of mass calculation is determined by the extent of
the peaks' and their separation. While the radius should be chosen large enough to ensure
high accuracy in the determination of the center of mass, it cannot be éhosen larger than the
half-spacing between peaks, in which case, neighboring peaks will influence the location of

the center of mass.

'Although the peak-finding routine in general has no difficulty finding peaks in
simulated images, even in those that are quite noisy, problems are frequently encountered
in the case of experimentai images. Mainly due to the presence of shot noise, thé employed
peak-finding routine often finds spurious maxima which are not localized near atomic
positions. This causes difficulties in applying the peak-finding routine directly to the
experimental images. 'I‘he influence of shot noise can be reduced by applying a real space
convolution filter to the experimental images prior to peak finding. In order to preserve the
symmetry of the original intensity~ peaks, the kernel ‘of the filter should have circular
symmetry and the kernel used in this work simulated a circular gaussian fuhcti\on. This is
equivalent to the usé of a low pass gaussian ﬁltér in frequency space where the half-width
of the low-pass filter is inversely proportional to the size of the gaussian in real space. As

the gaussian kernel increases in real space, more high frequencies are filtered out.

Unfortunately, the filtering procedure also reduces the noise which one is interested
in\rneasuring. In order to reduce the bias to the resulting noise measurements, the gaussian
filter should be constructed with the smallest possible kernel. A kernel with 1 pixel

standard deviation proved to be sufficient in the vast majority of situations.

Once the i)eak positions'are reliably locatéd, the next Step is the least-squares lattice
fitting. This routine takes as input the original peak list and initial estimates for the lattice _
vectors ﬁ and ;I’.'Thesc values are obtained from average distanées between selected peaks
in .both unit directions. The lattice fitting then iterates these values and returns best estimatés

in a least-squares sense, together with a fitted peak list and the rms deviation between the



origihal peak list and the fitted peak list. This value can be used as a direct measurement of

the error associated with localizing atomic positions.

RESULTS
Simulated Iinages

In order to test the method, simulated images of two different multi-layer structures
(A and B) were created using NCEMSS (Natioﬁal Center for Electron Microscopy
Simulation Software[15].- Both structures were composed of seven different layers of
amorphous material, each 4A thick, on top of a 20A fcc crystal layer with lattice parameters |
of 3.6 and 5A for structures A and B r'espectively. The various amorphous layers were
obtairied from different sections of amorphous material created by placing atoms in a "box"
in random positions, taking care that no atoms were placed closer than twice the atomic

radius.

Eight simulated images._(256 X 256 pixels, 256 gray shades) were calculated, under
Scherzer condition, for each structure corresponding to a 20A layer of crystalline material
with zero to 7 layers of amorphous material. The two sets of eight images are shown in

figures la and 1b for structures A and B respectively.

The method described above was applied for each image in the two series of
simulated images, using the SEMPER[16] software for finding peakvpositionls and for
lattice fitting. The rms values of displacement of peék positionsv from fitted lattice sites fo;

- each series of iméges, plotted as a function of the ratio of amorphousv to crystalline layer
.thickness., are shown in. Figure 2. As can be seen from this figure, theré is a diréct
relationship between the amorphous layer thickness and the rms deviation. This result

validates the use of the rms value as a direct assessment of atomic positioning error.



It should be noted that although the origin of the noise is contamination or oxide
layer, the relevant information for image analysis is not the layer thickness but the rms

deviation because that is the factor that limits the accuracy of structure determination.

Experimental Images

In order to test the method under more realistic conditions a micrograph of a wedge
shaped platinum foil Was digitized and the same proéedure applied. A field of 2048 by
2048 pixels is shown in figure 3. The amofphous layer is clearly visible and the ratio of

amorphous to crystalline material decreases as we move away from the border.

Féur different 512 by 512 pixel windows were chosen in different regions of the
imége corresponding to different average ratio of amorphbus to crystalline material. The
windows are shown supérimpdsed on Figure 3. Peak lists were generated frdm both
unprocessed images and images procéssed by applying allolw pass gaussian filter. It
 should be noted that without the use of a low pass filter prior to peak finding, several
spurious peaks were found by the’peak finding routine. The calculated rms deviation for

each of the four windows, both filtered and unfiltered are listed in Table 1.

The results show a well behaved relationship between increasing ratio of
amorphous to crystalline material and rms deviation. As previously mentioned, the filtering
procedure reduces noise. This is accurately reflected in the lower values for the rms

deviation in the processed images.

~ The rms deviation obtaihed for each window is an average value for the region
considered. By réducing the size of the windows, the variation in the ratib of amorphous
to éryStalline matéﬁal can be sampled at smaller intervals. However, when the window
becomes too small, the accuracy in the fitted lattice decreases, sincé the number of peaks
enclosed by the window is too small to give good statistical values for the lattice

parameters. It should be noted/ that in this regime the value of the rms deviation should



decrease because the fitting precision increases when the number of lattice sites decreases

although that does not represent a more accurate fit for the whole sample.

In order to determine an optimum size for the window the rms deviation was
obtained for different sized windows centered on the same position as window 1. A plot of

resulting values against the number of atoms inside each window is shown in figure 4.
Three characteristic features are apparent.

First, as the number of atoms decreases past a certain minimum number, the rms

tends to zero as the lattice fitting becomes trivial.

Secondiy, oscillations in the rrﬁs deviation can be observed for a certain regime of
v;/indow size. This arises from problems asso.ciated with inténsity peaks located near the
borders of the window. As the window increases in size, it will cut through intensi_ty peaks
‘at random, biésing the center of mass calculaﬁon, and the contribution of the border peaks
~ will cause the rms deviation to fluctuate. The amplitude of this ﬂuctuationvdec‘reases as the
window size increases because the ratio of border atomé to intémal atoms also decreases.
Based on the specific peak-finding algorithm used it is possiblev to show that this

fluctuations are always positive. Thus any rms value obtained from this graph is at most an

" upper bound to the real rms deviation.

Finally, as the window increases the rms deviation approaches its true value.
Although not shown, the same features were observed when using simulated instead of

experimental images.

Thus from fig. 4, the minimum number of atoms (window size) required to
determine the rms deviation is about 100. Larger windows will result in more accurate
statistics but in wedge-shaped foils this may result in systematic errors by averaging over

areas with varying thickness and hence signal to noise ratio.



SUMMARY

The accuracy with which atomic columns can be located from high resolution
images of simple monatomic structures has been assessed. It was found that the most

- important limitation is due to random noise arising from contamination or oxide layers on

the specimen surfaces. This specimen noise has been characterized by its effect on the -

location of image spots via the root mean square deviation from an average lattice. Under
typical experimental conditions the root mean square deviation of image spots is in the
~ order of 0.2A. For a good experimental assessment of the noise level it is necessary to

sample an area containing about 300 atomic columns. Larger areas do not improve the

statistics but increase possible systematic errors due to local variations in the relative

thicknesses of crystalline foil and amorphous surface layers.

Specimen noise represents an inherent limitation to the accuracy of structure

~ determination at defects such as gfain boundar_ies. To determine atomic positions with an
accuracy better than this inherent limit it is necessary to improve signal:to noise lévels,
either by physically4 reducing the level of specimen noise or by averaging over several
repeat units. The first approach requires major imprbvements in sample preparation and
microscope vacuum, the second sacrifices spatial resolution and presents difficultiés for
non-periodic défects. To deterniine_the' number of repeat units .necessary for a desired

accuracy of atomic column location is a matter of standard statistical methods.

The present work is a first step in establishing the possibilities and limitations of
direct structure determination from high resolution images of defects in simple monatomic
structures. Application of the procedures developed here to the determination of the atomic

structure of grain boundaries in Al is currently underway.
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rms deviation (A).

Rms deviation for the unfiltered and filtered windows shown in figure

~

Window # Unfiltered Filtered
1 0.22 0.18
2 0.23 0.20
3 025 0.21
4 0.30 0.25
Table 1 '

13



Fig. 1 - Two sets of simulated images of crystalline material with varying amorphous

surface layer thickness fraction, showing the effect of amorphous contamination on

apparent atom positions. In each set, the number of amorphous layers increases from zero
in the top left image to seven in the bottom right image. (a) Structure A - lattice parameter

3.6A and (b) Structure B - lattice parameter 5A.

Figure 2.- Rms deviation versus amorphous to crystal thickness ratio. (a) Structure A and

(b).Structure B

Figure 3. HRTEM image of a wedge shaped Pt foil showing the four windows used to

measure rms deviation for different average amorphous noise levels.

‘Figure 4. Rms deviation as a function of the number of atoms inside the measurement

window (see text). Figure 4b is an enlarged view of a portion of figure 4a showing the |

behavior of the rms deviation as the number of atoms approaches zero.

AN
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Rms Deviation (A)

0.1 1

0.0

]
200

M L

Number of Atoms

Figure 4a-

]
400 600

20 .



Rms Deviation (A)
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