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Abstract—The volume and variety of scientific data being generated at experimental facilities requires the seamless interaction of the scientist’s knowledge with the large-scale machines and software that is required to process the data. In the last few years, scientific software tools are being developed to address these increasingly complex workflow and data management needs. However, current approaches for designing systems and tools focus on the hardware and software of the machine and do not consider the user. Our experience shows us that user experience research needs to be tightly integrated with the software development life cycle for building sustainable software for science. It has become not just necessary, but critical, to consider the user interaction in the design of the entire system for data-intensive sciences that have complex human interaction with the data, software and systems. The dynamic nature of science projects and the complex roles of personnel in the projects makes it difficult to apply classical user research methodologies from industry. In this paper, we make three specific contributions towards improving the usability and sustainability of scientific software. First, we examine the software life cycle in science environments and identify the differences with commercial software development. Next, we outline ten principles we have developed to guide user engagement and software development and illustrate it with examples from our projects over the last several years. Finally, we provide guidelines to other eScience projects on applying the ten principles in the software development life cycle.
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I. INTRODUCTION

Next-generation scientific discoveries rely on analyzing the massive data that is generated at supercomputing centers and experimental facilities. The key to maximizing insight from data is the seamless interaction of the scientist’s knowledge with the large-scale machines and software that is required to process the data. Current approaches for designing systems and tools focus on the hardware and software of the machine and do not consider the user. Thus, current approaches to software design are not sufficient when designing next-generation scientific software to manage complex workflows and data for data-intensive applications.

Our experience shows us that user experience research needs to be tightly integrated with the software development life cycle for building sustainable software for science. User experience research has been used effectively for about 30 years in consumer electronics products and web interfaces. Although the sustainability of scientific software is subject to different constraints compared to commercial products, a critical factor in both cases is the adoption by the target user community.

In the past 30 years, a significant body of practice and knowledge has been developed on how to improve the quality of the user experience. Usability processes have been shown to not only improve user experience but also to heavily impact the design of the underlying frameworks. User research methods have been shown to result in gains in productivity, improve performance of underlying systems, produce cost-savings and reduce the cost of fixing software failures [1]. However, the dynamic nature of scientific collaborations and data analyses projects makes it difficult to apply classical user-centered design methodology to development of scientific infrastructure.

In the last several years, we have used user research methods in our research and software development projects. We have developed and modified practices to be suitable for the scientific community. We have used a variety of techniques – including participant observation, interviews, heuristic evaluation, and usability studies – to understand, collect, and refine user requirements and improve usability of software products. We have used these techniques in our projects to improve user interfaces for data exploration and analyses, workflow APIs [2], and building data management tools [3]. Our collaborations have included various scientific domains, including bioinformatics, materials, environmental, and climate sciences. These methods influence not only the user experience but also the design of the overall system and the software development life cycle. It enables teams to focus on user needs early and often and remove biases and preferences of the designers. Software based on user needs has a streamlined implementation path and has a greater chance of adoption.

In this paper, we outline ten principles we have developed to guide user engagement and software development. Our methods create a fundamental shift in the design and development of tools for next-generation scientific software by focusing on the user and the user experience. Specifically, we make three contributions in this paper.

- We examine the software life cycle in science environments and identify the differences with commercial software development.
- We outline ten principles for building usable software systems and illustrate with examples from our projects.
- We provide guidelines to eScience projects on applying the ten principles in the software development life cycle.

The rest of the paper is organized as follows. In Section II, we outline background on our projects, software development life cycle and discuss related work. We outline the unique characteristics of software for public science in Section III. We
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II. BACKGROUND

In this section, we detail the current software development life cycle practices and related work.

A. Software Development Life Cycle

The classic software development life cycle (SDLC) has at least three primary stages: requirements, design, and implementation and testing. These phases are present in all software development models from the Waterfall Model of the 1960s and 1970s [4], through the 1990s “Rational” Unified Software Development Process [5], to current agile and lean software process models. Some models have implementation and testing as separate stages, have additional stages for deployment and maintenance, and/or expand upon the requirements phase. But for the purpose of this paper, these three basic stages capture all the essential aspects.

A common mistake in our environment is to attempt to address usability issues exclusively during a single phase. For example, developers often assume they need to think about usability only in the design phase, i.e., to consider both requirements and implementation as relatively unaffected by usability concerns. Alternatively, some groups assume user interfaces can be built at the end. These practices cause two problems: (a) usability is considered too late to improve the requirements that drive the design, (b) usability is considered too early to help with feedback from the implementation and testing, which drive the next iteration. Usability should be considered at all phases of the software development life cycle and strongly influences the focus on user-desired functionality in the end product.

B. Related Work

This paper addresses, broadly, the process of designing usable software, or “usability engineering”, as it is called in the discipline of Human-Computer Interaction (HCI). Much has been written on methods, applications, and tools for usability engineering in HCI textbooks, journals, and conference papers. An entire volume of Springer’s Human-Computer Interaction series [6] is dedicated to the interplay between usability, HCI, and software engineering. This volume addresses many issues touched on here in more depth, but is not targeted at the needs of the scientific community. For example, none of the chapters deal with the peculiarities of the software for science environment. Our principles attempt to be accessible to people from software engineering, scientific, and HCI backgrounds, and streamlined for application in a very dynamic environment.

User research has been shown to be valuable in all stages of software development life cycle [7], [8], [9], [10], [11], [12], [13]. User research has been applied to various scientific domains including experimental cosmology, energy consumption, and biological light microscopy projects [14], [10], [13], [15], [16]. The importance of taking into account human factors has been recognized in prior human data interaction [17], [18], [19]. Previous work places users into groups of data producers and consumers and discusses how the decoupled nature of scientific research is increasing the complexity of data integration [20].

In [21], Nielsen lays out a step-by-step guide to applying usability methods at various stages in the software life cycle. In [22], Gould distills four basic principles of designing usable systems: (1) Early and continuous focus on the users, (2) Early and continual user testing, (3) Iterative design, and (4) Integrated design (i.e., all aspects of usability evolving together).

More recently, the popularity of “agile” design methodologies has led to an examination of the effect shorter iterative cycles of development have on the usability engineering process [23].

In previous work [24], the authors provide ten rules for developing usable software in computational biology. A couple of these rules, and in particular “Rule 2: Collect Feedback from Prospective Users”, is similar in spirit to the principles described here. However, the purpose of the rules in the paper are to provide concrete guidelines for people who lack formal training in software engineering, i.e. scientist/developers as discussed in Section III below, who are creating their first software for general use. Thus, the rules mostly focus on the mechanics of writing usable software and do not explore more deeply how to integrate usability into all stages of the software development life cycle.

Previous work has also investigated how software is developed for scientific applications and identifies the iterative process and some of the challenges with applying software development practices [25], [26], [27], [28], [29], [30], [31]. This paper focuses on ten high-level principles that are particularly important to consider in the constrained and specialized environment of scientific software.

III. SOFTWARE FOR PUBLIC SCIENCE AS A UNIQUE ENVIRONMENT

The principles described below grew out of our experience developing open (i.e. non-classified and mostly open-source) software, under public funding, to support a scientific mission. This environment has unique aspects not found at corporations, universities, or classified research laboratories.

In this context, we prefer to use the term “software for [public] science” to the terms “scientific computing” or “computational science”, to make it clear that we are interested in the broader body of scientific software and not just software used for simulation models. We are concerned with the body of software that is used to execute the algorithms, to collect, store, analyze, and disseminate results (from simulation, experiment, or observation), and to support collaborative science in its many forms [32]. Most of this software has user-facing components (e.g., graphical interfaces, command-line interfaces, or APIs), and is affected by usability issues.

Invisible profit models. User satisfaction or user adoption are not first-class software metrics in the scientific environment. The reasons for this are partially cultural but, more fundamentally, are economic. The projects operate on grant money, in which value of work is determined indirectly by
fundamental issues are often a large part of the overall budget for a scientific mission. Similarly, another pervasive aspect of our environment is that work to improve software usability is often not explicitly called out in project deliverables and budgets. The ability to persuade key decision makers of the value of a type of work is crucial to its inclusion in project budgets. Usability research and development suffers from its relative invisibility in two of the main metrics used for judging software: performance and research publications. Usability does strongly affect the overall design and the adoption, but without ground truth of sales and profits, adoption numbers are difficult to measure accurately.

**Explanatory iterative workflows.** Usability for scientific software must also be taken into account on some of the distinctive aspects of the scientific workflow. In our environment, scientists typically need to perform exploratory research that involves a complex combination of data and modeling, possibly using the computational resources in batch-scheduled supercomputers or moving terabytes of data for analysis. Work is often driven by short cycles to publication deadlines. Individual researchers perform variations of the same analysis over and over, developing work-arounds for software quirks. Different researchers may use different software tools for the same tasks. Reproducibility of results is an ongoing challenge. This creates an environment that is both dynamic (many tools and systems) and resistant to change (repeatability and deadlines). As a result, the boundaries of the software development life cycle are less clear. Requirements gathering, design, and implementation are not strongly differentiated. The release phase is often implicit since users exchange software pieces through informal methods including emails, etc. Sometimes even getting code to be put under version control requires convincing the developers that this is not equivalent to a release.

**Diverse and intertwined teams and roles.** Many scientific projects consist of teams ranging from a handful up to hundreds of people who have widely varying domain knowledge and software skills. Scientists may know how to program, and programmers may have domain knowledge due to training or long association with a given domain. There is not often a clear distinction between tool creators and tool users, and particularly on larger teams the bulk of the user population may be the project participants. The usability testing and requirements process needs to consider the diversity of roles on a project, how the new software will accommodate or replace existing tools, and the political realities of how the developer/scientists on the project can be brought into alignment with that decision.

**Metrics of success.** The metrics by which success of scientific software are measured are often not explicit, obvious, or even understood by the participants. As stated in a recent workshop on sustainable software for science [33], it is [is not] known if there is a common set of metrics for scientific software. Some commonly used metrics are anecdotes from key projects or users, number of users/usages, number (and impact) of associated scientific publications, and technical measurements such as speedup or scalability. Unlike a commercial environment where number of users is always a major factor, in this environment the metrics are less clear. As we explained earlier, usability is rarely understood to be a separable important aspect of software. Nonetheless, human nature being constant, the usability of the software does have a large influence on the other metrics. The main difference in this environment is that the pathways by which this occurs may be hidden and unacknowledged.

**Diverse user groups.** Finally, a defining aspect of creating usable software for science is understanding the diverse user community. Even users within the same domain have varied requirements of the software (e.g., experimentalists and theorists). Scientific research is inherently specialized and fragmented, partially due to the depth of knowledge required and partially due to the exploratory nature of science itself—each researcher to some extent searches for their own niche in the field. The impact on software usability is that talking to a single user community may not actually help with the needs of their neighboring, and to the layman almost identical, researchers. Thus, the “guerrilla testing” model [34] of picking somebody at random to check the usability of the product will only get you so far, and to produce something meaningful you must think first about who you are trying to help, and how you are going to get feedback from all the sub-disciplines in that group.

**IV. Ten Principles**

In this section, we describe the ten principles that we consider important for developing usable scientific software and illustrate them with examples from our projects. These principles can be associated with phases of the Software Development Life Cycle (SDLC) described in Section II-A. This association is shown in Figure 1. In the requirements phase, apply the principles for understanding the users, their context, and their actual problems. In the design phase, focus on designing software that fits the users and use focused testing of prototypes to assess whether the design meets the user’s metrics and trade-offs. In the implementation and testing phase, the principles point towards testing the software again with users, keeping in mind that the aesthetics are not as important as the mental model of the design, and prepare to carry what you have learned back to the next iteration of requirements.

**P1 Solve the right problem first.** Computer scientists often focus on the research problem that they are interested in, which might be a longer-term outlook. However, a good science engagement strategy will solve the right problem, the one that affects the users today, first.

For example, in a science engagement with users of LBNL’s Advanced Light Source beamline, we were focused on learning their long term data problems. The goal was to modernize the data pipeline so users would be able to analyze the data in near-real-time instead of storing it and then manually feeding it to the analysis tools later. However, the user had a complex system of managing data on external hard disks and was simply running out of space. Losing experimental data, particularly when using large and expensive equipment, is very painful. In this case, it was critical for us to solve the current problem to engage the user as well as understand the other problems in the pipeline. Other challenges were masked by this overwhelming situation. Our initial work built confidence
for future engagement but also led to productive discussions about future work.

**P2 Understand user motivations.** It is important to understand the user’s motivation to participate in the science engagement: what do they want to change and why do they want it. Understanding a user’s motivations for the engagement is a good indicator of their time investment in the project and also willingness for change.

For example, complex scripts to manage simulation runs may be quite tolerable in the short run if they are relatively static and there are more serious issues elsewhere in the workflow. On the other hand, scripts that fail regularly, causing postdocs or staff to spend many hours chasing down bugs (on one project it became a running joke that a postdoc needed to “get a cot in their office” for round-the-clock tending to the workflows), will be at the top of the list for refactoring. It may not be obvious to an outsider under which category a given set of scripts falls, as the elegance and aesthetics of the script code may correlate badly with the importance of fixing them.

**P3 Understand the context of use.** It is important to understand the context of use of the system to be designed. If we don’t know when, where, and how the scientists are doing their work, the system we build probably won’t be useful. For example, in one of our projects, scientists were collecting data in knee-deep water. In this scenario, the users need to use mobile devices often in precarious conditions with spotty wireless signals. This insight could not have been gained during interviews or discussions in a meeting room. Observing the user’s work pattern in the natural surrounding was not only necessary but essential to ensure success of the front-end and back-end design of the system.

Another example is scientists using a high-energy beamline at a national laboratory. Typically a researcher has only a few days of “beam time” to collect their data, and then possibly months to analyze it. In this environment, simple analyses that provide real-time feedback and help them guide their experiment are much more useful than advanced analysis tools that require too much time and effort to produce results. Again, insights can only be gained if we were to observe a scientist’s work practice at the beamline.

**P4 Validate and verify what you have heard.** We often struggle with dealing with the chaos of conflicting user requirements, including, “what do they actually mean?” User research processes enable you to work through these requirements to come up with clear recommendations and priorities.

For example, when designing a new system for bioinformatics analyses, we talked to users about what they needed for their research. Some users gave examples of how they needed programmable and extensible systems for complicated workflows. Other users wanted to be able to add their own software to the system. Taken alone, these requirements would have led to a system that exposed much of the underlying complexity to the expert user. However, in other user interviews we found that many users wanted software that would simplify and streamline their current struggles with the command-line tools. By talking to different groups of users with structured user research processes, we were able to avoid the trap of building a system for (only) the first set of users.

Another example of this approach is a methodology we developed to validate the requested features of an API. We interviewed users about how they “felt” about each feature, asked them to rank the features in order from most to least desirable, and finally asked them to describe conceptual problems or missing features. The combination of emotional response and numerical ranking feedback provided much better context for discussing the features with the domain scientists than we had gained from informal and unstructured discussions alone. More details of this experiment are available online [35].

**P5 Test before building; test after building.** It is critical to test how an user will interact with a system before even building the system, and subsequently test again with early prototypes. It is important to test mock-ups of design as well as early prototypes.

In another project, we built a workflow scripting environ-
ment for scientists. We used innovative new procedures for usability testing of the APIs. The first round was based on just using a paper version of the API to write pseudo-code. The results of this process improved specific features of the API [2]. After developing a product, we performed a second round of usability study to study the effectiveness of using that API more thoroughly, and over a longer time period. This kind of testing goes beyond simply answering bug reports to understand the way experienced users fit the software into their workflows.

P6 Clean interfaces can’t make up for bad design. Many interface designs start from the mistaken assumption that the main challenge is good aesthetics, i.e., a “clean” design. However, we all have experience with UIs, either in software or the physical world, that look nice but are difficult to use. To avoid this trap, user interfaces need to be an essential part of system design so that they end up working with, rather than against, the target users’ mental model(s). Similarly, a bad interface may cause problems for a good backend design.

For example, we found in one case that users preferred a file level UI to a new UI that was “clean” but abstracted from files, since their mental model of the data layout was already based on files.

P7 Build for the right user. It is important to identify who the users of the system are and build for them. “What would I do?” may be extremely misleading, if you are not representative of the end user. You have to continually ask yourself whether you are really modeling a real user, or just targeting someone who is convenient for you to think about (like yourself!).

For example, in a research project, we discovered that since the tool was initially built for experimentation purposes by computer scientists, there was no clear mechanism provided to access the output data from the runs. When the tool started getting used by science users, this was a hurdle and needed to be fixed.

In another project, the initial development of a graphical interface for bioinformatics tools included a number of advanced options that were well-understood by the developers and their community, but not at all obvious to a large and important subset of the user community. In response to this realization, many tool options were re-classified as “advanced”, given reasonable defaults, and hidden until a user explicitly decided to view them.

P8 Understand the user’s metrics. When computer engineers think about porting codes to HPC, they tend to think about performance of the codes. This is only one part of the picture. Productivity, publication deadlines, etc. are often the user’s metrics and needs to be taken into account when designing the system.

When we talk to users, they consistently worry about their own time – time waiting to run, time debugging, etc. – as the primary metric. If the extra overhead of running on HPC is wasting too much of a user’s time, performance gains of the code itself may be eclipsed.

P9 Cost / Benefit for the science team is different from the development team. It is important to remember that the cost/benefit analyses that a science team might do is often different from the analyses that a development team might do.

For example, a development team might be willing to invest in performance improvements in the code. However, the time investment in this might not look beneficial to the scientist if it does not improve the science result in some way. The money spent on better performance or code refactoring could have paid for new features or more analysis.

For example, on one project in bioinformatics, developers spent months dramatically improving the speed of access to large data stored on tertiary backups. However, the project lead later explained that, while impressive, this represented only about 1% of their analyses, and did not help the other 99% of the data being stored on disk in databases.

P10 Be willing to iterate (early and often). It is important to be willing to iterate and engage the users early and often. It is critical that developers don’t get attached to their designs and are willing to pivot the development process.

For example, in one project we planned to use Docker containers (portable execution environments) as the mechanism for releasing new versions of the software to the users. In early project meetings, we showed slides of the design and nobody objected. However, when we later asked the users directly if they would actually run the Docker containers, it turned out that all the users were “experts” who had no trouble updating their installation from Github directly. Moreover, they needed to integrate with non-free commercial software that could not easily be included in the Docker container. This conversation took about five minutes, yet saved a couple of weeks of effort wasted on refining Docker release mechanisms that nobody would use.

V. APPLYING THE PRINCIPLES IN THE SOFTWARE LIFECYCLE

In this section, We provide a set of processes for applying the principles in each phase of the software development life cycle (SDLC), as described in Section II-A and Figure 1. Figure 2 connects the specific processes used, in each phase of the SDLC, to the corresponding principle(s). The diagram also categorizes processes by whether they primarily involve user interaction, planning and/or design, or programming.

A. Requirements Phase of SDLC

Principles 1 through 4 are important during the requirements phase of the software life cycle for understanding the users, their context, and their actual problems. In the requirements phase, the three primary processes are a) to identify the target users, b) perform interviews and participant observations, and c) create use-cases or mockups and validate these by discussing them with the target users.

Identify target users (P1, P2). It is critical to identify at the outset which scientists will serve as representatives of the intended audience of the tool. The challenges of doing this in a diverse project were discussed earlier. An approach that we have found effective is to ask project management for a high-level breakdown of the different subgroups, and then to go into those subgroups and ask some very simple questions: (a) what are the main things you do, (b) how do you do them now, (c) if you could improve one thing, what would it be? The answers to these questions help us infer the target audience for a new tool.

One thing that we learned not to do was to assume that project management can identify target users for us. Too often, we found that management’s knowledge of what people did
Fig. 2. Application of the Ten Principles in each phase of the Software Development Life Cycle

<table>
<thead>
<tr>
<th>Processes</th>
<th>Principles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirements</td>
<td>1 Solve the right problem</td>
</tr>
<tr>
<td></td>
<td>2 Understand user motivations</td>
</tr>
<tr>
<td>Design</td>
<td>3 Understand context of use</td>
</tr>
<tr>
<td></td>
<td>4 Validate and verify</td>
</tr>
<tr>
<td></td>
<td>5 Test before/after building</td>
</tr>
<tr>
<td></td>
<td>6 Clean interfaces / bad design</td>
</tr>
<tr>
<td>Implementation and Testing</td>
<td>7 Build for the right user</td>
</tr>
<tr>
<td></td>
<td>8 Understand user’s metrics</td>
</tr>
<tr>
<td></td>
<td>9 Cost/benefit for science team</td>
</tr>
<tr>
<td></td>
<td>10 Iterate (early and often)</td>
</tr>
</tbody>
</table>

Legend | User interaction | Planning/design | Programming |

When introducing ideas for new software into the existing workflow, we are essentially asking for scientists to spend their time on our task instead of theirs. Learning a new software tool may seem fun to a computer scientist, but is often seen as a necessary evil by a user. Scientists, like developers, are acutely aware of aspects of their workflow that either waste time or reduce quality of results. Scientists will be more willing to try a new tool if it addresses a problem they have with their current workflow.

It is also important to remember that part of the value of user research to the team, in addition to the technical skills, is as a force for change. Do not succumb to “group think” and complacency about the current solution, even as you remain practical about what can be done right now. At the appropriate times, it is important to advocate the value of re-thinking and re-factoring design and usability aspects of the software, as a complement to short-term fixes.

B. Design Phase of the SDLC

Principles 5, 7, 8, and 9 are important during the design phase of the software life cycle for designing software that fits the needs of the users and assessing whether the design meets the user’s metrics and trade-offs. In this phase, the two primary processes are to create prototypes and perform usability studies.

Create prototypes (P5). In the first iteration for a use-case, develop a low-fidelity prototype that is believed to address the work goals identified by that use-case. For a graphical user interface, this may take the form of a paper prototype or a quick “clickable” prototype. API prototypes can take the form of a document describing the function definitions. Documentation and example code aid in early usability tests.

In subsequent iterations, the prototype will be refined, e.g., moving from paper to a detailed wire-frame or a semi-func-
tional HTML page. For API design, a high-fidelity prototype will take the form of partially functional code.

**Conduct a Usability Study (P5).** Conduct a usability study with target users identified during the requirements phase. Usability studies provide a methodology to conduct and learn from these tests. Traditionally, the methodology has been used for web interfaces [36], but we have found it is applicable to APIs as well. We recommend the following guidelines:

a. Preparation time: Allocate a few minutes for the test participant to absorb the material and scenario, particularly when testing an API.

b. Scenario: Ask users to work through the scenario, thinking out loud.

c. Feedback: Provide feedback on demand but do not intervene unless a participant cannot continue with the exercise. The feedback provided should be minimal and guide the scientist towards the solution rather than provide the solution.

d. Follow-up. The study should be followed up with an open discussion. The discussion should cover aspects of the tests the users felt comfortable or uncomfortable with. Additionally, ask followup questions to see whether the material was understandable and if the participants can see themselves using it for their work.

The usability test results should answer the questions of whether the prototype is built for the right user (P7), supports a user’s metrics (P8), and is clearly worth the effort in terms of benefit to the science team (P9). The diversity of scientific users pointed out in Section III needs to be considered. Feedback from different classes of users will answer different kinds of usability questions – Does it do what we wanted?, Is it sensible and clear to all users?, Does it make sense in the broader context. The answers to these questions will in turn determine whether a redesign is required, project priorities need to be changed, or both.

Sometimes, there might be a need to completely redesign the software at this stage. It will be many times more costly to redesign the software after it has been implemented or deployed. In our experience, the development team tends to be more attached to their work than they want to admit. Pride in your work is good, but this is really a reflection of the different cost/benefit for the development and science teams (P9). Elegant software is not in itself a benefit for the science team (P9), and is clearly worth the effort in terms of benefit to the science team (P9). The diversity of scientific users pointed out in Section III needs to be considered. Feedback from different classes of users will answer different kinds of usability questions – Does it do what we wanted?, Is it sensible and clear to all users?, Does it make sense in the broader context. The answers to these questions will in turn determine whether a redesign is required, project priorities need to be changed, or both.

When reviewing an interface with potential users, it is not enough to ask simple, idealized tasks; make sure you ask them how they would achieve most complex tasks they perform today, since after all that is the intent of the software. Also simply ask directly whether the software is actually easier to use than what they have right now. This approach will help to catch lingering problems with the assumed “mental model” (P6), i.e., the way in which the users’ workflow and artifacts are connected by the software and its commands. Mental model issues can be missed with simplistic views of what the users do, and these can lurk in the steps skipped during testing of prototypes.

**Update roadmap (P10).** For any development process, you will have some form of roadmap that states where to focus effort in the next iteration. You should now be armed with information to choose a sensible focus. In terminology recently made popular by The Lean Startup [37], you are using what you learned from the “Measure” and “Learn” phases of the cycle to choose the next Minimum Viable Product (MVP) to develop in the subsequent “Build” phase.

As the lean startup approach emphasizes, a key ingredient to success is to not assume more knowledge than you actually have, and stay modest in the scope of the next iteration. For example, just learning that users need a certain set of visualizations of their data does not mean you should drop everything and design a general purpose visualization framework. Instead, take the shortest path to actually creating the visualizations that are most needed (which may, of course, involve using an existing visualization framework) and use the next iteration to determine what kind of additional framework, if any, is necessary. We have found that scavenging to an MVP in each iteration is just as useful and applicable in the scientific software context as it apparently is for software startups.
VI. Conclusion

The ten principles described in this paper draw on our experience with the creation of usable scientific software in dynamic science projects. Our experience shows us that usability principles and user experience research need to be tightly integrated with the software development life cycle for building sustainable software for science. This paper provides a foundational framework for incorporating users into current software development life cycles of scientific software.

Our broader goal is to shift the culture in scientific computing to make usability concerns an equal partner with those for hardware and software development. This will require a large community awareness and change. We believe this work provides a starting point for a conversation that can lead to discussion about workshops at eScience and including usability in the review criteria of proposals and papers (akin to recently introduced data management plan or reproducibility efforts).
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