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Abstract
We demonstrate a cellphone based contact microscopy platform, termed Contact Scope, which can
image highly dense or connected samples in transmission mode. Weighing approximately 76
grams, this portable and compact microscope is installed on the existing camera unit of a
cellphone using an opto-mechanical add-on, where planar samples of interest are placed in contact
with the top facet of a tapered fiber-optic array. This glass-based tapered fiber array has ～9 fold
higher density of fiber optic cables on its top facet compared to the bottom one and is illuminated
by an incoherent light source, e.g., a simple light-emitting-diode (LED). The transmitted light
pattern through the object is then sampled by this array of fiber optic cables, delivering a
transmission image of the sample onto the other side of the taper, with ～3× magnification in each
direction. This magnified image of the object, located at the bottom facet of the fiber array, is then
projected onto the CMOS image sensor of the cellphone using two lenses. While keeping the
sample and the cellphone camera at a fixed position, the fiber-optic array is then manually rotated
with discrete angular increments of e.g., 1-2 degrees. At each angular position of the fiber-optic
array, contact images are captured using the cellphone camera, creating a sequence of transmission
images for the same sample. These multi-frame images are digitally fused together based on a
shift-and-add algorithm through a custom-developed Android application running on the smart-
phone, providing the final microscopic image of the sample, visualized through the screen of the
phone. This final computation step improves the resolution and also gets rid of spatial artefacts
that arise due to non-uniform sampling of the transmission intensity at the fiber optic array
surface. We validated the performance of this cellphone based Contact Scope by imaging
resolution test charts and blood smears.

Introduction
With more than 6.5 billion cellphone subscribers world-wide, mobile phones have become
ubiquitous tools providing emerging opportunities for field-portable imaging, sensing and
diagnostics applications with a potential to transform the delivery of healthcare across the
globe. Toward this end, there has been considerable effort to develop cell-phone based
bright-field and fluorescent microscopes1-5, flow-cytometers6, biosensors7-9, as well as
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digital readers for diagnostic tests10-12 and lab-on-a-chip systems13, providing a technology
platform that can perform multiple tele-medicine14-42 related functionalities on cell-phones.

To provide a complementary solution toward the same direction, here we demonstrate a
novel cellphone based computational microscope, termed as Contact Scope, that can image
highly dense and connected samples with a spatial resolution of ～1.6 μm over a field-of-
view (FOV) of >1.5 mm2. This field-portable Contact Scope (see Fig.1), weighing
approximately 76 grams, can create transmission images of samples that are positioned on
the top facet of a glass-based tapered fiber-optic array, which has ～ 9 fold higher density of
fiber optic cables on its top surface compared to the bottom one. Using an LED illumination,
the transmission pattern of the object is directly sampled by the top surface of the fiber taper,
with an irregular pitch size of approximately ～ 2.5 μm, and it is guided toward the bottom
facet of the fiber-optic array with an overall magnification factor of e.g., M ～ 3. This
magnified transmission pattern of the object is then imaged onto the cellphone CMOS
(Complementary Metal–Oxide–Semiconductor) imaging chip through the use of an external
lens, that is positioned in front of the embedded lens of the cellphone camera unit (see Fig.
1). Keeping the sample and the cellphone camera at a fixed position, the fiber-optic taper is
manually rotated with discrete angular increments of e.g., 1-2 degrees without the use of any
bulky mechanical stages. The raw contact images are then captured using the cellphone
camera for each angular position of the fiber-optic array, creating a series of transmission
images (e.g., 10-40 frames) for the same sample. These multi-frame images are digitally
merged using a shift-and-add algorithm43-48 implemented on a custom-developed Android
application (see Fig. 2) running on the smart-phone, creating the final microscopic image of
the sample that can be visualized and digitally zoomed in through the screen of the phone.
We tested the performance of this cellphone based Contact Scope by imaging resolution test
targets as well as red and white blood cells. Compared to other transmission based
microscopes implemented on cellphones,2,5 the presented approach leverages computation
and digital processing to improve the performance of traditional lens-based imaging
systems. In this regard, the design and working principles of this multi-frame imaging and
fiber optic taper based contact microscopy platform are rather different than the previous
approaches2,5 including our earlier lens-free imaging work1. Furthermore, using custom-
designed tapers with even denser array of fiber optic cables, the same microscopy concept
can be extended to sub-micron spatial resolution over rather large imaging areas.
Fluorescent microscopy can also be implemented on the same design using an appropriate
thin-film interference filter or using a set of doped fiber optic cables in the taper to block the
excitation light, providing various dual-mode imaging opportunities within the same
compact imaging platform on the cellphone.

Methods
Overview of the Contact Scope platform

In this cellphone based Contact Scope, micro-objects are imaged as they are in contact with
the top surface of a fiber-optic taper that is coupled to a cellphone camera through a 2-lens
imaging system. By manually rotating the fiber-optic taper with discrete angular increments
of e.g., 1-2 degrees (while the sample is kept at a fixed position), transmission contact
images are captured using the cellphone camera for each angular position of the fiber-optic
array. As illustrated in Figure 3, these raw transmission images are then combined through
the use of a custom-developed Android application, creating a high-resolution microscopic
image of the sample that can be viewed and zoomed in using the cellphone screen.

Imaging Hardware and its Design—Our Contact Scope was built on two different
cellphones: an Android phone (Samsung Galaxy S II, 8MP Camera with a built-in lens
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which has fbuilt-in = 4 mm) and a Sony-Ericsson phone (Aino, 8MP Camera with fbuilt-in =
4.65 mm). The comparison of the performances of these two Contact Scopes is provided in
Figure 4a. By changing the design of the snap-on attachment, the same contact microscopy
concept can also be installed on other smart phones such as an iPhone or other Android
devices. The 3D housing of our opto-mechanical attachment to the cellphone was designed
using Inventor software (Autodesk), and prototyped using a 3D printer (Elite,
Dimension).This snap-on attachment to the cellphone also contained off-the-shelf parts
comprising a battery (Digikey, N035-ND, button type without heat sink) that is used to
power an LED (Digikey, 475-2549-1-ND, 587 nm peak wavelength with 15 nm bandwidth),
a light diffuser (Digikey, 67-1845-ND), a fiber-optic taper (Edmund Optics, 55-138), and a
plano-convex lens (Edmund Optics, 45-077, focal length 6 mm). To test different
magnification factors, we also evaluated 8 mm and 12 mm focal length lenses (Edmund
Optics, 65-576, PCX lens kit) by replacing the add-on lens in our opto-mechanical
attachment. Figure 4a provides a performance summary of these different lenses for
resolution and FOV of our Contact Scope installed on two different cellphones (Samsung
and Sony-Ericsson).

The specific functions of these optical components in our imaging design can be
summarized as: (i) The diffuser inserted between the LED and the sample is used to create
uniform illumination over the entire FOV of the sample, e.g., 15 mm2. (ii) The plano convex
lens, together with the built-in lens of the cellphone, images/relays the bottom surface of the
taper to the active area of the cellphone CMOS imager chip. (iii) Fiber-optic taper provides a
magnification factor of e.g., M1～3× and its top surface serves as an irregular sampling grid
that is used for contact imaging.(iv) The magnification factor of the fiber-optic taper (M1)
and the magnification factor of the 2-lens based imaging system (M2) together determine the
total magnification of the imaging system, M = M1 · M2, where the magnification factor of
the 2-lens system is given by M2 = fbuilt-in/fadd-on, where fadd-on is the focal length of the
add-on lens (e.g., 6 mm, 8 mm and 12 mm). For example, for our Samsung Galaxy S II
based Contact Scope (fbuilt-in = 4 mm) using an add-on lens with fadd-on = 6 mm, 8 mm and
12 mm, the total magnification factor of our computational microscope can be calculated as
2, 1.5 and 1, respectively.

Android Application—For our Contact Scope, we developed an Android application
running on the smartphone, which operates as follows (see Fig. 2):

(a) The user clicks on the Contact Scope icon and starts to run our smart application on
the cellphone.

(b) The new window provides two options: either New Image or Instructions. Once
Instructions tab is selected, the standard procedures for contact microscopy are
displayed. Otherwise, if New Image is selected, the user is asked to rotate the fiber-
optic taper with discrete angular increments of e.g., 1-2 degrees. For each angular
position of the fiber-optic taper the cellphone camera captures a contact transmission
image of the samples and saves it on the memory of the phone, creating a series of
contact images (e.g., 10-40). Note that it is not essential to rotate the taper with precise
angular increments as the digital processing on the cellphone automatically calculates
the relative shifts between the raw images, as will be detailed later on.

(c-d) One of these raw contact images is then displayed on the screen for the user to
select a region-of-interest (ROI) to apply image-processing and to digitally zoom in.
The user can then adjust the size and the position of the selected ROI interactively
through finger movements performed on the cellphone screen. Once a ROI is defined
and selected, the user can click on the Process images tab (Fig. 2) to proceed with the
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digital processing of the raw transmission images that were acquired as a function of the
taper rotation.

(e) While performing the shift-and-add algorithm through the cellphone, a small
window pops up displaying Processing images.

(f) The final contact image corresponding to the selected ROI is then displayed on the
cellphone screen. If needed, the user can select the Process New Images tab to select
another ROI of the same specimen.

Shift-and-add algorithm—The raw transmission images acquired by the cellphone
camera are digitally merged into a final higher resolution image based on a shift-and-add
algorithm (see Fig. 3), the steps of which can be described as follows: (i) Raw images are
converted into gray scale images by selecting only the green channels of the cellphone
CMOS images. (ii) Based on a correlation window (size of e.g., 50×50, 100×100 or
150×150 pixels) that is automatically defined by the algorithm, spatial shifts between the
raw contact images are estimated. (iii) These estimated shifts are then used to digitally
realign each raw image FOV with respect to others. (iv) These re-aligned transmission
images are then added together to create an averaged contact image. (v) Wiener
deconvolution is applied to this resulting image, cleaning up the spatial artifacts that appear
in our images due to non-uniform sampling of the transmission signal at the fiber-optic
taper, which then provides the final high-resolution microscopic image displayed on the
smart-phone screen.

The above outlined processing for a selected ROI that has a field-of-view of e.g., 0.2 mm2,
takes less than one minute using our custom-designed Android application running on
Samsung Galaxy S II, whereas the same reconstruction takes less than 20 seconds through
MATLAB running on a PC (2. 80 GHz CPU Processor).

To shed more light on the influence of different parameters in this reconstruction process, in
Fig.3(c), for a ROI of 300×300 pixels, the processed contact images of red blood cells are
shown as a function of (1) the correlation window (CR) size, ranging from 50×50 to
200×200 pixels, and (2) the number of transmission images/frames, ranging from 10 to 40.
These results presented in Fig.3(c) demonstrate that larger correlation windows and more
transmission images/frames used for shift-and-add based reconstructions might help us
achieve a higher-resolution at the cost of increased computation time. In this work, we
typically used a CR size of 150×150 pixels and 30-40 transmission frames to create higher
resolution microscopic images, to be further detailed in the Results and Discussion Section.

Sample Preparation—We performed experiments with blood cells smeared on a glass
slide, creating a monolayer of cells. To prepare these smear samples, a small volume (e.g., 1
μL) of whole blood sample is treated with 2.0 mg EDTA/mL and then pipetted onto a 1 mm
thick glass slide. A cover slip was used to spread and smear the blood over the glass slide at
a smearing angle of approximately 30 degrees. Upon drying the smeared specimen in air for
5 minutes, the blood cells were fixed and stained by HEMA 3 Wright-Giemsa staining kit
(Fisher Diagnostics). This sample is then dipped (5 times each) into three different Coplin
jars, containing HEMA 3 fixative solution, eosinophilic staining solution (HEMA 3 solution
I) and basophilic solution (HEMA 3 solution II), respectively. After rinsing the specimen
with deionized water and drying with air, the samples were imaged with our Contact Scope.

Sample Mounting Procedures—In our Contact Scope platform, the specimen that is
prepared on a glass slide (see the previous subsection on sample preparation details) is
placed on a sample holder. This holder is then brought in soft contact with the base of the
mechanical attachment, where the specimen is seated on the top facet of the fiber optic taper.
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This soft contact also ensures that the samples do not shift/move or get damaged during the
minor rotational movement of the taper surface as part of the image acquisition process. If
needed, in certain cases a refractive index matching liquid/oil can also be used to ease the
rotation of the taper while also maintaining a decent contact between the sample and the
taper surface.

Results and Discussion
We initially evaluated the performance of this Contact Scope platform using two different
cellphones, including an Android phone and a Sony-Ericsson phone. In this comparison, we
quantified the spatial resolution and the FOV using resolution test targets as a function of
various add-on lenses (i.e., with focal lengths of 6 mm, 8 mm and 12 mm), keeping the other
optical parts including the fiber-optic taper the same. The results presented in Fig. 4(a)
demonstrate that the FOV of the Samsung smart-phone based Contact Scope, compared to
the Sony-Ericsson based one, is slightly larger while the spatial resolution of the same
design is slightly worse. For this FOV analysis, we qualitatively define the acceptable area
as the portion of the FOV that suffers from spatial aberrations but individual micro-objects
can be still identified separately; and the aberration-free area as the centre of the FOV that
does not exhibit any noticeable spatial aberrations. We should note that quantified
definitions for these terms could also be implemented based on the measurement of the
spatial transfer function of our imaging system. In the light of the results summarized in Fig.
4, we conclude that our Contact Scope can achieve >1.5-2.5 μm spatial resolution over a
FOV of e.g., >1.5-15 mm2. The spatial resolution of Contact Scope is mostly affected by the
sampling pitch at the smaller facet of the taper, and by using a denser array of fiber optic
cables one can achieve a better resolution, potentially reaching sub-micron level using the
same imaging design. To avoid cross-coupling among neighboring fibers, a higher refractive
index glass core or metallic cladding layers can be employed within the preform during the
taper drawing process. Apart from the sampling pitch at the fiber optic taper, another
resolution limitation in this design is due to the gap between the sample plane and the taper
end. Even though contact microscopy implies that this physical gap is negligible, it is
practically difficult to maintain exact contact with all the points on the sample surface.
Therefore rather than sampling the direct transmission of the object, the taper actually
samples the diffracted light pattern passing through the specimen, which creates resolution
limitations for contact microscopy in general. To mitigate this issue, thicker glass substrates
(e.g., >0.5 mm) that exhibit minimal surface curvature can be utilized to practically reduce
the gap between the specimen and taper surface for all points on the object plane.

Using Contact Scope, we also performed experiments with blood smear samples that contain
dense regions of red blood cells (RBCs) and white blood cells (WBCs). The wide-field
image of the RBCs acquired using the Contact Scope (with the configuration employing an
Android cellphone and a 6 mm add-on lens) is illustrated in Fig. 5(I), where the
corresponding final high resolution image and a 10× microscope objective (NA = 0.25)
comparison of the same FOV are also provided in Figs.5 (II) and (III), respectively.
Digitally zoomed parts of this wide FOV image shown in Figs. 5 (I-A) and (I-B) are also
processed through the same shift-and-add algorithm (as detailed in our Methods Section),
where a CR of 150×150 pixels and 40 transmission frames are used, creating the high-
resolution contact images shown in Figs. 5 (II-A) and (II-B) for two different FOVs,
respectively. These Contact Scope images agree well with their corresponding 10×
microscope objective images as demonstrated in Figs. 5(III-A) and (III-B), respectively.

Next we present WBC imaging results (Fig. 6) acquired through the same Contact Scope,
where the first column demonstrates the raw contact image (i.e., a single frame)
corresponding to four different FOVs containing WBCs. These raw transmission frames are
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then digitally processed using the Android cellphone through the shift-and-add algorithm as
shown in the second and third columns of Fig. 6, providing higher resolution contact images
of the same WBCs, where subcellular nuclear features can be resolved. For comparison
purposes, bright field microscope images obtained with a 10× objective lens are also shown
in the last column of the same figure, providing a decent match to our high-resolution
transmission images acquired with Contact Scope.

An important promising feature of computational smartphone based microscopes for global
health applications is that they can be used to diagnose diseases by assisting micro-analysis
on various pathology specimen including for instance blood or Papanicolaou smears and
histopathology samples. In addition to their local use as field-portable microscopes,
smartphone enabled imaging systems can also be employed to rapidly communicate
microscopic data/images along with other patient related information to secure central
servers, creating numerous opportunities for various fields including telemedicine and
epidemiology, among others.49-51

We should emphasize that Contact Scope can also perform colour microscopy through the
use of a broadband (e.g., white) LED as an illumination source, revealing the natural colour
contrast of the objects. Furthermore, the design of the Contact Scope can also be modified to
create a dual mode imager that can achieve bright field and fluorescent contact microscopy
running on the same cellphone using an additional emission filter inserted into the optical
detection path of this design. Such a dual mode imager could also be valuable for sensitive
and specific imaging of fluorescently labeled samples.

Finally, we should emphasize that the cellphone based contact microscope described in this
work constitutes a spatially incoherent imaging modality. In other words, phase information
of the specimen is not preserved at the detector end of our imaging system due to spatially
incoherent illumination. In general, however, under spatially and temporally coherent
illumination, a fiber-optic array based imaging system would be sensitive to the phase of the
specimen, and can be used (after appropriate calibration steps) for phase and amplitude
imaging of the objects. The same is also true for multi-mode fiber optic cables, which are
becoming more and more popular for endoscopic imaging applications. Such multi-mode
fiber optic cables (with large core diameters) can be used for computational imaging of
specimen after some calibration steps to understand the modal decomposition of input fields
or intensities as light propagates within the fiber core. One general challenge in such multi-
mode fiber based imaging systems is that this calibration information would depend on the
geometry of the fiber, which might introduce spatial artefacts as the fiber orientation
changes or gets distorted due to for example bending or temperature gradients. A possible
solution for this issue could be to include “guide star” like features within the object field-
of-view to dynamically estimate these perturbations and recalibrate the multi-modal imaging
system as needed.

In terms of resolution limits of such multi-mode fiber-optic systems, one must carefully
consider various important factors. For example, it would be misleading to state that
intensity measurement of multi-modal distribution at the exit facet of a fiber optic cable
increases the number of resolvable points of the imaging system by a factor of 4 due to
mode mixing. Such a conclusion might stem from an incomplete comparison of coherent vs.
incoherent imaging systems. A coherent imaging system is linear in fields, and the coupling
of the object fields to a multi-mode fiber is sensitive to the 2D phase distribution at the
object plane. Stated differently, a coherent imaging system, including the ones that use
multi-mode fiber optic cables, can image phase and amplitude information of complex
objects, and the transfer function of such coherent systems have spectral widths of 2×NA/λ,
extending from -NA/λ to NA/λ, where NA refers to the effective numerical aperture of the

Navruz et al. Page 6

Lab Chip. Author manuscript; available in PMC 2014 October 21.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



coherent system, and λ refers to the illumination wavelength52,53. On the other hand, an
incoherent system, or an imaging system that only cares for the amplitude or intensity of an
object, would have a broader transfer function, that would extend from -2NA/λ to 2NA/λ. If
we count the number of discreet spatial frequencies under the two-dimensional transfer
function of an incoherent system, we could find a 4-fold increase compared to the coherent
imaging case. This factor of 4 is unfortunately the source of a possible misconception that
intensity detection (through mode mixing) creates improved resolution by having more
resolvable points through a multi-mode fiber. In fact, the intensity of an object contains
more spatial frequencies due to convolution operation in frequency domain. One can better
visualize this phenomenon by comparing the frequency spectrum of a cosine function
against its intensity, which oscillates twice faster than the cosine frequency. Therefore, as
the incoherent transfer function gets seemly wider (with 4× more points) compared to a
coherent transfer function, the object intensity also beats faster compared to the complex
object field. Therefore, possible claims of increased resolvable points with intensity
detection, unfortunately, would miss that the intensity of an object has faster oscillations
than its field and a coherent imaging system that utilizes a multi-mode fiber optic cable
(despite its narrower spatial bandwidth) deals with a complex object function, where both
phase and amplitude distribution at the object plane affect the coupling process to the modes
of the fiber.

To summarize the above discussion:

1. One can form a coherent or an incoherent imaging system based on a multi-mode
fiber optic cable or an array of fibers, both of which would rely on a careful
calibration process for image reconstruction.

2. The coherent one would be able to image the phase and amplitude of a complex
object with a spectral transfer function that extends from -NA/λ to NA/λ (with an
area proportional to the square of NA/λ).

3. The incoherent one would be able to only image the intensity of the object with a
spectral transfer function that extends from -2NA/λ to 2NA/λ. This widening of the
transfer function area is balanced by the fact that the intensity of an image contains
wider spectrum of spatial frequencies that are above a detection noise floor.

4. An incoherent system introduces artefacts since the higher spatial frequencies
within the transfer function are artificially supressed compared to the lower spatial
frequencies; a conclusion that is true for any spatially incoherent imaging system.

5. A coherent system suffers from speckle and multiple reflection noise53 artefacts
which spatially superimpose on the reconstructed complex object field.

Therefore a comparison between the resolution limits of a multi-mode fiber optic cable (or
an array of fibers) for complex vs. amplitude only objects needs a detailed analysis; and
restricting the sample to an amplitude-only object for a coherent system could create
misleading conclusions, and under-utilization of the information capacity of the imaging
system.

Conclusions
We demonstrated a cellphone based computational contact microscopy platform (termed as
Contact Scope) that can image highly dense and connected samples such as confluent cells
and tissue slides. Such a lightweight and compact microscopy tool, utilizing a multi-frame
image acquisition scheme and rapid digital processing running on smart-phones, could
especially be useful for telemedicine applications.
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Fig. 1.
(a-c) Photographs of the Contact Scope installed on an Android cellphone from different
views are shown. (d) Schematic diagram of the cellphone attachment of the Contact Scope is
demonstrated, where the planar samples of interest are positioned in contact with the top
facet of a tapered fiber-optic array (i.e., denoted as taper) and are illuminated by an
incoherent light source (e.g., a simple LED). The transmission patterns of the micro-objects
are magnified by the taper (T) and then imaged onto the cellphone CMOS chip (C) through
an additional lens (L1) and the built-in cellphone lens (L2). Keeping the sample at a fixed
position, the taper is rotated with discrete angular increments of e.g., 1-2 degrees, creating a
sequence of raw contact images (e.g., ～10-40 frames) of the same sample. These raw
images are then combined to create higher resolution final contact image, visualized through
the smartphone screen.
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Fig. 2.
Screenshots of the Contact Scope application running on an Android phone is illustrated. (a)
Once the user starts the application from the main menu, either New Image or Instructions
can be selected. (b) Once Instructions tab is selected, the standard procedures for contact
microscopy are displayed. Otherwise, if New Image is selected, the user is asked to rotate
the fiber-optic taper with discrete angular increments of e.g., 1-2 degrees. The cellphone
camera then captures a contact transmission image of the sample for each angular position
of the fiber-optic taper and saves it on the memory of the phone, creating a series of contact
images. (c) One of these raw contact images is displayed on the screen for the user to select
a ROI. (d) The user can then adjust the size and the position of the selected ROI through
finger movements performed on the cellphone screen. Once a ROI is defined, the user can
click on the Process images tab to proceed with the digital processing of the raw
transmission images. (e) While performing the shift-and-add algorithm through the
cellphone, a small window pops up displaying ‘Processing images’. (f) The final contact
image corresponding to the selected ROI is then displayed on the screen of the phone. If
needed, the user can select the Process New Images tab to select another ROI of the same
specimen.
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Fig. 3.
(a-b) Working principles of the Contact Scope are demonstrated, where a sample of interest
is positioned on the top facet of a tapered fiber-optic array and is illuminated by an
incoherent light source. The transmission pattern of the object is directly sampled by the top
surface of the fiber-optic taper with an irregular pitch size of approximately ～ 2.5 μm, and
is relayed toward the bottom facet of the fiber-optic array with an overall magnification
factor of e.g., M～ 3. This magnified transmission pattern of the object is then imaged onto
the cellphone CMOS chip through the use of an external lens. While keeping the sample and
the cellphone camera at a fixed position, the tapered fiber-optic array component is
manually rotated with discrete angular steps of e.g., 1-2 degrees. For each angular position
of the fiber-optic array, a contact image is captured using the cellphone, creating a sequence
of images for the same sample. To create a higher resolution image, these raw transmission
images are then digitally merged based on an algorithm (b) as detailed in the Methods
Section. (c) For a ROI of 300×300 pixels, containing red blood cells, the processed contact
images are demonstrated as a function of (1) the correlation window (CR) size(ranging from
50×50 to 200×200 pixels), and (2) the number of raw frames(ranging from 10 to 40).
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Fig. 4.
(a) Resolution and FOV comparison for two different cellphones (i.e., Samsung Galaxy and
Sony-Ericsson) is provided as a function of the focal length of the external lens. (b1-6). A
negative resolution target (i.e., a custom fabricated grating that has 1.6 μm to 2 μm line pairs
from left to right) is imaged and processed through Contact Scope. (c1-3). A positive
resolution target is also imaged and analyzed using the same contact microscopy platform,
where the group 8 element 2 is resolved after the reconstruction as indicated by the cross
section in the image (c4-5). Note that a CR of 150×150 pixels and 40 frames are used for the
results presented in (a-c).
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Fig. 5.
Wide-field images of a blood smear sample acquired using the Contact Scope (with the
configuration employing a Samsung Android phone and a 6 mm add-on lens) is illustrated in
(I), where the corresponding final high resolution contact image and a 10× microscope
objective (NA = 0.25) comparison of the same FOV are also provided in (II) and (III),
respectively. Two different FOVs (A-B) zoomed from (I-III) are also demonstrated, where
raw contact images, multi-frame averaged images (using a CR of 150×150 pixels and 40
frames) and the final reconstructed images are compared against a 10× objective lens image.
The raw contact images exhibit spatial artefacts that arise due to non-uniform sampling of
the transmission intensity at the fiber optic array surface. These artefacts are digitally
cleaned in the final processed image.
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Fig. 6.
Same as in Figure 5, except for imaging of white blood cells.
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