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Abstract
Three Essays on Development Economics and Behavioral Economics
By
Changcheng Song

Doctor of Philosophy in Economics

University of California, Berkeley
Professor Stefano DellaVigna, co-Chair

Professor Edward Miguel, co-Chair

This dissertation studies retirement savings, weather insuréake-up and
reference-dependent theory in the literature of development ecosrand behavioral
economics. It consists of two field experiments and one laboratory experiment.

In Chapter one, | uses a field experiment to study the relatphetween financial
literacy and retirement savings in China. When the Chinese gowvetrriauached a
highly subsidized pension system in rural areas in 2009, 73% of householdgahos
save at a level that is lower than that implied by a bendhtia-cycle model. We

test to what extent the low contribution level is due to a fundamental
misunderstanding of the nature of compound interest. In a field expenvita more

than 1000 Chinese households, we randomly assigned some households to a financial
education treatment, emphasizing the concept of compound interest. tiaent
increased the pension contribution by roughly 40%. The increase actmumigo of

the gap between contribution levels in the Control group and thosesdripyi the
benchmark model. To pinpoint mechanisms, we elicited financial dieaéter the
intervention, and added a third group in which we explain the pension benefit
general. We find that the neglect of compound interest is cadelaith low
contributions to the pension plans in the control group, and that finattiahtion
about compound interest does help households partially correct their oersone
understanding of compound interest. Moreover, explaining compound interest
increases their ability to translate benefits into their oiwragon. Welfare analysis
suggests that financial education increases total welfare, glthihie fact that the
treatment effects are heterogeneous implies that some householgs sawing more

than the level implied by the benchmark model.

In Chapter two (coauthored with Jing Cai), we use a novel expeahusagign to test
the role of experience and information in insurance take-up in ruralaChihere
weather insurance is a new and highly subsidized product. We randeledyed a
group of poor households to play insurance games and find that itSesréee actual



insurance take-up by roughly 48%. To pinpoint mechanisms, we test wille¢he
result is due to: (1) changes in risk attitudes, (2) changé® ipdrceived probability
of future disasters, (3) learning the objective benefits of insetaor (4) the
experience of hypothetical disaster. We show that the overafitef unlikely to be
fully explained by mechanisms (1) to (3), and that the experianquired in playing
the insurance game matters. To explain these findings, we develescaptive
model in which agents give less weight to disasters and bemndfitsh they
experienced infrequently. Our estimation also suggests thatiexpeicquired in the
recent insurance game has a stronger effect on the atsushmce take-up than that
of real disasters in the previous year, implying that legrimvom experience displays
a strong recency effect.

In Chapter three, | conducted a controlled lab experiment to desthat extent
expectations and the status quo determine the reference point. Irprenent, |

explicitly manipulated stochastic expectations and exogenousbdvaxipectations in
different groups. In addition, | exogenously varied the time of rawgpivnew

information and tested whether individuals adjust their referencetspton new

information, and the speed of the adjustment. With this design, | j@stimated the
reference points and the preferences based on the reference pbidsthiat both

expectations and the status quo influence the reference point b@xpeatations
play a more important role. Structural estimation suggests tkatntbdel of the
stochastic reference point fits my data better thanwithtexpected utility certainty
equivalent as the reference point. The result also suggests thattsuadjust
reference points quickly, which further confirms the role of etgigmn as reference
point
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Chapter One: Financial Illiteracy and Pension Contributions-A Field
Experiment on Compound Interest in China

1. Introduction

The inadequacy of retirement savings in the U.S. is a common, if not
uncontroversial, theme in the literatdréwo bodies of literature have developed to
explain this phenomenon. One, focusing on the lack of information and &hanci
sophistication, stresses the importance of financial literacyfiaadcial education.
The other literature attributes under-saving to self-control prableamd
procrastinatiorf.

This paper follows the first literature and uses a field erpant to study the
relationship between financial illiteracy and retirement savingshina. We focus on
one specific aspect of financial illiteracy, namely, the négdécompound interest,
and study whether financial education can improve people’s understaadihg
change their behavior.

In China, although the savings rate is relatively high (Chamon asdd2910),
survey evidence suggests that rural households save little foré¢bie@ment due to
the traditional reliance on childrénYet, a dramatic fertility decline during the past
few decades and increased longevity together are causing thetjpoputa age
rapidly. Aging increases the burden on grown children to support thentpaand
challenges the tradition of saving little for retirement arglimg on the children
(Wang and Xia 1994; Wang 2000; Song 20bBopulation aging and the lack of
retirement savings together cause social problems in rwaasuch as increasing
tensions between the old and the young, and even spur rising suicides @dhong
farmers (Zhang and Tang 2008). Therefore, the standard of livirige aotital elderly
has become an important concern for both researchers and policy makers.

In 2009 the Chinese government introduced the New Rural Social Pension
Insurance Program (NRSPIP), which is voluntary and highly subsidRedal
households can choose from a menu of five annual contribution levels: 1002RMB,
RMB, 300 RMB, 400 RMB, or 500 RMB, ranging from 2% to 8% of annual per
capita net income in 20P0The matching contributions from the government are: 30

! Diamond and Hausman (1984), Venti and Wise (1996)] Lusardi (1999) find that many
households arrive at retirement with very littlealth. There is also opposite evidence: Scholz .et al
(2006) find that most households in the Health Redirement Study have accumulated more wealth
than their optimal targets

> This literature on financial literacy includes, bist not limited to, Lusardi (1999), Lusardi and
Mitchell (2007b). The literature on procrastinatioicludes Laibson et al. (1998), O’Donoghue an d
Rabin (1999), Diamond anddszegi (2003), Choi et al. (2001), Madrian and SR€81).

* In a national survey of elderly, 10% of the rurlalegly reported that they saved for their retiremen
and only 2% thought they saved enough (Guo and @B€9). In the China Health and Retirement
Longitudinal Study, 4% of rural elderly reportedcathithey relied on personal savings for old-age
support, and 86% relied on their children (Zleaal.2009).

* By 2010, six working persons were supporting origa@ person in China, but by 2050 fewer than
two will support each retired person. | define “kiog persons” as those aged 15 to 60 and “retired
person” as those aged 60 or over.

> 1 USD= 6.35 RMB or 3.95 RMB in PPRhe annual per capita net income is around 6,508 R



RMB, 30RMB, 40 RMB, 45RMB, and 50 RMB, respectively. The individual pension
accounts consist of the individual contributions, the matching contributiodstha
earned interest. Pensioners start to receive their pension &aged the annual
payout includes a share from individual pension accounts plus a 960 RMiBysubs
Given the high subsidies, the pension seems likely to be an atractiduct prima
facie.

Indeed, 93% of rural households in the study areas participated petisgon
plans, but 88.5% of households contribute at the lowest level, 100 RMB. This is
consistent with the survey evidence that rural households save fdittleheir
retirement (Guo and Chen 2009; Zhab al. 2009). We show that a benchmark
life-cycle model based on Gourinchas and Parker (2002) implies 784t of
households should save more in the pension plan than what we observe i®,practic
and they should increase their annual contribution by 80% on aVaiageuestion,
then, is why rural households do not save more for their retirement.

There are several possible explanations for the low levedtoément savings.
Rural households might not trust that the government will deliver geision in
future. It is also possible that they save for retirement ushey atstruments, or plan
to rely on their children. Although we cannot rule out these explarsative will
show some evidence in Section 8 that these are unlikely to beaiheerplanations
for under-saving in our research setting.

In this paper, we explore another possible explanation: financitdraky.
Research from the U.S. and other countries suggests that findhigedcy is
widespread and is correlated with poor decision making, even wheartbequiences
are as significant as they are for retirement savingsnf®em 1998; Lusardi and
Mitchell 2007a, 2007b). The evidence on financial education is mixed andaiew
pinpoint the mechanism through which it wofk€©ne possible mechanism is our
focus here: there is evidence that individuals tend to lineaxizenential functions
when assessing them intuitively (Eisenstein and Hoch 2005; Stangbreman 2009;
McKenzie and Liersch 201f).For savings, such an error implies a systematic
tendency to underestimate interest accrued in the future, in which case indivitluals w
underestimate the value of saving. Stango and Zinman (2009) use thg 8firve
Consumer Finance to show that households with greater neglect of conpieuesk
save less and borrow more. Yet there is little evidence on thelosaffsct of the
neglect of compound interest on actual financial decisions.

We designed a field experiment to evaluate whether the negledmpound
interest is partially responsible for low level of contribution tagien plans in rural
China. We randomly assigned more than 1000 Chinese households into three groups:

2010 in my study site (Municipal Bureau of Statist?t011). This is 1,024 USD or 1,646 USD in PPP.
® In the benchmark model, we assume that they tnutsi contract and there is no other channel to
save for retirement except bank savings accoulhis.dEtails are discussed in Section 3.

7 Some studies find small or no effects of finaneidiication on individual decisions (Duflo and Saez
2003; Cole et al. 2011; Carter et al. 2008), whtleers find positive and significant effects (Bageal.
2008; Carlin and Robinson 2011; Gaurav et al. 2@Hi;and Song 2011).

¥ Stango and Zinman (2009) call the tendency to tinea@xponential functions Exponential Growth
Bias.



the Control group, theCalculationgroup, and theéeducationgroup. In the Control
group, we visited households, explained the pension contract and did the survey
the Calculation treatment, we calculated for the respondentexiiected pension
benefit levels after age 60 if they contributed at various $eweh starting age 30. In
the Education treatment, we asked them questions about compound inteteisgnol
the correct answers, taught them the basic concept of compourastingsrd did the
calculation treatment. We then collected administrative data on their subsacuaht
pension contributions.

To the best of our knowledge, this paper is the first to use a fipkerienent to
identify the causal effect of the neglect of compound interesteah fmancial
decisions.

We find that 56% of rural households in our sample were unable to pravide
response to the simplest compound-interest question (after repeatepting), and
73% of those who answered the question underestimated compound intergst. Onl
12% of rural households correctly estimated the compound interest ostoweted it.
The result is similar to that in Lusardi and Mitchell (2007b), wihd that only 18%
of subjects in the Health and Retirement Study answered the compuenest
question correctly.

Our experiment reveals that, although financial education had nat effiec
individual participation rates in the pension, it increased the acpuaibution from
2 percentage points to 2.8 percentage points of annual per capita imesuting in
an increase of 40% relative to the average contribution of 133 RMigicontrol
group. The increase accounts for 51% of the gap between the Control group’s
contribution and the level implied by the benchmark model, with a 95% laquyistt
confidence interval of 27% to 69%.

We then investigate the underlying mechanisms. We consider twoblgossi
explanations: learning the benefits of pensions in general, @r hettierstanding of
compound interest.

To assess the role of learning the level of pension benefits, we randomhedssig
some households to a group in which we calculated for the respondeaipéuted
pension benefit levels after age 60 if they contributed at varioa$slevith starting
age 30; we did not teach them about compound interest. We find that jugttdei
calculations and explaining the benefits increased the contributi@0 by 25 RMB.
This effect is significantly smaller than the treatmefiea of education about
compound interest discussed above. There might be two explanatiorsniegpivhy
the benefit is large might increase the credibility of thelesd benefits, or increase
the ability of translating the described benefits of age 30 Imiv bwn situation. We
find that the treatment effects of education and calculatiosiamar for those who
are around age 30, but differ when age increases. The treatneehéitalculation is
lower than that of education for those who are around age 40, 50 or 60. Tdetefo
different treatment effects between the education treatmenttlra@ndcalculation
treatment are likely to be due to the ability to translatebieefit into their own
situation.

To test whether this effect derives from a better understandirgprapound



interest, we measured financial literacy in the follow-up suraeg analyzed the
relationship between the education intervention and financialditeYde find that the
neglect of compound interest is correlated with low contributions to the pension plans
and financial education on compound interest can help people improve their
understanding. We then test whether education increases the understahding
compound interest to an extent that could generate the observed B3nBMdase in
contributions. We find that 34% to 81% of the treatment effectdeaxplained by a
better understanding of compound interest, depending on the specificatiaesiihe
suggests that understanding compound interest is a leading factue teatment
effects, given the potential measurement error.

Welfare analysis shows that financial education increasdsctotaumer welfare
by 30% compared to the Control group, which is equivalent to a 3%asena
consumption each year after age 60. The welfare changes areghatmus: those
who should save more do save more while some households end up savingamore th
the level implied by the benchmark model.

This paper contributes to the literature in the following wéysst, it helps to
identify the barriers to the diffusion of new financial produetsd contributes to the
literature on technology adoption in developing countries. Financial products as
pensions, can potentially help rural households smooth consumption, increase
investment in human capital, and reduce poverty and vulnerability amtmgst
elderly? The existing literature suggests that the use of these produatst
widespread and provides evidence for a number of explanations éGale2008;

Cole et al. 2011). Yet the neglect of compound interest remains less explorad as
possible explanation for the low utilization of savings products. We pandience
that rural households in China underestimate compound interest and comésbkite
pension plans.

Second, this paper adds to the existing evidence on the effdataotial
education and identifies the mechanism through which it works. Althtlgre is
correlational evidence suggesting that individuals with low leskfgrancial literacy
are less likely to participate in financial markets, planr&irement, or transact in
low-cost manners (Lusardi and Mitchell 2007a, 2007b; Lusardi and Tufano 2008), the
experimental evidence on financial education is mixed. We provide ewvidence
that financial education can be effective in a real world inteimenkore important,
we show that just explaining the benefits of pensions is lesstiefehan explaining
the benefits plus providing specific education on compound interest. Thiesssigg
that teaching the underlying concepts can be particularigctefé in changing
behavior, which might be due to increases in the credibility of the described benefits

Third, our results also contribute to the literature on consumer hthpension
savings. Existing literature suggests that many people do not sanghevoluntarily
to maximize their lifetime utility (Barr and Diamond 2008). Lowvimngs for
retirement can be driven by consumer biases, such as procrastii@toiet al. 2001;

° For example, in Brazil, rural households contairpegsion receivers are less likely to experience
income poverty than those without pension recei{esrientos et. al., 2003). In South Africa, thiel O
Age Pension program increases children’s schoehdénce (Edmonds 2006) and improve their health
and nutrition (Duflo 2000) because the pensiom#&@ed with them.



Madrian and Shea 2001). Neglect of compound interest is another plausible
explanation for low savings that has not drawn much attention in dratlite. If
individuals neglect compound interest, they might underestimate the eapension
plans and thus contribute less than they should. This could lead to Elfgeeviosses

for them when they are older and have insufficient income. We build exnops
studies that analyze the relationship between neglect of compoenestrdind saving
decisions with laboratory experiments (Eisenstein and Hoch 2003)servational

data (Stango and Zinman 2009). Our approach goes beyond those studies lay using
field experiment to identify a causal relationship between negieacompound
interest and actual saving decisions.

Furthermore, we show that we can improve consumers’ financiadiolesiby
correcting their erroneous understanding of compound interest. Theojmyctand
economics literature has documented many individual biases. But whhtdse
biases can be weakened is less explored. We build on the dtfigeastein and
Hoch (2005) and provide the evidence that we can debias the individual bias of
neglecting compound interest.

Fourth, our paper adds to the growing literature that uses field experimésss t
theory. We lay out a simple model of neglecting compound interest eshdhie
qualitative implications of the mod#l.

The paper proceeds as follows. In Section 2, we provide background informat
on the rural pensions in China. In Section 3, we simulate the optinehlokpension
savings. In Section 4, we describe the experimental design and slateeyhe main
empirical results are discussed in Section 5. In Section 6, wéodevsimple model
to explain the results. Welfare analysis is discussed ino8ect Finally, we discuss
alternative explanations in Section 8 and conclude in Section 9.

2. The New Rural Social Pension Insurance Program in China

China's population has been aging rapidly during the past few decazlés au
fall in the population growth rate and an increase in life expegt (see Appendix
Table Al). By the year 2010, 12% of China's population was aged 600oyeavsr,
and it is predicted that the number will increase to 34% by 2050¢gdmNations
2011). Aging magnifies the burden on children to support their parentsolviar
about 60% of the elderly people in China live in rural areas (&atecil of the
People's Republic of China 2006); they have accumulated relativelpnémmes and
savings during their working years. These facts cause margl poeblems in rural
areas such as increasing tensions between the old and the younggrasdieides of
old farmers (Zhang and Tang 2008; Sun Yefang Economic Science Funciahes
2010). Therefore, how to improve the standard of living of rural eldedybraome a
critical issue for the Chinese government, especially in recent years.

The New Rural Social Pension Insurance Progtamas introduced in a few

% The literature on the role of theory in field expeents is reviewed in Cart al.(2011). Under their
categorization, our experiment iSagle Modekxperiment.

Before 2009, there were few alternative pensionpthat were beneficial and affordable. There was
the Rural Old-Age Pension Program, which was itg@tlain 1991 as an institutional framework for



pilot rural counties in 2009, and will expand to the whole country bertldeof 2012.

The new scheme is highly subsidized by the central and localrgogats. Farmers

who are 16 years old or above, are not students, and are not enrolled ipambiamn

plans are eligible for the pension. The details of the plan dodl@ass. An individual
lifetime bank account is established for the pension recipients. BEathidual
account of the pension fund is composed of individual contributions and government
subsidies. Individuals can choose one of five annual contribution levels: NIB) R
200 RMB, 300 RMB, 400 RMB, or 500 RMB, which range from 2% to 8% of dnnua
per capita net income in 2010. The Chinese government will provide subsidies
match the contribution according to Table 1, Panel A:

Table 1. Pension Contract

Pand A: Pension subsidy

Obtions Contribution Government
P level(RMB/year)  Subsidy(RMB/year)
1 100 30
2 200 30
3 300 40
4 400 45
5 500 50
Panel B: Example of Pension Benefit
Age when you start to contribute 30
Annual Contribution level 100 200 300 400 500
Annual Subsidy (RMB/year) 30 30 40 45 50
A: Basic pension after 60 years old 960 960 960 960 960
B: Amount from individual account 299 529 781 1023 1264

balance (RMB/year)

C=A+B: Amount received annually

after 60 years old (RMB/year) 1259 1489 1741 1983 2224

Note: Panel A shows the corresponding governmergigy to each contribution level in the pensiomplaPanel B provides an
example to describe the explicit benefit of eadhtidoution level for one who starts to contributeage 30 and contribute for the

next 15 years. The interest rate is assumed to38é, 2vhich is the one year interest rate in Chirtaatime of this study.

Note that the marginal rate of subsidy decreases if individuadibute more. All
individual contributions and government subsidies will be deposited in thedodivi

administering a pension program based on voluntangribution, defined-contribution, and fully
funded individual accounts (Shi 2006). The promortof rural farmers insured under the program
peaked in 1997 at 15.4%, but it declined to arolit#h in 2004. The decline in the development of
the rural old age security system was not onlyréselt of mismanagement and the low coverage rate
of the rural old age insurance system, but alsmsied from the government’s unwillingness to make a
financial commitment to set up such a system (\\20@6). There were also pension plans offered by
insurance companies, but they were too expensiderars take-up was low.



account. The interest rate is the one-year base rate acctodimg People’s Bank of
China, the central bank, which is 2.5% as of 2011. The interest is compounded yearly.

Pensioners will receive their pension monthly after reachingg@g&he amount
received includes two parts: a basic pension from the governmera portion from
the individual account balance. The current basic pension is 80 RMBq#h, or
960 RMB per year, which was 15% of per capita net income in 2010. The bas
pension will be adjusted according to the price level of a given Jea amount paid
out per month from individual accounts equals the individual account balamnded
by 139 months. Therefore, the total amount received is:

individualaccounbalance
13¢

The new pension plans are highly subsidized by the central and loca
governmentd2 To illustrate, consider a farmer who is 30 years old and bomds
the minimum amount (100 RMB) each year for 15 years. Assumingtérest rate is
2.5%, after age 60 the farmer is supposed to receive 1,259 RMB pgpiyedmich
about 82% comes from the government subsidy and its interest. I[fatheer
contributes 500 RMB, then approximately 56% would come from the government
subsidy.

There are several special features of this pension progmamnthése who are
already 60 or older, as long as all their eligible children livimghe same village
participate in the program, the parents can receive the basi@mpenstry month
without making any contributions. People between 45 and 60 years oldpaeciesk
to contribute each year until they reach 60. Those under 45 years old should
contribute each year for 15 years or more. Pension contributorstopagontributing
for a few years and make up the contribution later. They carcalszel the pension
and withdraw their savings. There is no subsidy if pensioners makehe
contribution or cancel the pension. If pensioners die, their heirsegdive a lump
sum payment that equals the remaining balance in the individualirgcminus the
government subsidies.

amountreceivedermonth= basicpensiont

3. Theoretical Framework
3.1 TheHousehold Problem

To explain the pattern of pension savings, we apply a basic disionete
life-cycle model, augmented to incorporate uncertain lifetiamesuncertain incomes.
We assume a finite horizon model in which individuals live to a mas ageN.
Between ages 0 argk1, individuals are children and make no consumption
decisions. Adults start working at age At every ageS<t<T, adults receive a
stochastic income and decide how much to consume and how much to rsthe fo
future. Individuals stop working exogenously at the end ofTagaed thereafter have
no income if they do not participate in the pension program. There iasseéin the
economy, with a constant interest r&e We impose liquidity constraint so that
illiquid assets cannot be borrowed against and liquid wealth musé&ldypositive.

2 1n 2010, the contribution from farmers only accaghfor about 25% of the total fund in my study
county. The central government provides about 56éfttae local government provides the other 25%.



Individuals also face a probability of death in each year of hf@ividuals maximize
their expected lifetime utility

awgwiﬁmﬁ%@mjm] 1)

Subject to
X =RX -C -Q)+Yu*+Z,, and X.;20

where C, represents total consumption at agep, is the probability that the
individual at agd survives agé+l , S is the discount factorX, is cash on hand
(total liquid wealth), Q, is the contribution to the pension at aeyY,,, is the
income at agd+1 and Z,, is the amount received from the pension fund after

retirement.
The utility function is assumed to exhibit Constant Relative Risk Aversion:

ct”

u(C) = 1- 5

(2)

To model the income uncertainty, we adopt Gourischad Parker’s (2002)
formulation, and decompose the labor income inp@r@nanent componem,, and a
transitory component{J, ;

Y, =RU,

3)
R =GR.N,

The transitory shocks,,, are independently and identically log-normal rdistted,
InU, ~ N (0,07). The log of the permanent component of incortreR , evolves as a
random walk with age specific expected income ghownG,. The shocks to the
permanent component of incomé&|,, are independently and identically log-normal
distributed, INN, ~ N(0,0?).

Note that there are some limitations in the benchm®del: we assume that the
individual trusts in the contract and there is lbeo channel to save for retirement
except bank savings accounts. In section 8, weps@iéent some suggestive evidence
that is consistent with these assumptions for tugdyssample.

3.2 Model Solution

Following Gourinchas and Parker (2002), we write ¢ptimal consumption rule
as a function of aget, and normalized cash on hand, = X,/P,. The budget
constraint becomes

R
Xy = (Xt -G _qt)—+Ut+1 + Zy (4)

t+1 Nt+l

where lowercase letters are normalized by the peemtacomponent of income. The
Euler equation is:

10



u'(c (%)) = BRAE[U(Cy (X41)GraNuy)] ()

where c, (x, ) represents the optimal consumption rule at agernfalized).

We estimate the real interest rate from return ma3ury bond and CPI. From
1981 to 2010, the average real interest is 2.26epérsoR = 1.0226. The number of
patient options taken in Table A2 can be transfarttea range of discount factor
£ in Appendix Table A3. Under the CRRA utility funeti, the number of riskless
options taken in Table A2 can be transformed tarege of risk aversion parameters
p in Table A3. Both g and p are assumed to be the median of each rahge.

We first use the China Health and Nutrition Sur¢€HNS), to estimate income
uncertainty and age-specific expected income growtie CHNS is a longitudinal
survey that includes eight waves, in 1989, 1998319997, 2000, 2004, 2006, and
2009. The survey covers coastal, middle, northeastnd western provinces in
China; see Appendix A for details.

We then solve the dynamic programming problem birsg the Euler equation
for each choice of contribution level. We solveim@l consumption rules for each
household based on age, time preference, andttiskda. Then we simulate optimal
consumption (and therefore wealth) each periog¢&ah household.

Finally, given the optimal life-cycle consumptioratp for each choice of
contribution level, we can calculate the lifetimdity for each choice of contribution
level and thus find the optimal contribution lewelthe rural pension progratfi. A
complete description of the solution method is mes in Appendix A.

If the individual starts contribution at agethe consumption at agevill be

C/(X,—Qq),if s<t<s+15 and t<60
C,. =4C,(X,),if s+15<t<60 (6)

12 .
C, (X, +——=B,(q) +960),if t=60
(X + 55 Bs(@) +960

Individuals are assumed to contribute the same atimu no more than 15 years
before age 60G is the ratio between consumption after 60 andree®®. B_(q) is
the individual account balance at 60 if the indihatistarts to contribute at age s and
contributesq for 15 years. Since the individual account balawde be distributed
over 139 months, the amount received per yeag2i8_(q) . The basic pension per
year is 960 RMB. The individual account balance ascwated according to the
pension contract:

B.(a) = (q+7(a)) L+r) (7)

r(q) is the subsidy for the contribution leweglr is the one-year base rate from the

B Although there is no evidence that we can usetetidime and risk preference to calibrate lifecycle
model, existing literature shows that they arealated with actual economic outcomes (Tanetkal.
2010). We do not intend to take our elicitation@esurate measure, but mainly to capture household
variations. Sensitivity analysis shows that theébcation results are similar if we us@ = 0.96

and p = 0.5

" In the simulation, we assume that people canrangé their contribution levels over time.
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Distribution of Actual and Calibrated Contribution Levels from Benchmark Model
Graphs by model

Figure 1Distribution of Actual and Calibrated Contribution Levels from Benchmaokiéll

Note: The figures compare the distributions of dlstual contribution and the calibrated contributievel from the model with
correct perception of compound interest. The igfire shows the distribution of the actual conttitm. The right figure shows
the distribution of the calibrated contribution. €Tkertical axis is the density of the distributidfhe horizontal axis is the
contribution level from 1 to 5. The mean of actuatribution is 104 RMB and the mean of calibratedtribution is 234 RMB.

The above figure compares the distributions ofdbtial contribution and the
calibrated contribution level. The left figure showthat around 90%of rural
households chose the lowest contribution level. fidiet figure shows the prediction
of the benchmark model. The benchmark model captsoene aspects pretty well:
most individuals participate in the pension. Bu¢ tmodel captures other aspects
poorly: individuals save more in the calibratioarthwhat we observe in practice.

We bootstrap the confidence interval of the catdmtacontribution levels. To
account for the correlation within each village, wee block bootstrap with each
village as a block. The detailed procedure is dised in Appendix A. We find the
mean of the contribution level is 234 RMB, with 8% confidence interval [213
RMB, 258 RMB]. The average actual contribution lagel04 RMB. Therefore, these
calibration results suggest that rural householusulsl save more in their pension
plans.

If we try to use the benchmark model to explainlihseline contribution levels,
one of the following three have to be true: (1)peners believe that the government
or their grown children will give them 6000 RMB pgear, which is roughly the
annual per capita net income in 2010; (2) penspiee extremely impatient with
discount factors equal to 0.5; (3) pensioners belibat the government will deliver
only 30% of their pension benefits. Therefore, ibleustness checks suggest that the
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benchmark model is unlikely to explain the pattefiactual retirement savings. Rural
households should save more in their pension plans.

4. Experimental Design and Survey Data

Our research site is in Shaanxi Province, whosa@oa development is around
the mean of China, ranking 14th out of 34 province2009™ In 2011, 14 villages
were randomly selected as experiment sites. Thheogutogether with 14 hired
enumerators who are college students, visited e#laeige and conducted surveys of
1,153 households during the registration of nevalrpension plans. Randomization
of intervention was conducted at the householdlléMae timeline and intervention
are presented in Figure 2 below.

*Flyers: explain new rural pensign
*Survey (N=1104)

e

Control: do nothing Calculation: calculate Education: teach
(N=372) the expected benefit of compound interest +
pension (N=363) calculation (N=369)

.—

*Measures of risk attitudes

*Measures of time preference

*Financial literacy questions

|

Actual take-up and
contribution decisions

Figure 2 Timeline

During the household visits, the enumerators fyste households flyers with
information about the new rural pension plans. Wentasked households to fill out a

“ShaanxiProvince is in the north-central part of China witlo-thirds of its population from the rural
area. By 2009, 12.8% of the rural population waeda@0 years or over (Municipal Bureau of Statistics
2011), which is slightly higher than the percentémrethe whole nation. The income and consumption
levels in this county are slightly higher than ttaional average of rural areas, ranging from 3%%o
(Municipal Statistical Yearbook 2010; China Statist Yearbook 2010).
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survey about their socioeconomic background. Hoalsshwere randomly assigned
to three groups: th€ontrol group, theCalculationgroup and theEducationgroup
(discussed below). For each group, we elicited attkudes, time preferences, and
financial literacy (also discussed below). At timel ®f the visit, the enumerators asked
sample households to indicate their contributiocisiens. The decisions were passed
to local village coordinators, who would collecetbontributions later. We made clear
that we were not employees of the government lmépandent researchers.

The details of the experiment are now discusseckakh village, households
were randomly assigned to one of the three groupsthe Control group, the
enumerators gave households the pension flyersvant over information about the
contract. Then households were asked to fill owghart survey about their age,
education, wealth, family members, risk attitudise preferences, and financial
literacy.

In the Calculation group, the enumerators followed the same procefute
additionally calculated the expected pension be&neafter age 60 if households were
to contribute at various levels. The expected benafe described in Table 1, Panel B.
Enumerators went through the benefits of each irtton level with households and
explained the range of differences. The purpose towgzovide the explicit benefit
amount of each contribution levelithout explaining the concept of compound
interest. Comparing the Control group and the Gatmn group will suggest whether
explaining the benefits in general can increasetdke-up and contribution level of
pension plans.

In the Educationgroup, the enumerators followed the same procedsiri@ the
Control group and then asked questions about contpaterest, taught the basic
concept, and provided the calculated benefit fatheeontribution level. One key
guestion about compound interest is adapted fra@aristein and Hoch (2005):

“You deposit 100 RMB as a Certificate of Deposi$ fear at a constant interest rate
of 9% per year. Interest is compounded annuallywhaouch money could you receive
in 30 years?

1) Less than 300 2) 300-500 3) 500-1000 4) 100@ B More than 1500.”

No matter what participants’ answers were, enurogsatold them the right
answer, 1,327 RMB, which is option 4. Then we lyieixplained the basic concept
of compound interest in a manner similar to Eisginsand Hoch (2005): “Compound
interest means that when interest is earned, léfisn the account. In future years,
interest accumulates on the full amount that ih@aaccount, so you earn interest on
the interest as well as on the original principaloant.” The other two questions are
described in Table 3, Panel A. The purpose of #pproach is first to document
whether the farmers underestimate the value ohgavirom compound interest, and
then to teach them about compound interest in dwelebias them. Moreover, we
also calculated expected benefits after age 6, the Calculation group.

To summarize, th€alculation treatment provides households with information
about the expected benefits of each contributiorelleThe Education treatment
makes households estimate interest, teaches theigbei of compound interest, and
provides households with information about the fiese
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Risk attitudes, time preferences, and financiardity were elicited for all
households. For those assigned to the Educatiarpgtioe above three measures were
elicited after education about compound intereee Tomparison of these measures
between the Education group and the other grodpasus to test whether education
changes these paramet&tRisk attitudes were elicited by asking sample kbofls
to choose between increasing amounts of certaireynfmskless option A) and risky
gambles (risky option B) (see Appendix Table A2 &a).'” We used the number of
riskless options as a measurement of risk aversion.

Time preferences were elicited by asking sampleséoolds to choose between
receiving some amount of money now (option A) andrereased amount of money
one year later (option B) (see Appendix Table A2dPd). We used the number of
patient options (option B) as a measurement oépad.

We also asked five questions to measure numeratyiancial literacy. These
questions are described in Table 3 Pan&t Blote that Question 3 is similar to the
compound-interest question in the education treatme

' We did not ask the households the same questidasesbeducation, because households might be
consistent within themselves so that we cannotteeeatment effects of these measures.

' Both time preference and risk attitude are elicitétiout money incentive.

¥ These questions were adopted from Banks et al0j20uisardi and Mitchell (2006), Eisenstein and
Hoch (2005), and Cole et al. (2011).
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Table 2. Summary Statistics

Total Control Calculation  Education p-value
Treatment  Treatment
Panel A: Baseline
Male 0.67 0.64 0.70 0.67 0.22
(0.47) (0.48) (0.46) (0.47)
Age 44.90 44.87 44.40 45.42 0.30
(9.18) (9.66) (9.00) (8.84)
Years of schooling 8.69 8.71 8.67 8.70 0.97
(2.50) (2.56) (2.56) (2.40)
Household size 4.78 4.80 4.82 4.73 0.66
(1.34) (1.37) (1.38) (1.29)
Land for production 3.75 3.75 3.76 3.73 0.98
(1.61) (1.66) (1.59) (1.57)
Share of agricultural income in total 17.12 15.83 17.65 17.89 0.15
(16.64) (14.17) (17.30) (18.18)
Own business 0.14 0.16 0.12 0.13 0.32
(0.34) (0.36) (0.32) (0.34)
Own a car 0.10 0.13 0.11 0.06 0.0012
(0.30) (0.34) (0.31) (0.24)
Own a motorcycle 0.44 0.48 0.44 0.40 0.09
(0.50) (0.50) (0.50) (0.49)
Saving for children 0.81 0.79 0.83 0.80 0.50
(0.39) (0.40) (0.38) (0.40)
Saving for future when she/he is old 0.25 0.26 0.26 50.2 0.92
(0.44) (0.44) (0.44) (0.43)
Number of children 1.96 1.92 1.96 2.01 0.30
(0.84) (0.90) (0.80) (0.80)
Number of working children 0.85 0.84 0.87 0.85 0.92
(2.03) (1.01) (1.05) (1.03)
Number of dependent old 0.86 0.82 0.86 0.89 0.61
(0.89) (0.87) (0.92) (0.89)
Have a private pension plan 0.13 0.14 0.13 0.13 0.83
(0.34) (0.35) (0.33) (0.33)
Take-up 0.93 0.92 0.93 0.94 0.34
(0.26) (0.28 (0.26) (0.23)
Contribution level 104.17 104.57 106.34 101.63 0.57
(65.28) (71.23) (70.03) (53.14)
Panel B: Post-intervention
Risk aversion 4.04 411 3.98 4.03 0.56
(1.68) (1.65) (1.71) (1.69)
Patience 2.82 2.64 2.86 2.95 0.26
(2.61) (2.64) (2.61) (2.59)
Take-up 0.98 0.98 0.98 0.99 0.83
(0.13) (0.13) (0.14) (0.12)
Contribution level 157.16 133.06 156.19 182.38 0.00
(123.72)  (96.62) (125.19) (140.80)
Observations 1104 372 363 369

Note: standard deviations are in the parenthesealuRs are for Wald test of equal means of threaps. *** significant at 1%
level; ** significant at 5% level; * significant &t0% level

Table 2 presents summary statistics for the diffegeoups. In total, we reached
1,330 households. A total of 177 households wetdound, 32 households declined
to participate in our study, and 17 households whee over 60 years old and cannot
contribute to pension plans were mistakenly surgdeyeherefore, we have 1,104
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surveys total. The overall attrition rate was 17.0¥he differences in attrition
between groups are not statistically significant.

From Table 2, we see that the average educati@h ééhouseholds is 8.69 years,
which is close to graduation from secondary schit@fo of households have a private
pension plan, which suggests that most househaldwtisave for retirement in other
pension plans. A total of 14% of households owruairiess, No household in my
sample has any stock investm&hfThese results suggest that most households do not
have other investments. Before our interventiohg take-up was 93% and the
average contribution was 104 RMB (including thog®wlid not participate), so most
farmers participated in the pension plans but clioséowest contribution level.

The last column shows the p-values for the Waltldeequal means of the three
groups. Most control variables are balanced. Thg exception is that the households
in the Education group own fewer cars than thos¢hen Control group and the
Calculation group. However, the regressions in tlext section show that the
relationship between the contribution level and imgra car is in any case positive.
Thus, this will not influence the validation of mgndomization.

Table 3 presents the financial literacy of housesioFor different questions, the
percentage of households that responded to thetiguesnd the percentage of
households that answered it correctly vary. A tofab7.7% of households answered
Question 4 correctly, which suggests that they lmbasic understanding of inflation
and purchasing power. A total of 13% of househaldswered Question 2 correctly
and 5.6% of households answered Question 3 corraetich suggests that most
households have a poor understanding of compouarest.

¥ There is a concern that households do not likepont their investments and wealth. For the
question of business ownership, most businessdeaakeand we actually visited their shops or
factories to interview the owners. So it is unlikiiat they lied to us. For questions about investm
given the financial knowledge rural people hate, misreporting is unlikely to be high.
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Ta_ble3. Financial Literacy

Total Control Education Treatment Calculation Treatment
Question % answer % correct%oanswer % correct %answer  %correct  %answer  %correct
Panel A: Questions used during the education treatment
a You deposit 100 RMB as a Certificate of Depost ylear at a constant interest rate of 9% per
year. Interest is compounded annually. How mucheya@ould you receive in 30 years? 42.0 76
1) Less than 300 2) 300-500 3) 500-1000 4) 100 E) More than 1500 ' '
b Suppose you were 45 years old and you deposiRMB every year for 15 years at a constant
interest rate of 2.5% per year. Interest is compedrannually. How much could you withdraw
when you are 60 years old? 30.6 141
1) Less than 1800 2) 1800-2000 3) 2000-2500 4):Z800 5) More than 3000
¢ Suppose you were 30 years old and you deposiRMB every year for 15 years at a constant
interest rate of 2.5% per year. Interest is compedrannually. How much could you withdraw 0.3 23

when you are 60 years old?
1) Less than 1800 2) 1800-2000 3) 2000-2500 4)Z8MB 5) More than 3000

Panel B: Post-intervention guestions

1 A second hand car is selling at 60000 RMB, whicB/B of the new one. What is the price of a
new car? 58.4 34.7 56.5 33.9 58.8 35.8 60.1 34.4
1)90000 2) 40000 3)80000 4)120000 5)180000 6)

2 If you borrowed 100000 RMB from the bank, the ieg rate is 2% per month and compounded
monthly. How much do you owe the bank in three rhsnt 37.9 13.0 36.0 12.6 38.8 14.4 38.8 12.1
1) Less than 102000 2) 102000 3) 102000-10600®&P00 5) More than 106000

3 You deposit 100 RMB as a Certificate of Depos gear at a constant interest rate of 6% per
year. Interest is compounded annually. How mucheyaould you receive in 30 years? 33.4 56 20.8 35 35.0 7.0 35.5 6.3
1) Less than 300 2) 300-400 3) 400-500 4) 500%0dore than 600

4 You deposited 10000 RMB in the bank and the istae is 2% per year. If the price level
increases 3% per year, can you buy more thantHass or the same amount of goods in 1 year 9.5 57.7 69.6 56.2 71.0 59.1 70.8 57.9
you could today?

5 You have two choices if you want to borrow 50060B from the bank. Bank 1 requires you to

pay back 600000 RMB in one month. Bank 2 requimestp pay back in one month 500000 52.5 22.8 49.7 220 53.1 24.1 54.8 22.3
RMB plus 15% interest. Which bank represents abetal for you?
Observations 1104 1104 372 372 369 369 363 363

Note: The “%answer” equals the number of individuaho respond to the question divided by the nurbebservations in that column. The “%correct” aguhe number of individuals who answer the qoasti
correctly divided by the number of observationthiat column.
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5. Empirical Results
In this section, we first document the fact thatlunouseholds underestimate the value

of savings from compound interest. Then we show fihancial education about compound
interest can increase the households’ contribuéwel. We also analyze the possible channels
of the effects of financial education about compbimerest.

5.1 Neglect of Compound I nterest
We measure neglect of compound interest usingahgound-interest question before
intervention in the Education group. The respondié¢ question is described in Figure 3A.

Response to Compound Interest Question

<
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1,2,3=Underestimate 4=Correct 5-Overestimate

Figure 3A Response to Compound-Interest Question during the education iteatme

Note: The figure shows the distribution of respan®ecompound interest rate question before inteiwme. The question is:“You deposit
100 RMB as a Certificate of Deposit this year abastant interest rate of 9% per year. Interespispounded annually. How much money

could you receive in 30 years? 1) Less than 3GDR)500 3) 500-1000 4) 1000-1500 5) More than 156@"figure only includes those

who answered the question and excludes those wheatliknow.
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Response to Compound Interest Question after Intervention
Graphs by group

Figure 3B Response to compound-interest question after intervention
Note: The figure shows the distribution of respantgecompound interest rate question after intéiwenThe question is:“You deposit 100
RMB as a Certificate of Deposit this year at a tamsinterest rate of 6% per year. Interest is ammged annually. How much money
could you receive in 30 years? 1) Less than 3080R}400 3) 400-500 4) 500-600 5) More than 600"figare only includes those who

answered the question and excludes those who tlichioay.

Out of 369 households in the Education group, 2flisbholds were unable to provide
the answer. Figure 3A only includes the 155 houlslshibiat answered the question. The right
answer is 1,327 RMB, which is option 4. A totall&®% of the 155 households chose the
correct answer. 73% chose option 1 to 3, whichbsaoharacterized as underestimating the
value from compound interest. And 9% chose optiontich can be characterized as
overestimating the value from compound interesinFFigure 3A, we can see clearly that
rural households underestimate the value of sa¥negs compound interest.

It is possible that households just randomly ansd/éine compound-interest questions.
In this case, the average should be 2.5 and thveesirshiould distribute evenly across the five
options. However, a t-test suggests that the aeasagdifferent from 2.5 and it is significant at
the 10% level. A chi-square goodness of fit tesb akjects the hypothesis that the answers are
uniformsly distributed at the 1% level. Therefates unlikely that households just randomly
answer the question; the evidence suggests tradthouseholds underestimate the value of
savings from compound interest.

5.2 Thelmpact of Education on the Take-up and the Contribution L evel

Figure 4A shows that almost all the householdshen three groups participate in the
pension plans and there is no significant treatnedfeict. Figure 4B shows the treatment
effect on the contributions. In the Control grotie average contribution is 133 RMB. In the
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Calculation group, the average contribution incesa® 156 RMB. In the Education group,
the average contribution increases to 182 RMB. Tuggests that both the education
treatment and the calculation treatment increasectintribution level, and the education
treatment is more effective.

Take-up of Pension Plans

Mean of Take-up
4 .6 .8
] ] ]

2
|

[ [ [
Control Calculation Education
Group

Figure 4A Treatment effect on Take-up
Note: This figure shows the treatment effect onttie-up of pension plans. In the Control group, titke-up is 98.4%. In the Calculation

group, the take-up is 98.1%.In the Education grdhp,take-up is 98.6%. It suggests that almosthallhouseholds in the three groups

participate in the pension plans.
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Figure 4B Treatment Effect on Contribution Levels
Note: This figure shows the treatment effect onabstributions of pension plans. In the Controlugrothe average contribution is 133
RMB. In the Calculation group, the average contithuincreases to 156 RMB. In the Education grahp,average contribution increases
to 182 RMB. It suggests that both the educatioattnent and the calculation treatment increase dnéribution level and the education
treatment is more effective.

Figure 5 shows the distribution of contributionéés/for different groups. Contribution
level 1 is corresponding to 100 RMB contributiorSontributions level 2 to 5 are
corresponding to 200 RMB to 500 RMB contributiorsspectively. After the intervention,
most individuals still contribute 100 RMB in thensgon. In the Education group, there are
more households contributing at 300 RMB and 500 Ri#lBtive to the other two groups.
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Figure 5 Distributions of Contribution Levels

Note: The figure shows the distribution of conttiba levels for different groups. Contribution Iéveis corresponding to 100 RMB
contributions. Contributions level 2 to 5 are cepending to 200 RMB to 500 RMB contributions, regpely. It suggests that most
individuals contribute 100 RMB and those in the &ation group contribute more relative to the ot groups.

We estimate the treatment effect on the contrilmstibrough an OLS regression in (8):
q; =a; +a, +B.0¢g + B, O¢; +plX; +¢ (8)

where g, Is the contribution levels or the changes of abation levels for household i in
natural village j. Tg; is an indicator for the education treatment arg] is an indicator for

the calculation treatment. Random assignment imphiat 5, is an unbiased estimate of the
reduced-form intention-to-treat (ITT) educationatreent effect andS, is an unbiased
estimate of the ITT calculation treatment effeGt. are household characteristics (e.g. gender,
age, years of education, household size, land fodyztion, car ownership, etcyr; and

a, are village fixed effects and enumerator fixeceet, respectively. The covariates (X)
and fixed effects are included to improve estinratpyecision and to account for chance
differences between groups in the distribution md-@andom assignment (Kling, Liebman,
and Katz 2007). The results are reported in Table 4
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Table 4. The Effect of the Education and Calculation | nterventions on Contribution L evel

Specification: OLSregression
Dep. Var : Individual Adoption of Individual Contri_bution (;harngein Individual.
' h Pension Level of Pension Contribution Level of Pension
Sample: All Sample All Sample All Sample
1 2 3 4 5 6
Education 0.002 0.004 49.14 53.06 52.03 54.57
(0.009) (0.009) (9.39)***  (9.28)*** (9.27)*** (8.94)***
Calculation -0.004 -0.002 22.81 25.22 20.81 22.34
(0.009) (0.009) (9.16)**  (9.24)*** (8.18)** (8.13)**

Male -0.011 6.06 10.93
(0.006)* (10.18) (7.94)

Age (younger than 45) 0.0003 -1.83 -1.41
(0.001) (0.79)** (0.070 *

Age (older than 45) 0.0008 1.67 0.69
(0.001) (0.87)* (0.84)

Years of education 0.0003 6.46 5.82
(0.002) (1.39)*** (1.42)***

Household size -0.0006 -3.38 -5.14
(0.004) (3.59) (2.91)*

Land for production 0.003 -1.68 -1.81
(0.004) (3.90) (2.74)

Own a car 0.012 26.39 17.39
(0.007) (16.00) (13.21)

Own a motorcycle 0.007 15.30 12.19
(0.009) (8.38)* (8.11)

Wald testB =B,

p-value 0.4855 0.5009 0.0104**  0.0064** 0.0007***  0.0004***

Obs. 1104 1104 1104 1104 1104 1104

Omitted treatment Control

Mean of Dep. var. for 0.0984 133.06 28.49

omitted treatment:

F.lxed effects for v v v v v

village and enumerator

R-square 0.0600 0.0648 0.0519 0.0895 0.0577 0.0963

Notes: Standard errors are clustered by 93 nawilfafjes. Robust clustered standard errors ard@énparentheses. *** significant at 1%
level; ** significant at 5% level; * significant at0% level. In columns 1 and 2, the dependent bkgis individual contribution level. In
columns 2 and 4, we add dummies for missing vahieontrol variables in the regression. In colun@nand 4, the dependent variable is
changes in individual contribution level and we e same regression as in column 1 andﬁe is the coefficient of the education
treatment andﬁc is the coefficient of the calculation treatment.

In columns 1 to 2, the dependent variable is imhligl take-up after our intervention.
There is no evidence of treatment effect on take-up

In columns 3 to 4, the dependent variable is tligvidual contribution level after our
intervention. Column 3 presents results from thepsest possible specification, where the
only right hand side variables are the indicatarsthe education treatment, the calculation
treatment, and the fixed effects of natural vilgend enumerators. The effect of the
education treatment (49.14) is positive and sigaift at the 1% level. So the education
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treatment increases the contribution by 49 RMB; insl around a 37% increase relative to
the average contribution of 133 RMB in the Contgobup. The effect of the calculation
treatment (22.81) is positive and it is statisticalgnificant at the 5% level.

We calculate the degree to which these treatmésttefcan explain the gap between the
Control group and the level implied by the benchoraodel. We bootstrap the confidence
interval of the percentage with a similar procedar&ection 3.2. We find that the treatment
effect accounts for 51% of the gap between the iIGbgroup and the benchmark model
prediction, with a 95% bootstrap confidence intef2&%, 69%].

In column 4, we add socioeconomic variables andndi@® for missing values in the
regression. The effects of the education treatraedtthe calculation treatment are similar to
those in column 3. Years of education are pospigrrelated with the contribution level.
Wealth, measured by owning a car or motorcyclealsd positively correlated with the
contribution level.

In columns 5 to 6, the dependent variable is changendividual contribution level, and
we run the same regression as in column 3 to 4t btzefficients have the similar magnitude
and the same direction to those in the regressiowhich the dependent variables are
individual contribution levels.

In sum, the education treatment increases theibation by 49 to 53 RMB, resulting in
an increase of around 37% to 40% relative to thexame contribution of 133 RMB in the
Control group. This suggests that our financialoation has a positive and significant effect
on retirement savings for rural households.

5.3 Possible Channels

In order for these findings to inform theory, manérmation is needed to analyze the
mechanisms through which this effect could worksdtale explanations include: (1) learning
the expected benefits of pensions in general, olegning the expected benefits of pensions
through better understanding of compound intefdst. experiment is designed to be able to
tell these mechanisms apart.

5.3.1 Learning the Benefits of the Pension Program

It is possible that the education treatment pravidieect information about the benefits
of the pension. In Table 4, we find that the effeicthe calculation treatment is positive and
significant, which suggests that learning the bésmieh general contributes to the overall
effects. In order to test whether learning the ki@ general can fully explain the overall
effect, we compare the treatment effect of the atioc treatment and the calculation
treatment. The difference between those two intgrwes should indicate whether
households acquire information about compound esteduring the education. We report the
p-value of the Wald tesi, = 5. from Equation (8) in column 3 to column 6 in TaBleThe
differences betweers, and B, are between 26 RMB and 32 RMB. The impact of the
education treatment is greater than the calculdteatment, and it is significant at the 1%
level.

There might be two explanations for the differermmween the education and the
calculation treatment: explaining why the benefitarge might increase the credibility of the
described benefits, or increase the ability ofdfaing the described benefits of age 30 into
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their own situatiorf° Figure 6 shows the treatment effects of those teatments for
different ages.

Heterogeneous Treatment Effects of Age
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Figure 6 Heterogeneous Treatment Effects of Age
Note: The figure shows the heterogeneous treateffauts of age for the education treatment and#theulation treatment. The horizontal
axis represents four age groups. The verticaliaxtse treatment effects. The treatment effectsdocation and calculation are similar for
those who are around age 30, but differ when ageases. The treatment effect of calculation ielavan that of education for those who
are around age 40, 50 or 60. Therefore, the diffdreatment effects between the education treatarehthe calculation treatment are
likely to be due to the ability to translate theeét into their own situation.

We find that the treatment effects of education ealdulation are similar for those who
are around age 30, but differ when age increades treatment effect of calculation is lower
than that of education for those who are around48yes0 or 60. For those who are around
age 30, the difference between the treatment efie@ducation and calculation is only 1
RMB. The differences are 19 RMB, 37 RMB and 39 RMBthose who are around age 40,
50 and 60. The difference is significant at the 18¥%el for those who are around age 50, but
not significant for other age groups. Therefores thfferent treatment effects between the
education treatment and the calculation treatmenlilely to be due to the ability to translate
the benefit into their own situation.

5.3.2 Learning the Concept of Compound Interest

Another hypothesis is that individuals learn thencapt of compound interest.
Individuals may underestimate the value of savifiggn compound interest and thus
contribute less to their pension plans. Financiducation might increase household

?° 1n the Calculation treatment, we calculated forréspondents the expected pension benefit levels ade 60
if they contributed at various levels with startimge 30. For those who are around 50, they neiedetotheir
benefits by themselves.
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contribution levels by helping households corréetrterroneous understanding of compound
interest. This hypothesis implies that the educati@atment should correct households’
erroneous answers to the compound-interest qusastion

Figure 3B shows the response to the compound-siteeestion (Question 3) after
intervention in different groups. Out of 1,104 helslds in the Education group, 725
households were unable to provide the answer. &ig8r only includes the 369 households
that answered the question, and excludes thosealithatot know. The right answer is 574
RMB, which is option 4. From Figure 3B, we can sdearly that rural households
underestimate the value of savings from compoutetest after intervention. A chi-square
goodness of fit test also rejects the hypothesisttie answers are uniformly distributed at the
1% level. Therefore, it is unlikely that househajdst randomly answer the question, and the
evidence suggests that rural households still @stienate the value of savings from
compound interest.

Although neglect of compound interest still exisfier intervention, there are fewer
extremely wrong answers (option 1) and more corastvers (option 4) in the Education
group than in the other groups. In order to take atcount village fixed effects and other
controls, we estimate the following equations:

O =04 ta, + 6 [F +y; (11)

Fy =as +ag +0,0g +0, O¢ + ¢, [X; +v, (12)

where F; is the dependent variable measuring financiarddg We use absolute
distance to correct answer to measure financebldy. Absolute distance measures how close
the respondents’ answers are to the correct omesabsolute distance for each individual and
each question is calculated in the following foraul

E(x-x) :'[:“|x—xc|f(x)dx (13)

where x is the chosen answer arx] is the correct answer. A complete descriptiorhef t
measurement is provided in Appendix B. Table 5gmesthe estimation results in Equation
(11) and (12).
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Tableb. The Effect of the Education and Calculation Interventions on Financial Literacy

Specification: OLSregression SUR regression

Individual Changein Individual Absolute distance to the correct answer AV&Z?;jniliirfﬁéaﬁzta%mmlUte
Dep. Var.: Contribution  Contribution Level of

Level of Pension Pension Question Question Question Question Question  Question2 Question 1,4, - i
1 2 3 4 5 and 3 and 5 d
Sample: Control All Sample
1 2 3 4 5 6 7 8 9 10
Education 0.078 0.072 0.156 0.053 0.061 0.114 0.064 0.084
(0.067) (0.068) (0.071)** (0.068) (0.068) (0.066)* (0.049  (0.050)*
Calculation 0.072 0.024 0.121 0.029 0.043 0.072 0.048 0.058
(0.067) (0.068) (0.071)* (0.068) (0.068) (0.058) (0.046) 0.047)
Absolgte distance of -6.83 011
Question 2
(9.65) (5.37)

Absolgte distance of 31.75 1751
Question 3

(8.71)*** (5.93)***
Obs. 372 372 1104 1104 1104 1104 1104 1104 1104 1104
Omitted treatment Control
Mean of Dep. Var. for 113 -158  -219  -083  -1.60
omitted treatment:
Soqal-economlc v v v v v v v v v v
variables
F_lxed effects for v v v v v v v v v
village and enumerator
R-square 0.2013 0.2527 0.1752 0.1550 0.1632 0.1446 0.1545

Notes: Standard errors are clustered by 93 natill@es. Robust clustered standard errors aredrparentheses. *** significant at 1% level; ** sificant at 5% level; * significant at 10% leveh tolumns 1 and 2,

we restrict the sample to the Control group andGhakulation group. In columns 3 to 7, the depehd@niables are the absolute distance betweenftbsea answer and the correct answer for Question5]

normalized by standard deviation of Control graapcolumn 8, we report average standardized traateféects on Question 2 and 3, of which both ammound-interest questions. The effect of finanetication

is positive and significant at the 10% level. Iducon 9, we report average standardized treatméectefon Question 1, 4 and 5, of which none of tleemrelated to compound interest. The effect mdrftial

education is positive but not significant. In colut0, we report average standardized treatmerdtefém all questions.
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In columns 1 and 2, estimates from (11) are preserBetter understanding of
compound interest is correlated with higher contitns. In columns 3 to 7, the
dependent variables are the absolute distance éettve chosen answer and the
correct answer for Questions 1 to 5 (Questions b @re described in Table 3) ,
normalized by standard deviation of the ControlugroThe effects of education on
the financial literacy questions are all positilsaf most are not significant. The only
exception is Question 3, the compound-interest tquresin column 5, the effect is
positive and significant at the 5% level. So ediatateduces the distance from the
correct answer by about one-sixth of a standardatew. Therefore, financial
education increases individuals’ understanding atbompound interest. Those in the
Calculation group also have a better understandir@gpmpound interest. It is likely
that they infer large future benefits from the cédtion treatment.

To illustrate the impact of the intervention on ralkfinancial literacy, we follow
Kling et al. (2004) and construct summary measures. Equatibndéfines average

standardized treatment effect,g’,.

P _i K /ék
p= K Zk=1 g, (14)

where ,@k is the point estimate for the treatment effecoafcomek and g, is the
Control group standard deviation of outcokn@ o calculate the standard error f¢},
we need to account for the covariance of the ewsn,é’k .We obtain this covariance
matrix using the seemingly unrelated regressiotegyshown in Equation (15).

Y =[l, O(TT.X)8+v (15)

where |, is aK byK identity matrix. The standard error and p-value ﬁ are
based on the parametqd?;;, jointly estimated as elements & in Equation (15).

In columns 8 to 10, we report average standardimsiment effects on three
combinations of questions. In column 8, we repodrage standardized treatment
effects on Questions 2 and 3, which are both comgrénterest questions. The effect
of financial education is positive and significattthe 10% level. In column 9, we
report average standardized treatment effects @st@ms 1, 4, and 5, none of which
is related to compound interest. The effect ofriirial education is positive but not
significant. In column 10, we report average statdided treatment effects on all
guestions, which is positive and significant at @ level. This suggests that
financial education has a positive and significafféct on overall financial literacy,
especially on the understanding of compound intétes

To determine whether the education treatment isesaunderstanding of
compound interest and also increases the conwibldivel, we stack Equations (8),
(11), and (12); generate indicators for each eqoatand estimate the regression
system following the same procedure in Sectionl5.8/e further replace Equation
(11) with Equation (16), where we replace lineajression with quadratic functions
because the relationship between the contributievell and understanding of

! Robustness checks suggest that other measuremotial literacy show similar results, such as
squared distance, whether they answer the questoonasctly and whether they answer the question.
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compound interest is likely to be nonlinear.
Qij = a4j T Ay +:8f1 EFij +ﬁf2 EFij2 +uij (16)

We find that a better understanding of compouneréedt is unlikely to fully
explain the main treatment effects. This might be tb a measurement error of
financial literacy. A better understanding of comapd interest can explain 7.4% of
the treatment effects in the linear form and 33@%ne treatment effects in the
guadratic form. And they are both positive and giggnt at the 10% level.

We also run a 2SLS regression with Equation (13irsisstage and Equation (11)
as second stage. We find that a better undersiguadicompound interest can explain
87% of the treatment effects in this specification.

To summarize, we find that although rural househoilthderestimate the
compound interest and contribute less to pensianspleducation about compound
interest can improve people’s understanding of ammg interest, and understanding
compound interest is a leading factor of the treamtreffects, given the potential
measurement error.

6. Modelswith Neglect of Compound Interest

The evidence so far implies that education abouotpmund interest can help to
increase the contribution level by improving untemgling of compound interest. In
this section, we present a structural model to adtarize neglect of compound
interest, following Stango and Zinman (2009).

Consider an individual who saves an amount of mawidy present valueRV)
at a periodic interest rat@ver time horizon, with periodic compounding. The future
value EV) is

FV=PVIf(,t) (17

Following Stango and Zinman (2009), the terfr(i,t) = 1+ r)"' is an exponential
function, and an individual who neglects compourtédriest will

underestimaté + r)' . Consider the individual who underestimates complou
interest with the following form:

f(,1,0)=@1+r)  (18)

6 measures the magnitude of neglect of compoundesitednbiased consumers
have 8 = 0 and correctly perceive compound interest, whitséwith 0 < 6 <1
neglect compound interest. Highe indicates greater neglect of compound
interest?? Then perceived future values are calculated using

FV=PVIf(i,t,6) (19)

2 This range of @ is relatively larger to that estimated by Stangd Zinman (2009), which is 0.2.
This range of @ is relatively smaller to that estimated by Eiseimsaand Hoch (2005) for savings,

though they fit the slightly more flexible functidn(i,t,a, ) = a(@+r)? and estimate
a = 035and S = 036.
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If we incorporate neglect of compound interest emantertemporal consumption
model, the individual account balance is calculatettie following formula:

B.(q) =Y (q+7(Q) [L+r)*P®Y (20)

Pe
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Figure 7 Distribution of Actual and Calibrated Contribution level
Note: The figures compare the distributions of @lstual contribution in two groups, the calibrateatcibution with neglect of
compound interest and the calibrated contributiith worrect perception of compound interest. Thetie@ axis is the fraction
of each contribution. The horizontal axis is thatcbution.

The above figure compares the distributions of dbual contribution in two
groups, the calibrated contribution with neglect ecddmpound interest, and the
calibrated contribution with correct perceptioncoimpound interest. This shows that
the calibrated contribution with neglect of compdunterest can explain the change
of the actual contribution in the Control and C#ton groups. This suggests that
correction of erroneous understanding of compouterest can explain the effect of
financial education about compound interest. No& d¢alibrated contribution with
neglect of compound interest cannot fully explame tactual contribution in the
Education group.

7. Welfare Analysis

7.1 Total Effects

In this section, we consider the welfare effedhaluseholds neglect compound
interest based on the model in Section 6. We follog/framework of Liebman and
Zeckhauser (2008). The basic idea is that if hoalsishcorrectly perceive compound
interest, they should make the decision that maeamitheir utility. However, if
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households neglect compound interest, they make dieeisions to maximize their
perceived utility © <8 <1) but might make better decisions if they correctly
perceive compound interesf € 0). The policy intervention of financial education
should reduce their biases and thus help them rolalse to optimal decisions for
their situation.

We use the benchmark model in Section 3 to caleulst welfare in each group.
We find that the education treatment increased| tcbmsumer welfare by 30%
compared to the Control group, which is equivaterd 3% increase in consumption
each year after age 60. This suggests that finleediecation increases total welfare.

7.2 TheDistribution of the Effects. Targeting

A good policy intervention should increase totalfar@ of individuals. Ideally,
policies should help people who behave suboptimbally should have little negative
impact on those who behave optimally (Cameteaal. 2003).

We check whether those households that should asereetirement savings
really contribute more. We use our benchmark manlebection 3 to predict their
contribution levels in the retirement plans. Thea awide the households into four
groups: those who should not save more, those Wwbold save 100 more, those who
should save 200-300 more, and those who should 480500 more. We use
Equation (1) to estimate the treatment effedS, .. + Bioo + BLooo-300 ANA LBioosoo
separately in these four groups, and compare ¢dagntient effects. Figure 8 shows the
heterogeneous treatment effects.

Heterogeneous Effects of Education Treatment

IgR M B%O
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40

Treatment effects
20

0
|

| | |
No more than O 100 200-300 400-500
Calibrated contribution minus actual contribution

Figure 8 Heterogeneous Effects of the Education Treatment

Note: The figure shows the heterogeneous effectheeducation treatmenthe horizontal axis represents four groups

based on the difference between the calibratedibatibn and the actual contribution: those whowtaot save more, those
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who should save 100 more, those who should sav8@00nore, and those who should save 400-500 rilbeevertical axis is
the treatment effects.

The horizontal axis represents four groups basetherdifference between the
calibrated contribution and the actual contributi®he vertical axis is the treatment
effects. We find thatS,,, 00 > Booo-z00 = Bioo = Bromore > 0. Therefore, the welfare
changes are heterogeneous: based on the benchrodgk, those who should save
more do save more while some households end upgawre than the level implied

by the benchmark mod&l.

8. Alternative Explanations

There are some alternative explanations for whglrbouseholds save little in
pensions. Although we cannot rule out these exfpilams in this section we show
evidence that they are unlikely to be the main @xalions in my setting.

First, households might save for retirement in othays. For example, they can
save in private pension plans or invest in theindwsiness. Although we cannot rule
out this explanation, our survey suggests thatithisot likely to be the case. Only
13% of households have a private pension plan,oahd14% of households own a
business. Most households do not save for retiremarther sources.

Second, rural elderly might rely for old age onitlohildren. China is a country
which has a tradition of “rearing children for otdje.” In the China Health and
Retirement Longitudinal Study, 86% of rural eldem®ported that they relied on their
children for old-age support (Zhaet al. 2009). However, population aging
substantially increases the children’s burden fupst their parents. For example, by
2010, six working persons were supporting one @ds@n in China, but fewer than
two will support each old person by 2050Given China's rapid population aging,
relying solely on children, without enough retirathsavings might not suffice for
living during old age.

Third, it is possible that rural households sattkelin pensions because they lack
trust in the government. They might think that theyl not receive the pension
benefits when they are old. If so, financial ediscatbout compound interest should
be less effective in the group with less trusthe government. In our survey, we
asked about households’ previous experience with Nlew Rural Co-operative
Medical Care System, and use this to measurettsi®™ For example, if people go
to the hospital and do receive reimbursement frloengovernment, they are likely to
trust the government. If they go to the hospitdldmnot receive reimbursement, they
are likely not to trust the government. We findtthenong people who have visited a
hospital, only 8.6% did not receive reimbursemdten in the group with lower

» There might be two reasons. First, there mightdpeemental demand effects so that all households
save more in the pension. Second, there are sorealistic assumptions in the benchmark model.

| define “working persons” as those aged 15 to i ‘@ld person” as those aged 60 or over.

» The New Rural Co-operative Medical Care System avagsvernment program introduced in 2005
to overhaul the healthcare system in rural Chirlge @nnual cost of medical coverage is 50 RMB per
person, of which 10 RMB is paid by the patient. "oheme will cover from 30% to 80% of their
medical bill if patients go to a hospital.
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measured trust, the treatment effect is positive larger than the treatment effect in
the whole sample but it is not significant due teaf sample size. These findings
suggest that trust in the government is unlikelypéothe key reason for low pension
savings.

Fourth, it is also possible that rural househohigedittle in pensions because of
liquidity constraints. If so, financial educatiobcut compound interest should be less
effective in the group with less wealth. We use tivae households own a business,
and whether they own a car or motorcycle to meathaie wealth. We find that even
in the group with lowest measured wealth, the ineat effect is still positive,
significant and close to the treatment effect ie thhole sample. Moreover, the
income per capita in my research site in 2010 wasral 6,500 RMB (Municipal
Bureau of Statistics 2011), of which the maximumtdbution is less than 10%. And
my benchmark model takes into account liquiditystaaints. These findings suggest
that liquidity constraints are unlikely to be theykreason for low pension savings.

Another alternative explanation is procrastinatiblauseholds might want to
contribute more but procrastinate because of timeddiate cost. However, there is no
default, and everyone has to make a decision awendgime. Moreover, almost
everyone participates in the pension plan but nwdy contribute 100 RMB.
Therefore, procrastination is unlikely to be thg keason for low pension savings.

9. Conclusion

As rural households in developing countries tendoésome old before they
become rich, saving for retirement has become ereasingly important research and
policy topic. Lack of pension savings can have ificgnt consequences for the
standard of living of the rural elderly. In this ge&, we provide working age
individuals with financial education about compounterest, and attempt to test for
the role of neglect of compound interest in rur@ahgon savings in China. We find
that the education treatment increases contribsiiign49 to 53 RMB, resulting in an
increase of around 37% to 40% relative to the aee@ntribution of 133 RMB in
the Control group. We also investigate the possieEhanisms through which this
effect might work, and find that learning the caopicef compound interest is a
primary factor.

Future research includes follow-up surveys of thengmon and insurance
programs to evaluate the long-term effects of far@neducation. Moreover, we will
evaluate whether financial education influencesskbolds’ behavior regrading other
financial products. For example, theory predictat thbetter understanding of
compound interest not only increases retiremeningavbut also other long-term
savings.

The evidence on whether financial education caecgffely change individual
decisions is mixed, in the literature. This papeoves that learning the concept of
compound interest can help to increase retirenanhgs in rural areas. Gauratal.
(2011), and Cai and Song (2011) find that finan@ducation with simulated
experiences has a positive and significant effectwweather insurance adoption in
developing countries. These findings suggest tleasmould first identify the barriers
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to individual participation and then apply specifficancial education to remove the
barriers. This seems to work better than genemahftial education.

From a policy perspective, this paper suggests gbaty makers should take
into account individuals’ biases when designingiqees$, especially in rural areas
where most people are poorly educated. In particygalicy makers can provide
cheap financial education to overcome individuahstmaints, and thus improve
individual welfare.
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Chapter Two: Insurance Take-up in Rural China-Learning from Hypothetical
Experience

1. Introduction

Poor households in rural areas are vulnerable g¢se® from negative weather
shocks (Banerjee 2003). To protect themselves filmese shocks, they engage in
costly ex ante risk-mitigation strategies, such aidance of high-risk and
high-return agricultural activities, high levels mfecautionary saving and insufficient
investment in production (Rosenzweagal. 1993) and human capital (Jesen 2000).
The negative shock, the loss of profitable oppoties and the reduction of human
capital accumulation can lead to persistent poverty

A potential way to shield farmers from risks and-educe poverty is to provide
formal weather insurance products. In many casesh snsurance products are
available but are not widely usé.In 2009, a rice insurance policy was first offered
to rural households in Jiangxi Province of Chinander certain reasonable
assumptions (discussed in Section 5), calibratioggests that more than 70 % of
rural households should buy the weather insuradoever, the baseline take-up in
our sample was only around 20%.These findings siggeuzzle: why do so few
households participate in weather insurance marlgiten the potentially large
benefit?

In this paper, we apply a novel method of finaneidlication to test the role of
experience and information in influencing weathesurance take-up, using a
randomized experiment in rural China. Such inswapmducts are new to most
farmers and large disasters are relatively uncomthdterefore, improving farmers’
understanding of insurance benefits is importarhig context®

We offered financial education about weather insceato a randomly selected
group of households by playing insurance games wi#m. During the game,
household heads were asked whether they would tbkéuy insurance for the
hypothetical future year and then played a lottergee whether there is disaster in
that year. After the lottery results were reveald® enumerator helped them to
calculate the income from that year according &rtinsurance purchase decisions
and the insurance contract. The game was played(faounds. One or three days
later, we visited sample households again to asthfar actual purchase decisions.

We find that playing insurance games increasedthigal insurance take-up by
9.6 percentage points, a 48% increase relativieetdaseline take-up of 20 percentage
points. The effect is roughly equivalent to expeciag a 45 percentage point higher
loss in yield in the previous year, or a 45 peragatpoint increase in the perceived

%For example, Gine, Townsend and Vickery (2008) fiathtively low take-up (4.6%) of a standard
rainfall insurance policy among farmers in ruradimin 2004. Coleet al (2008) also found relatively
low take-up (5%-10%) of standard rainfall insuraincéwo regions of India in 2006. The take-up is
higher (20%-30%) with door-to-door household visits

2"According to the private communication with logalvernment officials, the actual probability of
relatively large disaster in a year is around 10%.

8 For example, in Gine et al. (2008), farmers whoenssked why they did not buy weather insurance
often responded that they “do not understand tbdymt.” This suggests that financial education rmigh
be important to help increase the use of insuranoeuct.
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probability of future disasters.

There are at least four possible mechanisms thradmth this effect could work:
changes in risk attitude, changes in the percemedbability of future disasters,
learning the benefits of insurance, and change®xperience of disasters and
insurance benefits. We investigate each of therovbel

After playing the insurance games, we elicitedghijects’ risk attitudes and the
perceived probability of future disasters. We thest whether playing insurance
games increases either risk aversion or the padgvwobability of future disasters by
an amount that could generate the observed 9.@m@ge points increase in take-up.
Our results show that it's not the case.

We also test whether this effect is due to learrihreg benefits of insurance by
randomly assigning households to a group in whieh explained the benefits of
insurance. For these people, we calculated thefippajdhe policy under different
situations, but did not play insurance games. Treatment increases the actual
take-up by only 2.7 percentage points, and thesas® is not statistically significant.
In fact, playing insurance games has a larger efifian just receiving the calculations,
a difference which is significant at the 5% levE€his suggests that learning the
objective benefits of insurance is unlikely to yudixplain the increased take-up.

To test whether this effect is driven by the exgece of hypothetical disasters,
we explore a second source of exogenous variatios:number of hypothetical
disasters experienced during the game. We find ttattotal number of disaster
increases take-up significantly and it is mainlwein by the number of disasters in
last few rounds. Specifically, experiencing one enbypothetical disaster in the last
five rounds increased the actual take-up by 6.¢qmage points. This suggests that
the experience of recent disasters, even if hypictde might be the mechanism to
influence the actual insurance decisions.

This paper contributes to the existing literaturethe following ways. First, it
sheds light on the puzzle of low weather insuradeenand. Although existing
research has tested a number of explanations @iale2008; Coleet al. 2011), lack
of experience remains less explored as a possiplargation. We provide evidence
that the lack of experience of disasters and ima@aontributes to the low take-up
rate of weather insurance.

Second, this paper demonstrates a new methodasfdial education and shows
that Although there is correlational evidence sstigg that individuals with low
levels of financial literacy are less likely to peipate in financial markets (Lusardi
and Tufano 2008; Lusardi and Mitchell 2007; Stargmd Zinman 2009), the
experimental evidence of financial education is ediX We show that the novel
method we used in this paper has a large and mignif effect on improving
insurance demand and it is more effective thantthaitional method of financial
education, which simply involves explaining the &fts.

Our results also contribute to the literature oe #ffect of direct experience.

2 some find small or no effects of financial edusaton individual decisions (Duflo and Saez 2003;
Coleet al.2011; Carteet al. 2008), while others find positive and significafifects (Coleet al. 2010;
Gauravet al.2011; Cai2011).
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Existing work has shown the effect of actual exgee in areas including consumer
behavior (Haselhuhat al. 2009), financial markets (Chet al. 2009; Agarwalket al.
2011; Malmendier and Nagel 2010) and charitablengi{Smallet al. 2006). This
paper analyzes the effect of hypothetical expedemt poor households’ insurance
take-up and disentangles the effects of learnirg indormation from the effects of
personal experience. Results suggest that we dhrence individual decisions by
simulating experiences, as even hypothetical epee has an impact on household
behaviors.

Fourth, this paper provides a new perspective am nble of laboratory
experiments. Laboratory experiments provide colggoinstitutional contexts which
are otherwise exceptionally difficult to obtaingthcan generate deep insights about
economic theories and policy applications (Holt 20@lott 2001). However, the
behavior observed in the laboratory might not lgad indicator for behavior in the
field under certain conditions (Levitt and List 200We demonstrate that laboratory
experiments can serve as interventions in fieldedrments, by testing the causal
effect of the laboratory experiment itself on atto@havior in the field. This differs
from the more commonly used design of having abjestts participate in both a
laboratory experiment and a field intervention, aadrelating behaviors in the two
(Ashrafet al. 2006; Gazzalet al. 2009; Fehr and Gotte 2007). Unlike these studies,
our random assignment procedure allows us to ma&auaal interpretation of the
laboratory exposure. A difference from most labanaexperiments is that we paid all
households a flat fee to eliminate confounding daoeincome effects® It is
interesting that, even when there is no incentive,still observe a large treatment
effect. Follow-up work will tell whether experimentwith monetary incentives
provide similar results.

The paper proceeds as follows. In section 2, weigeobackground information
on rice insurance in China. In section 3, we descthe experimental design and
survey data. The main empirical results are disaigs section 4. There, we present
the main treatment effect of playing games on ashsarance take-up, analyze the
possible channels of this effect and then showdgreamics of the take-up decision
during the hypothetical games. Finally, in sectinwve develop a simple model to
explain the results.

2. Ricelnsurancein China

Nearly 50 percent of farmers in China produce race rice is the staple crop for
more than 60 percent of Chinese consumers. In 200@, People's Insurance
Company of China designed the first rice insuramaegram and offered it to rural
households in 31 pilot counties. Our experimernitassare 16 natural villages within
two rice production counties that were includedhe first round pilots in Jiangxi

% The literature on financial incentives in expengesuggests that when there is no clear standard o
performance in experiments, such as risky choioesntives often cause subjects to move away from
social desirable behavior toward more realisticiad® (Camerer and Hogarth 1999). If social
desirability depends on subject-experimenter itéma, households might buy more insurance during
the games because of demand effects. In our @iatéake-up during the games is around 75% and the
actual take-up is around 27%.
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province, which is one of China’s major rice bo#fisAll households in these villages
were provided with the formal rice insurance prdad&nce the product was new at
that time, no households had heard of or bougtit swstirance before.

The insurance contract is depicted in figure 1.

FPayout (RMBE)
F

200

G0

» Loss rate (vield, %)

Figure 1 Insurance contract

Note: The original premium of insurance is RMB 1&r pnu. The government will subsidize 70% of thengpten so the
households only pay the remaining 30%, i.e. RMB Bt policyholder is eligible to receive a paymiétihere are disasters that
cause 30% or more loss in yield by the followings@ns: heavy rain, flood, windstorm, extremely hoghow temperature and
drought. The payout amount increases linearly withsize of the loss in yield, reaching a maximwuayqgut at 200 RMB. The
losses in yield will be determined by the invediiga of a group of agricultural experts. They vadime to the village to sample
the rice in different plot and calculate the lasyield.

The full insurance premium is 12 RMB per mu perssed’The government
subsidizes 70 percent of the premium so that thisdtwolds only pay 3.6 RMB. The
policyholder is eligible to receive a payment ieth are disasters that cause 30
percent or more loss in yield for one of the foliog reasons: heavy rain, floods,
windstorms, extremely high or low temperatures,dosught. Losses in yield are
determined by investigation by a group of insuraagents and agricultural experts.
The payout amount increases linearly with the sizthe loss in yield. For example,
consider a farmer growing rice with an area of 2 e normal yield per mu is
500kg but this year a wind disaster happens tocedoe yield to 300kg per mu. In
that case, since the loss in yield is 40%, the éan® supposed to get 200*40% = 80
RMB per mu from the insurance company. Note thatrisurance is partial: payout is
capped at 200 RMB, but the medium gross incomeirmrsample is around 855 RMB
per mu so the insurance covers at most 25 peréamtame.

It's also important to note that the post-subsidgepis below the actuarially fair
price according to our calculations. The profittoé insurance company is revenue
minus payment to households and fixed cost.

71=N [ premium- N [ plindemnity - FC
where p is the probability of future disasters,sNhie number of households who buy

31 «“Natural village” refers to the actual villagesidministrative village” refers to a bureaucratiditgn
that contains several natural villages.

21 USD+6.35 RMB or 3.95 RMB in PPP; 1 m666.7 nf; 1 mu=0.165 acre; Farmers produce two or
three seasons of rice every year.
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insurance and the indemnity is the payment to Hoalde when there is a disaster.
According to private communications with local govaent officials, the actual
probability of a disaster that leads to 30 peraanmore loss is around 10 percent.
SinceN [3.6 < N [10% [60, the post subsidy price is below fair price. Hoemv
because the pre-subsidy price is higher than tlmepfece, the insurance company
earns a profit if its fixed costs are not large.

3. Experimental Design and Survey Data
3.1 Experimental Design

In 2009 and 2010, we randomly selected 16 natulalges as our experiment
sites. Nine hired enumerators consisting of govemtnofficials and primary school
teachers, together with the two authors, visitethaallage and conducted surveys of
885 households before the beginning of the growsegson. Randomization is
conducted at the household level. There were twmds of interviews for each
household. The timeline is presented in the fidnagl®w.

*Flyers: explaining insurance

*Survey
Control: do nothing Calculation: calculate Game: play the
the benefit of insurance insurance gamesg
1-3 days in betwee *Measures of risk attitude
*Perceived probability of future disaster
sInformation treatment
Round2| - Actual take-up decision

Figure 2 Timeline

We implemented the baseline survey and interventionund 1. The procedure
is as follows: the enumerators first gave househtieers with information about the
insurance contract, including liability, period apcemium. Households were then
asked questions about their socioeconomic backgroifnthe households were
assigned to the game treatment, the enumeratoyedlde insurance games with
them (discussed below). After the games, we etlaitek attitudes and the perceived
probability of future disasters for all househo{dscussed below). If the households
were assigned to the information treatment (dismisbelow), the enumerators
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informed them of the actual probability of a lamjeastef> At the end of round 1,
households were also told to think about whethel tiwould like to buy the rice
insurance and that enumerators would come backkdhem to make a decision in
round 2.

Round 2 was conducted one to three days lateround 2, the enumerators
asked sample households to indicate their puratk@sisions. The decisions would be
passed to insurance company who would collect temjpm later*

Round 2 was conducted one to three days lateround 2, the enumerators
asked sample households to indicate their puratk@sisions. The decisions would be
passed on to the insurance company, which wouldatdhe premium later,

At the end of round 1, we paid each household 5 RMBompensate for the
participant’s time. As discussed in the introductieve did not incentivize decisions in
order to eliminate confounding due to income effect

We first approached the leaders of the villages @ndined a list that included
the names of villagers and basic information abtbent®.Then we stratified the
households by their natural villages, ages of hoolse heads, and area of rice
production. In each stratum, households were rahd@ssigned to one of eight
interventions. We randomized the treatments indweensions: how the contract was
explained to the households (four groups) and védrethe true disaster risk was
revealed to the households (two groups). Figuramnsarizes our design with eight
groups in round 1.

Intervention
N=885

Game 10%
N=151

Control Calculation Game 20%
N=259 N=197 N=278

Information No information Information No information Information No information Information No information
N=24 N=235 N=37 N=160 N=28 N=250 N=72 N=79

3 As estimated by government officials.

3 Note that in round 1 the enumerators were randamsbigned to households while in round 2 one
enumerator visited one or more villages. In ouada® percent of households (196 households) were
visited twice by the same enumerator.

*Note that the enumerators were randomly assignéwuseholds in round 1, while in round 2 one
enumerator visited one or more villages. In ouada® percent of households (196 households) were
visited twice by the same enumerator.

%We excluded households that did not grow rice. €hesre households that were raising livestock or
who had abandoned the land and were looking f& jolurban areas.
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The contract was explained in the following fourysialn theControl group, the
enumerators gave households rice insurance flyetsaent through the information
about the contract. Then household heads were daskdtout a short survey about
their age, education, insurance experience, disasbeperienced in recent years,
production, social networks, risk attitudes andcpption of the probability of future
disasters.

In the Calculationgroup, the enumerators followed the same proceaiia the
control group but additionally calculated the expdcbenefit of buying insurance if
zero, one, two or three disasters were to happeihén following ten years.
Enumerators went through the calculation with hbots and told them the
summary: “According to our calculations, if thesenio large disaster in next 10 years,
it is better to not buy any insurance in the follogv10 year. If there is at least one
relatively large disaster, it is better to alwayy Imsurance in the following 10 years.”

In the Game 20%and Game 10%) groups, the enumerators followeddnee
procedure as in the control group and then plagiednypothetical insurance games
with 20% (or 10%) probability of disaster for tesunds. The game was played in the
following way. Household heads were first asked tivbethey would hypothetically
like to buy insurance in 2011 and then played &igtwith 20% (10%) probability of
a disaster. We implemented the lottery by drawarglomly from a stack of cards; for
example, in theGame 20%ase, two out of ten cards signified disaster. rAftes
lottery results were revealed, enumerators helpedhbusehold heads calculate the
income from that year based on the expected ing@nacre and insurance payments.
The game was then played for another nine rouras fiypothetical year 2012 to
year 2020°’At the end of the game, we gave households the #zfiorenation as in
the Calculation group. Note that the game treatment provided mdy dinancial
education but also the second source of randorarzatie number of the hypothetical
disasters experienced during the games is randdmize

In a crossed randomization, we also randomized velnehouseholds were
informed at the end of round 1 of the actual prdigbof disaster, which local
government officials estimate at 10%. This rand@tidm is interacted with how the
contract is explained; thus, we have eight gronpstal.

To summarize, th€alculation treatment provides households with information
about the expected benefits of insurance. Tane treatment makes households
acquire (hypothetical) disaster experience andigesvhouseholds with information
about the benefits of insurance. The (crosskddrmation treatment provides
households with information about the risk of disas

Risk attitudes and the perceived probability olifatdisasters were elicited for
all households. For those who were assigned to gdayes, the above two measures
were elicited after playing the insurance gamesnfaring these measures between
the game group and the other groups allows usstomieether playing games changes

3 The setup implies that 89 percent of householdséGame 20%group and 65 percent of the
households in th&ame 10%group were expected to experience at least onstdisan our data, 82
percent of households in tBame 20%group and 66 percent of households in@sne 10%group
experienced at least one disaster.
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these parameters and further changes the actusdaimee take-up‘Risk attitudes
were elicited by asking households to choose betwsaeasing amounts of certain
money (riskless option A) and risky gambles (rigiption B) in Appendix TableA2
Panel A. We use the number of riskless optionsrasasurement of risk aversion.

The perceived probability of future disasters wiasted by asking households
“what do you think is the probability of a disastieat leads to more than 30 percent
yield loss next year?” We used a simple mechangsitustrate probability, which
might be a difficult concept for households witmiied educatiori?

3.2 Survey Data

We implemented the survey in three waves. In thst fvave (181 households,
August 2009), we implemented only the control &aine 20% the no information
treatment. In the second wave (379 householdsy &&atch 2010), we implemented
the control, theCalculation andGame 20%n the no information treatment. In the
third wave (325 households, late March 2010), wel@mented all eight interventions.
Because th€&ame 10%group and the information treatment were only cmbed in
the third wave, we oversample tame 10%group; the total sample sizes of the
Game 10%group and the information treatment are smallan i the other groups.

Table 1. Summary Statiticsand Randomization Check

Wave 1 Wave 2 Wave 3
Control Game p-value* Control Calculation Game p-value** Control Calculation Game Game p-value**
20% 20% 20%  10%
Panel A:before
playing the game
Age 46.90 50.44 0.05 51.43 50.86 5299 0.34 50.64 48.27 52.48.53 0.23
(11.33) (12.37) (11.41) (11.67) (12.32) (12.28) (11.47) 2.28) (12.17)
Education” 138 1.32 0.57 1.30 1.30 1.35 0.84 1.45 1.37 141 1.44 0.94
(0.75) (0.82) (0.78) (0.71)  (0.82) (0.78) (0.85) 0.93) M9
Household Size 480 5.04 0.62 5.05 5.25 5.26 0.80 4.48 4.60 .31 4 4.58 0.75
(1.79) (2.30) (2.52) (2.84) (2.89) (1.29) (1.39) (1.69) 5@).
Area of Rice

\ 1214 1208 097 890 920 890 094 1028 1191 1046 11.25.69 0
Production (mu)

(9.58) (7.56) (751)  (7.90) (7.79) (5.42) (1357) (10.257.30)
Share of Rice Income g o g505 076 6430 6313 6024 050 90.8  89.45  87.34 887.30.52
in Total Income (%)

(21.16) (24.19) (28.2) (27.07) (28.04) (14.79) (15.58) .78 (16.99)

Loss in Last Year (%)

6.72 6.98 0.92 24.29 22.96 2301 0.79 31.60 29.38 26.94 29.3D.53
(self-report)

(15.14) (16.91) (15.41) (15.12) (15.33) (18.02)  (15.30) 3.65) (17.51)
Panel B:after
playing the game
Risk Aversion 413 416 410 095 3.20 3.23 3.04 311  0.90
(1.45)  (1.44) (1.43) (152) (144) (159) (L.71)
Perceived Probability 2310 2233 2164 076 2410 2315 21.38 23.80 030
of Future Disaster
(15.77) (15.52) (14.53) (9.83)  (9.26) (9.26) (9.38)
Take-up(%) 019 024 042 017 017 032 001 0.28 0.39 0.37.36 0 0.61
(0.39) (0.43) (0.38) (0.38) (0.47) 0.45)  (0.49)  (0.49) 48).
Observations 8 95 121 124 134 52 73 49 151

Note: standard deviations are in the parentheses.

e did not ask these questions before the gamphyiérs had decided to act consistently with their
answers, this would have obscured the treatmeecttsff

%The enumerators gave sample individuals 10 smatphalls and asked them to put these paper balls
into two areas: (1) no disaster reducing yield ntbea 30% next year and (2) disaster reducing yield
more than 30% next year. If households put two phpbs into area (2) and eight paper balls intaar
(1), their perceived probability of future disastearound 20%.
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*P-value in wave 1 is for F test of equal meansaaf groups
** P-values in wave 2 and 3 are for Wald test afi@cmeans of three and four groups
***Education is coded as follows: O-illitracy; 1-pnary school; 2-secondary school; 3-high schodlollege

Table 1 presents summary statistics and balanaksiseparately for each wave.
In total, we visited 885 households in round 1 &éhouseholds in round 2. The
overall attrition rate between round 1 and roun&2w.8 percent. While the attrition
was slightly higher in the game group, 9.8 perctan in the control and calculations
groups, respectively 6.2 and 5.6 percent, the rdiffee in attrition between groups is
not statistically significant. Attrition was 11.&peent in the information group, which
is not significantly different from the 10.4 perteattrition in the no information
group in wave 3.

The summary statistics show that household headalarost exclusively male.
The average education level is between primary adcaod secondary school. The
average individual is risk averse. The randomirattbeck shows that most control
variables are balanced. The only exception is ithatave 1, the households in the
game group are older than those in the controlmrblowever, the regressions in the
next section show that the relationship betweere-tgk and age is in any case
insignificant.

4. Empirical Result
4.1 The Impact of Hypothetical Experience on Actual Take-up

In what follows, “Game” refers to households whorevassigned to th&ame
20% group or theGame 10%group. As shown in Figure 4, the take-up ratehef t
control group is 19.8 percent, while that of thécakation group is 24.7 percent. In
the game group, the take-up is 32.3 percent. Titk, the game and the calculation
treatment increase take-up, but the game treatisembre effective.
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Take-up

N - N=387
N=186

3
|

N=243

Mean of take-up
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A
|

[ [ [
Control Calculation Game
Group

Figure 4 Treatment effect

Note: This figure shows the treatment effect of ¢ca&ulation group and the game group. In the cbmfroup, the take-up is
19.8%. In the calculation group, the take-up insesato 24.7%.In the game group, the take-up inesets32.3%. It suggests
that both the game treatment and the calculateatrirent increase the actual take-up and the gaatentent is more effective.

Figure 5 shows the treatment effects of the gaeetrirent and the calculation
treatment when interacted with the information timeent. In the no information group,
the pattern is similar to Figure 4. However, thengareatment increases the take-up
and is more effective than the calculation treatmén the information group, the
take-up rates of three groups are similar. Thigyests that the game treatment and
the calculation treatment are not as effective with interaction of information
treatment.
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Figure 5 Treatment effect by the information treatment
Note: This figure shows the treatment effect byittfiermation treatment. Without the informationateent, the game treatment
is more effective than the calculation treatmeritnWhe information treatment, the game treatmenitthe calculation treatment
is not effective.
We estimate the treatment effect on the take-upsiec through a logit
regression in (1):

buy, =a,;,+a,+ B,Tg; + B.Tc; + X, + ¢ (1)
where buy, is an indicator that takes on a value of one iideholdi in natural
village j buys the insuranceTg; is an indicator for the game treatment afq is

an indicator for the calculation treatment. Randassignment implies tha3, is an

unbiased estimate of the reduced-form intentiotréat (ITT) game treatment effect

and B, is an unbiased estimate of the ITT calculatioratment effect. X; are

household characteristics (e.g. , gender, agesysdagducation, household size, land

for production, whether they own a car, etc) amd and a, are village fixed

effects and enumerator fixed effects, respectively.is type | extreme value error

term. Since our roll-out design has three waves, iportant to control for potential
confounding variables such as the covariates (¥)fexed effects. We report marginal
effects in Table 2.
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Table 2. The Effect of Game and Calculation on | nsurance T ake-up

Specification: L ogistic regression
Dep. Var.: Individual adoption of insurance
No
Sample: All Sample Information Information All Sample
1 2 3 4 5
Game 0.092 0.119 -0.086 0.096 0.092
(0.039)**  (0.034)*** (0.172) (0.037)*** (0.038)**
Calculation 0.025 0.012 -0.009 0.029 0.031
(0.043) (0.047) (0.189) (0.042) (0.040)
%lLoss Last Year 0.207 0.200
(self report)
(0.104)** (0.110)*
Age 0.008
(0.011)
Education 0.039
(0.017)**
Household Size -0.015
(0.005)***
Land of Rice
Productiol 0.002
(0.014)
Wald Test,=p,
p-value 0.1376 0.0117* 0.5376 0.1328 0.1568
Obs. 816 674 132 816 816
Omitted Treatment Control
Mean of Dep. Var. for
Omitted Tregtment: 0.198
Fixed Effects for
Village and Enumerator Y Y Y Y
Log Likelihood -431 -335 -86 -429 -424
Pseudo R-square 0.0918 0.1057 0.0323 0.0962 0.1065

Notes: Dependent variable is individual adoptidandard errors are clustered by 16 natural villaBebust clustered standard
errors are in the parentheses. *** significant &t tevel; ** significant at 5% level; * significardt 10% level. In column 2, we
restrict the sample to households in the no infeienagroup. In column 3, we restrict the samplehtiuseholds with the
information treatment. In column 4 to 5, we add dues for missing values of control variables in tegression. In column 4,
the self reported percentage of loss in last ygandluded in the regression. In column 5, addéiarontrol variables are age
group of household head, education of household, Hezausehold size and area of rice production. &e ten observations in
column 3 because one independent variable preuittsuying perfectly and the logistic regressioopdrthem.

Column 1 presents results from the simplest passsbecification, where the
only right hand side variables are the indicatoos the game treatment, the
calculation treatment, and the village and enumesatixed effects. The marginal
effect of the game treatment (0.096) is positive significant at the 5% level. Thus,
the game treatment increases the take-up by 9c@maige points, which is about a 48
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percent increase relative to the baseline taket@0 @ercentage points. The marginal
effect of the calculation treatment (0.027) is pwei but it is not statistically
significant.

In column 2, we restrict the sample to househahdghé no information group.
The marginal effect of the game treatment (0.186)eases and the pattern is similar
to column 1.

In column 3, we restrict the sample to househatdhe information group. The
marginal effects of the game and calculation treatnare imprecisely estimated; they
are negative and not statistically significant. T#iéference in marginal effects
between the information group and the no inforrmagooup is significant at the 10%
level.

In column 4, the self reported percentage of l@st year and a dummy for
missing values are included in the regression waitlsamples. The pattern is similar
to column 1.The marginal effect of the percentafiss last year is 0.22%; this is
significant at the 10% level. Thus, the effect t#ymng games is roughly of the same
magnitude as the effect of a 45 percentage poinease in actual loss last year.

In column 5, a variety of other control variableglalummies for missing values
are additionally included in the regression withsaimples. The pattern is still similar
to column 1.Education level is positively correthtgith take-up and household size
is negatively correlated with the take-up.

In sum, the game treatment increases the insutakeeaup by 9 to 10 percentage
points, resulting in an increase of around 45 t@é&ent relative to baseline take-up
of 20 percentage points. The effect of playing ganee roughly of the same
magnitude as a 45 percentage point increase ialdogs during the previous yeatr.

4.2 Possible Channels

In order for these findings to illustrate channamre information is needed to
analyze the mechanisms through which this effeatdcavork. Possible explanations
include: (1) changes in risk attitudes, (2) changeshe perceived probability of
future disasters, (3) learning about the benefitansurance, or (4) changes in
hypothetical experience of disasters.

4.2.1 Risk Attitudes

First, it is possible that the treatment incredaks-up by changing risk attitudes.
To determine whether the game treatment chandesattifudes and increases take-up,
we run the follow regressions to test it:

buy;, =a,; + B risk; + B, Prob; +9; (2)

risk i Az, +ye 19, +y,Tc; +1; (3)

risk + B, disaster , + w;, 4)

a 4 ij ij

j

where risk; is an increasing measurement of risk aversion disdste| is the
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number of hypothetical disasters households expegk during the games. Equation
(2) analyzes the correlation between take-up asldaititudes. We restrict the sample
to the control group and the calculation group qu&tion (2) because we asked them
guestions about their risk attitudes and the peeckprobability of future disasters
before any intervention took place. In EquationdByl (4), we estimate the effects of
playing games and experiencing disasters, respgdgtiWe assume that there is no
measurement error as to risk attitudes and pertgx@bability of future disaster, and
that the estimation in Equation (2) is unbiased.
Table 3. The Decomposition Effect of Game and Calculation

Specification: OLSRegression
Individual
Adoption of Per ceived Probability
Dep. Var.: I nsurance Risk Aversion of Future Disaster
Control &
Sample: Calculation  All Sample Game All Sample  Game
1 2 3 4 5
Risk Aversion 0.035 -0.024
(0.016)** (0.182)
Fotwe Dsaster 0215 005
(0.110)* (0.165)
Game -0.015
(0.008)*
Calulation -0.011
(0.009)
giuslj;;irrsf Hypothetical 0.080 0.003
(0.138) (0.008)
Obs. 329 697 320 667 310
Omitted Treatment Control
Mean of Dep. Var. for
Omitted Treztment: 0.198 Y Y Y Y
Social-economic Variables Y ' Y Y ’ Y Y
Fixed Effects for Village
and Enumerator ’ Y Y Y Y Y
R-square 0.1397 0.1932 0.2022 0.0990 0.1896

Notes: Standard errors are clustered by 16 natdillabes. Robust clustered standard errors arehén garentheses. ***
significant on 1% level; ** significant on 5% levélsignificant on 10% level. In column 1, we réstithe sample to the control
group and the calculation group and regress adomtiorisk attitude. In column 2 to 3, we regresk @ttitude on treatment
indicator and controls. In column 4 to 5, we regrése perceived probability of future disastersti@atment indicator and
controls.

In column 1 of Table 3, estimates from (2) are enésd. The coefficient of risk
aversion (0.032) is positive and significant at % level. The coefficient of
perceived probability of future disasters (0.02it)positive and significant at the
10% level. Column 2 presents the estimates of i(®)Juding various controls and
dummies for missing values. Column 3 restrictssa@ple to households who played
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the hypothetical games and presents the estimét@d.orhe results show that the
treatment has no effect on risk aversion and thefficeent of the number of
hypothetical disasters is not statistically sigrafit.

To determine whether the game treatment changksatisudes and increases
take-up, we stack Equation (1), (2), and (3), gateeindicators for each equation, and
estimate the regression system. To account focdheelation of error terms between
each equation, standard errors are clustered byatéral villages. We test the

hypothesis: 5.V, = B,- We reject the hypothesis at the 5% level (p=0.08&h
the 95% confidence interval ranging in [-0.013,10]0 To determine whether the

number of hypothetical disasters changes riskud#g and increases take-up, we
stack Equation (1), (2), and (4) and estimate #grassion system. We test the

hypothesis: 1488, v, = B,, where 1.48 is average number of hypotheticalstisa

experienced during the games. We reject the hypwtta the 5% level (p=0.044),
with the 95% confidence interval 01483, y,, ranging in [-0.004, 0.004]. These

results suggest that changes in our measuremernslofattitudes are unlikely to
explain our main treatment effect.

4.2.2 The Perceived Probability of Future Disaster

Demand for insurance also depends on the percgivedability of future
disasters. It is possible that the games increase-up by changing the perceived
probability of future disasters. To test this chalpwe run the following regressions:

prob = ay; + yg, 19y + vy TCy +17, (5)

prob , = a,, + B disaster ; + «, (6)

j ij ij

where prob, is the perceived probability of future disastarBquation (5) and (6),

we estimate the effects of playing games and eapeing disasters, respectively. The
results of (5) and (6) are presented in columndizaim Table 3, respectively.

The treatment has a negative effect on the permeprebability of future
disasters in columns 4. The coefficient of the nemif hypothetical disasters is not
significant. Following a similar procedure as irctsen 4.2.1, we test the hypothesis

BoonVgp =B, and 14845,y =B, to determine whether changes in the perceived

probability of future disasters is the channel.ject that at the 5% level.

To determine whether the total effects of changiigk attitudes and the
perceived probability of future disasters are thammel through which the observed
effects operate, we follow a similar procedure assection 4.2.1 and test the

following two hypothesis: BisVor + BoronYep = By and

1488, v, +148B,,V,, = B,-We reject the hypothesis at the 5% level. Thesalte
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suggest that the total effects of changes in ristudes and the perceived probability
of future disasters are unlikely to explain our miaeatment effect.

4.2.3 Learning the Benefits of Insurance

It is also possible that playing insurance gamesigdes direct information about
the benefits of insurance. To test that, we compiagetreatment effect of the game
and calculation treatment; the difference betwdswseé two interventions should
indicate whether households acquire disaster expess during the games.

We run various regressions with (1) and reportpivalue of Ward testg, = .

in Table 2. In columns 1, 4 and 5, we use the wkalaple. The difference between

B, and B, is around 7 percentage points and it is not $tify significant

(p-value of Ward test is between 0.13 and 0.16¢olamns 2, we restrict the sample

to the no information group. The difference betwegp and A, is around 11

percentage points and is significant at the 5%lleve

In sum, when we consider the channel of the gaesrtrent effect without the
interaction effect of the information treatment, w@nclude that learning about the
benefits of insurance is unlikely to explain theatment effect of playing games.
When we consider the channel of the game treateféstt and interaction effect of
the information treatment, there is suggestive @we that learning about the benefit
is unlikely to explain the game treatment effect.

4.2.4 The Experience of Hypothetical Disasters

Another hypothesis is that hypothetical experiermoatters. To test this
hypothesis, we explore the randomization of the lmemof hypothetical disasters
during the game. We present Figure 6 about actala-tip and the hypothetical
disasters experienced during the games.
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Take-up by number of hypothetical disasters
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Figure 6: Take-up by number of hypothetical disasters in the games
Note: the figure shows the insurance take-up camditg on the number of disasters they experietnltethg the games. The left
two bars show the take-up of the control groupthedcalculation group.

In the Game 20%group, the take-up among households who expeidetvoe or
more disasters is higher than that among thoseexperienced zero or one disaster.
In the Game 10%group, the take-up of households who experienceddisaster is
higher than those who experienced either zero oramd more disasters. However,
given the relatively large standard deviation, Fegé provides only suggestive
evidence that the take-up rate is increasing inntlmaber of hypothetical disasters
experienced and that the take-up in the group maethypothetical disasters is greater
than that in the control group.

To understand this further, we run the followingression:

buy ij = aj + ﬂdisaster disaSter ij + Jij (7)
where disastef is the number of hypothetical disasters experigéndaring the

games.
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Table 4. the Effect of Hypothetical Games on Actual I nsurance Take-up

Specification: Logistic Regression
Dep. Var.: Individual Adoption of Insurance
Sample: All sample No information
1 2 3 4 5 6
Game 0.010 0.047 0.037 0.085
(0.059) (0.046) (0.067) (0.047)
Calculation 0.042 0.044 0.032 0.037
(0.046) (0.045) (0.051) (0.050)
Nymber of Hypothetical 0.059 0.055
Disasters
(0.031)* (0.036)
Game and No Disaster 0.030 0.060
(0.060) (0.076)
Game and One Disaster 0.046 0.064
(0.045) (0.044)
Game and Two Disasters 0.137 0.159
(0.043)*** (0.042)***
Ggme and Three or More 0133 0143
Disasters
(0.066)** (0.062)**
Number of Hypothetical
Disasters in First Half of -0.019 -0.042
Game (2011-2015)
(0.024) (0.028)
Number of Hypothetical
Disasters in Second Half of 0.070 0.072
Game (2016-2020)
(0.033)** (0.034)**
Obs. 804 804 804 664 664 664
Omitted Treatment Control
Mean of Dep. Var. for
Omitted Treatment: 0.198
Social-economic Variables Y Y Y Y Y Y
Fixed effects for village and v v v v v v
enumerator
Log Likelihood -427 -427 -426 -333 -334 -331
Pseudo R-square 0.0599 0.0864  0.0884 0.0956 0.0965 0.1021

Notes: Dependent variable is individual adoptidandard errors are clustered by 16 natural villaBebust clustered standard
errors are in the parentheses. *** significant éf level; ** significant on 5% level, * significardn 10% level. In column 4 to 6,
we restrict the sample to households in the norinébion treatment. In column 3 and 6, we regressatttual take-up on the
number of hypothetical disasters in the first Snadsiand the number of hypothetical disasters itetbte5 rounds.

The marginal effect estimated in (7) is presentecblumn 1 and 4 of Table 4. In
column 1, the coefficient (0.059) is positive anditistically significant at the 10%
level. In the no information group (column 4), theefficient (0.055) is positive but
not significant (p=0.127). Therefore, the resultggest that the treatment effects were
driven mainly by those who experienced more hypatak disasters during the
games.

Hypothetical experience might change two thingstaustanding about insurance
and vividness. We run regression in Equation (8)atalyze these two effects:
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buy, = a, + B,disaster 0, + g disaster 1, + ,disaster 2, + S,disaster 3, + ¢, (8)
where disasterk; is an indicator that takes on a value of one itigeholds
experience K disasters during the gameg, captures the understanding effect;

the difference betweern, and other coefficients captures the vividnessceffe

The marginal effect of (8) is presented in columrarti 5 in Table 4. The

coefficients of disaste0; and disastel; are positive but not statistically

significant. Indicators for more disasters are {posi statistically significant and
relatively large in magnitude. In the no informatigroup (column 4), the coefficients
are relatively larger, which is similar to what wave seen in Table 2. The difference

between 5, and f, is statistically significant at the 10% level. Hewer, we cannot

reject the hypothesis thg, and [, are the same. Therefore, we cannot distinguish

between the understanding effect and the vivideésst.

To further understand how hypothetical experiencftuences take-up, we
present the take-up conditioning on disaster infits¢ 5 rounds and in the last 5
rounds in Figure 7.

Take-up by number of hypothetical disasters

Last 5 rounds
Lo First 5 rounds
N=163 N=61
< N=151
o Calculation
; Control ~ N=186
< M 4 N=243
S
C
S~ A
=
\—! -
O -
I I I I I I I I
Control Calculation 0 1 2+ 0 1 2+

Number of hypothetical disasters
Figure 7: Take-up by number of hypothetical disasters in different rounds

Note: the left two bars show that the insurance-ak conditioning whether there is a disaster @nfitst round and last round.

The right two bars show the insurance take-up ¢mmilng on the number of disasters in the firsbbnds and last 5 rounds.
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The evidence in Figure 7 suggests that the numlbehypothetical disasters
experienced in the first 5 rounds does not infleetake-up, whereas the number of
disasters in the last 5 rounds appears to havggebeffect.

We then create two new variables: the number obtigiical disasters in the
first 5 rounds and the number of hypothetical desgsin the last 5 rounds. We run the
following regression:

buy, =a; + B,sdisaster_first5; + S disaster_last5; +J; (9)

As seen in column 4, the coefficient of “disasiarthe first half’ is negative and
not statistically significant. However, the coeifist of “disasters in the last half’ is
positive and significant at the 5% level. The cimefht suggests that experiencing an
additional disaster in the last half increases-tgkdéy 7.0 percentage points. In the no
information group (column 6), the coefficient oktlast 5 rounds is also positive and
significant at the 5% level. This pattern is robigstlifferent measurement of the first
and last few rounds. If we regress take-up on thmber of hypothetical disasters in
the first (10-n) rounds and that in the last n agjrwe find that when n equals 5,6,7,8
or 9, the coefficients of the last n rounds ardtp@sand significant at the 5% lev&.
These results are consistent with the literaturexperienced utility and recency
effects (Fredrickson and Kahneman 1993; Schreibérkahneman, D. 2000), where
they find that the affect experienced during tte¢ lamoments of the experiment
has a privileged role in subsequent evaluationd, late moments in the experiment
are assigned greater weight than earlier ones.

To summarize, we find that both the total numbedisésters and the number of
disasters in last few rounds increase take-up faignily. These results suggest that
the experience of recent hypothetical disastersiniig the channel through which the
games influence insurance decisions.

5. Models

The evidence so far implies that hypothetical elgmee influences the actual
insurance decisions. In this section, we presemtn@le model to illustrate how such
an effect could occur. In section 5.1, we show #tahdard constant absolute risk
aversion (CARA) preferences and constant relatsleaversion (CRRA) preferences
are unlikely to explain the data. In section 5.2 add a weight parameter to the
utility function to capture the influence of expmce. Then we estimate the
parameters through a maximum likelihood method (MLE

5.1 Standard Model

We first consider a simple model with CARA preferes commonly used in the
insurance literature (Einaat al.2010).
_exp( -ax)

a (11)

With CARA preferences, the consumer’s wealth doessaffect his insurance
choices. Therefore, the take-up decisions should dbtermined by the joint

u(x) =

40 See Appendix Table A4 for detail
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distribution of risk attitudes and perceived prabgbof future disasters.

Let U(a) denote the household utility as a function of iti®urance decision.

a=1 if the household buys the insurance aad 0 if the household does not buy

the insurance. Let(b,7) denote the insurance contract in whibh is the repayment

of insurance if there is a disaster andis the premium. Letx be the gross income

of rice production andp the perceived probability of future disasters. lledenote

the loss in yield. The expected utility of not buyithe insurance is:
U(a=0)=(1-pu(x)+pu(x-1) (12)

If a household buys insurance, it should earn d@smal income and pay the
premium when there is no disaster; it should hals&and receive payment from the
insurance company when there is a disaster. Thigy wfi buying the insurance is:

U(a=1)=@A-pu(x-7)+pu(x-7-1+b) (13)
The condition for the household to buy the insueaisc
U(a=1)> U (a=0) (14)

It is straightforward to show that the household®ovare more risk averse and
whose perceived probabilities of future disasteeslarger are more likely to buy the
insurance.

To test whether the standard CARA preferences cexjidain our data, one way
is to use the parameter as measured, calibrateidndi decisions and compare the
calibrated decisions with actual decisions. We @m&sthat there is no measurement
error for risk aversiond) or for the perceived probability of future disast (p).
Although we do not observe parameter, we can make use of the choices in Table 1
to estimate the intervals of thew in the utility function. The intervals otr under
CARA and CRRA are presented in Table 5. If a hoakktakes two riskless options,
a should be greater than zero and less than 0.00dé&r CARA preferences. The
details of the simulation procedures are discusségpendix C.

Table 5. Range of Risk Aversion Parameter
Number of Riskless Rangeu of for CARA Rangen of for CRRA

Options Taken u(x)=-exp(eax)/o u(x)=x""/(1-a)
0 a<-0.0121 a<-1.4
1 -0.0121w<-0.0041 -1.4€<-0.35
2 -0.0041«<0 -0.35<<0
3 0<0<0.0041 0%<0.25
4 0.0041%<0.0121 0.25€<0.5
5 0>0.0121 a>0.5
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Notes: Calculation of range of risk aversion par@mis based on the number of riskless optionstakéable Al.

We find that the mean of simulated take-up is 8% @#d the standard deviation
is 0.0049. This contradicts our actual data thattéke-up in the sample is 26.84%.
This suggests that standard CARA and CRRA prefeieace unlikely to explain our
data.

Another route is to ignorex andp as elicited. Suppose that we had not elicited
measures for risk aversion and perceived probgholit future disasters. Then we
estimate a and p in the logit formula (15) through MLE:

exp( U (a = 1)) (15)
exp( U (a =1)) + exp( U (a = 0))

We find that the model is not identifiable. Theddgelihood function reaches a

P(a=1)-=

flat region and the combination af and pfalls into the following two categories:
(1) negative a (risk seeking) andp greater 17% (2) positivex (risk averse) and

p less than 5%. This contradicts our data that @eemsk attitude implies risk

aversion and that the average perceived probabiiifyture disasters is around 20%.

In sum, both the calibrated decisions and the estichparameters contradict our
data under standard CARA and CRRA preferences. eThesults suggest that
standard CARA and CRRA preferences are unlikelgxplain the observed take-up
rates in the presence of the perceived probabdityfuture disasters which our
guestions elicited.

5.2 Model Based on Experience

We have shown that standard CARA and CRRA prefe®rare unlikely to
explain the data. In order to develop a model fhatour data, we add a weight
parameter to capture the effect of experience ftossible that households buy more
insurance because they pay more attention to disastnd benefits after they
experience the hypothetical disasters during timegaWe develop a simple model in
the following.

U(a=0)=(1-p)u(x)+pu(x-ul) (16)
U(a=1)=@Q-pu(x-7)+pu(x-17-ul+ub) (17)

where u is a parameter that measures the weight of disés$s and insurance

benefits. The idea is that households might gigse lgeight to disasters and benefits
which they experience infrequently. When they areated with games, they

experience disasters and insurance benefits duhaghypothetical games. These
hypothetical disasters draw their attention to stmaloss and insurance benefits and

increase the weight parameter.

It is straightforward to show that, under the agstiom of CARA preferences
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with inattention parametey, if a >0, then 2®5%=2>0. To the extent that playing
games increaseg!, it would increase the insurance take-up. Tottest we allow
in the group who do not play gameg, | to be different fromy in the group who

play games (). Then we estimatey, and u, with MLE and simulation. The

details of the estimation procedures are discussagpendix C.

Table6. Maximum Likelihood Estimation of Utility Function

CARA CRRA
1 2 3 4 5 6

1 0.208 0.204 0.152 0.149
s 0.370 0.339 0.269 0.262
3 -1.097 -0.689
c 0.203 0.205
K, 0.075 0.012
K, 4.254 0.735

90% Cl fory, or k, [0.106,0.391] [0.121,0.395] [0.000,0.450] [0.121,0.203].1f1,0.174] [0.000,0.082]
90% Cl forp,or k, [0.152,0.645] [0.152,0.546] [0.000,32.689] [0.152,0.645).1F4,0.311] [0.000,2.326]

t test
p-value 0.0000*** 0.0000*** 0.0000*** 0.0000*** 0.0000*** Q0000***
k-s test
p-value 0.0000*** 0.0000*** 0.0000*** 0.0000*** 0.0000*** Q0000***
Obs. 613 613 344 613 613 344
N“mbfc:r(: Draws 100 100 100 100 100 100
-a
Notes: we estimate parameters in CARA utility fuorct L(X) :—w%:@() and CRRA utility function L(X) =% through

MLE. In all columns, we constrair@ to be uniform draws from the intervals of theskriattitudes and constraif) to be
the perceived probability of future disasters froun survey data. We present the mean of coeffigisotm 100 draws of@ . In

column 1 and 4, we allow the weight parameter éndgtoup who do not play gamesj to be different from weight parameter
in the group who play gameplf). In column 2 and 5, we add to measure the utility of understanding the insceaifi they
buy the insurance. We normaliz@ to be zero in the game treatment so that the atinO s the difference of the utility of

understanding. In column 3 and 6, we assume tha theight parameter has the following structure
u=C+D(@-exp(k,f, =k, f,)) . Then we estimate both the leaming effect of actexperience @ and

hypothetical experience fkwith different measurement of actual disaster.

The result is presented in column 2 table 6. Wd fhmat the estimated mean of
4, is around 0.21 and thatz, is around 0.37. The T-test and Kolmogorov-Smirnov

test show that the mean and the distribution ayeifisantly different at the 1% level.
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Column 6 presents the result with CRRA preferenédthiough the point estimates
are different, the key pattern is similar. Thessuls are consistent with our

hypothesis that playing games increagesand thus increases insurance take-up.

Hypothetical experience might have two effects:ngjes in understanding and
changes in vividness. We add another paramétein (17):

U(a=1)=@QA-pu(x-7)+pu(x-7-ul+ub)+s (18)

where 0 measures the utility of understanding insurandbef/ buy the insurance.
The intuition is that households would be less gapphey buy something they do
not understand than something they understandighitneapture ambiguity aversion
and it is a reduced form in our model. We normalizeto be zero in the game
treatment so that the estimated is the difference of the utility of understandinge

estimate 1, 4, and o0 with the same procedure to estimgte and y,. The
results are presented in column 3.

The estimated mean ofy, is about 20.4% andv, is about 33.9%. The T-test

and Kolmogorov-Smirnov test show that the mean &hd distribution are
significantly different at the 1% level. The estied mean ofd is -1.097 and the
t-test shows that the mean is significantly différfom zero at the 1% level. Since
we normalize d to be zero in the game treatment, this means tteatutility of
understanding is higher in the game treatment. i@old presents the result with
CRRA preference. Although the point estimates #ferdnt, the key pattern is similar.
These results are consistent with our hypothesas phaying games increases the
understanding and vividness and thus increasdasbeance take-up.

In order to understand the empirical relationshgiween experience and the

weight parameter, we model following the lead of Agarwadt al. (2011).
4 =C+D(@-exp(k, f, —k, f,))
where k,,k,,C,D> 0 and C+D<1.

f, is actual experience, measured by percentage safstédirs reducing yield

a

more than 30% in the past 3, 2 or 1 yeafs. is hypothetical experience, measured

by percentage of disasters during 10 rounds of garke and k, capture the rate of

learning from actual experience and hypotheticapeeence. With enough
experiences, attention saturates to C + DCH D =1, attention is perfect in the long
run, but if C+ D <1, attention is imperfect, even in the long run. ¢Jeve assume

C+ D =1. Then we could estimat&, and k, and compare the effect of actual and
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hypothetical experience.
In column 4, we estimate the learning effect ofhbattual experience {kand

hypothetical experience f{k under CARA preferences.f, is measured by

percentage of disasters reducing yield more th&f iB0the past 3 years. The mean of
kais 0.075 and the mean ofik 4.254; they are significantly different at tH# level.
Column 8 presents the result with CRRA preferenédthiough the point estimates
are different, the key pattern is similar. Thessults suggest that both actual and
hypothetical experience matter. Moreover, expegammuired in the recent insurance
game has a stronger effect on the actual insurahkeeup than that of real disasters in
the previous year.

6. Conclusion

It is important to understand why the take-up f@ather insurance is low even
when farmers face substantial natural risks. Wedyappnovel method of financial
education and test for the role of experience aormation in weather insurance
take-up in rural China. We find that playing inswza games increases the actual
insurance take-up by 9.6 percentage points, a 4&¥gase relative to the baseline
take-up of 20 percentage points. We investigate pibgsible mechanisms through
which this effect could work, and find that changesexperience of disasters and
insurance benefits are very likely to be the channe

There is mixed evidence in the literature as to tivrefinancial education is
effective to change individual decisions. Why isaficial education effective
sometimes but not others? Under what circumstaisdasancial education effective?
This paper shows that financial education with d$ated experiences can help
increase insurance take-up in rural areas. Gaural €011) finds similar results in
India. Song (2011) finds that learning the conadptompound interest has a positive
and significant effect on weather insurance adogtiaural China. These suggest that
we should first identify the barriers to individyadrticipation and then apply specific
financial education to remove the barriers. Thisnsg to work better than general
financial education.

From a policy perspective, this paper suggests gbaty makers should take
into account the individuals’ biases when desighc@s, especially in rural areas
where most people are less educated. In partiquidicy makers can provide cheap
financial education to overcome individual consttaiand thus improve individual
welfares.

From a methodological standpoint, this paper is ragnthe first to use a
laboratory experiment as an intervention in thédfiexperimenf! We find that the
laboratory experiment influenced the field behawumour setting. By using laboratory
experiments, researchers can explicity manipulatere variables which are
endogenous or are otherwise difficult to manipul&er example, Malmendier and
Nagel (2010) find that individuals who have expeced low stock-market returns
throughout their lives so far are less likely tatiggpate in the stock market. However,

“IAs far as we know, the method is similar to Caeteal. (2008) and Gauraet al(2011)
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it is difficult to manipulate experience in order influence individual decisions. In
this paper, we use a laboratory experiment to sitaudxperiences and influence field
behaviors. We hope to explore in future researcletidr this can apply to other
settings.
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Chapter Three:  An Experiment on Reference Points and Expectations

1. Introduction

Kahneman and Tversky's (1979) prospect theory i# dexumented in the
economic and psychology literature. In this theding evaluation of an outcome is
influenced by how it compares to a reference pding degree of diminishing
sensitivity, loss aversion and nonlinear probapiliteighting. What determines a
reference point is an important and open questiodiscussion. The status quo is one
candidate for the reference point, which implieat tindividuals are reluctant to give
up things they currently possess. Alternativelypextations are taken to be reference
points (Koszegi and Rabin 2006, 2007), meaningitidividuals are reluctant to fall
short of their beliefs. These theories about refegepoint determination have
different implications due to loss aversion bel@ference point.

In the theories of expectation-based referencetgoihere are two lines of
literature. One line of literature is the deterntioia of certainty-equivalent reference
points in models of Disappointment Aversion (DA)(B1985; Loomes and Sugden
1986; Gul 1991). In DA models, the reference p@nmhodeled as the expected utility
certainty equivalent of a gamble. The outcome awated by comparing it to a fixed
number which equals the expected utility certaiatpivalent. Another line is the
determination of stochastic reference distributiamsthe more recent models of
Koszegi and Rabin (KR) (2006, 2007). In the KR mdbe reference point is the full
distribution of expected outcomes. The outcomevauated by comparing it with
each expected outcome and then integrating overdibgibution of expected
outcome.

This paper tests to what extent expectations aadstatus quo determine the
reference point based on different theoretical iocaplons. | conducted a controlled
lab experiment in which | explicitly manipulatedpectations and exogenously varied
expectations in different groups. | first randonsiglit the sample into the control
group and the treatment group. Then | sent infaonab these groups in an email 24
hours before the experiment. For the control grdbp, email said that they will
receive a fixed amount of payment for the experimEar the treatment groups, the
email said that they will receive a lottery as paymn When the subjects were in the
lab, the treatment groups would play a lottery. mheth the control group and the
treatment group would answer 60 risk-attitude daastto elicit their risk attitudes
following the Holt and Laury (2002) procedure. THdference between the two
groups will help to identify the role of expectatgoand the status quo as reference
point. In particular, | explicitly manipulated e>giations to be stochastic so that |
could shed light on the distinctions between DA el@hd KR models.

| also explored the second source of variatiorxdgenously varied the time of
receiving new information and tested whether irdlials assimilated new
information into their reference points, and if sb,what rate. | randomly split the
overall treatment group into two groups: the “natig” treatment group and the
“waiting” treatment group. The “no-waiting” groupnswered the questions
immediately after they discovered the realizatibnthe lottery. The “waiting” group
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filled out a survey about their social economic Kground after they knew the
realization of the lottery, and then—after a fewnates—answered the questions. The
key difference was that the waiting group risktattes were elicited five minutes
later than the no-waiting group. This second sowofceariation further identified the
role of expectation as reference point becausértiieg of new information does not
influence the status quo. | also varied the payaffd probabilities in the questions
measuring risk attitudes so that | could use MLHdiatly estimate the reference
points and the preferences based on the referamces p

| find that those who have higher expectationdess risk averse, and those who
have lower expectations are more risk averse. Bhienated reference points from
MLE are higher in the group with higher expectasioifhese results suggest that
expectations play a role to determine the referg@oaat. | also find small diminishing
sensitivity, significant loss aversion, and sigrafit nonlinear probability weighting.

To investigate the relative importance of expeotatiand the status quo, | nested
the two models and estimated the weight on eachemddind that the weight on
expectation is 0.71, which suggest that both exgpects and the status quo determine
the reference point but expectations play a mopomant role.

To compare the model of the certainty-equivalefdresmce point with that of the
stochastic reference point, | explicitly maniputhexpectations to be stochastic. The
structural estimation suggests that the model ®fstbchastic reference point fits my
data better than that of the certainty-equivaleférence point.

| also exogenously varied the time of receiving nieWormation and tested
whether individuals adjust new information into itheference points and the speed
of the adjustment. | nested the model of full asipent and that of no adjustment, and
estimated the weight on each model. The weighthenniodel of full adjustment is
0.54, which suggests that subjects adjust referpoitegs quickly.

My work contributes to the literature in the follmg ways. First, it provides
evidence on the question “What determines the eater point?” | test to what extent
expectations and the status quo play a role. Mamyiqus empirical research
assumed the status quo, lagged status quo asféhenee point or treated reference
points as latent variables in different contéktsh some recent research, reference
points are treated as expectations in the contetdxo drivers labor supply (Doran
2007; Crawford and Meng 2011), large stake riskpiads (Post et al. 2008),
insurance choices (Barseghyanal. 2011), professional golf (Pope and Schweitzer
2011) and competition in a real effort sequentiakmtournament (Gill and Prowse
2010). This paper differs from the above in thatexogenously manipulate
expectations and expectations are induced to lsbastc.

There are related laboratory experiments that etgdicitly manipulate subjects’
expectations, and then check whether this manipulainfluences their effort

2 For example, Tversky and Kahneman (1992), and Tanaka et al. (2010) assume the status quo as
reference point in their lab experiments. Reference points are assumed to be lagged status quo
(purchase price) for small investors (Odean 1998) and for homeowners (Genesove and Mayer 2001).
In the literature of negative elasticity of labor supply and income targeting, most research treated
reference points as latent variables (Camerer et al. 1997; Farber 2005; Fehr and Gétte 2007; Farber
2008).
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provision (Abeleret al. 2011) or valuation for some products (Smith 20B8¢son
and Fuster 2010; Heffetz and List 2012). The figdiof most papers are consistent
with reference-dependent models and support themabat reference points are
expectations. There is one exception: Heffetz aistl (2012) manipulate subjects’
expectations about owning a product and find treoement effect. But the effect is
unlikely to be due to expectations as referencentpoiThis paper is similar with
regard to the manipulation, but differs in thedaling aspects: first, this paper studies
whether the manipulation of expectations influent&sattitudes, not effort provision
or valuation. Second, expectations were manipula®dstochastic, and reference
points were modeled as certainty equivalent andhsistic in structural estimation.
Moreover, | exogenously varied the time of recegvirew information, which further
identifies the role of expectation as referencepoi

Second, my research sheds light on the differersivas of expectations-based
reference-dependent models. Sprenger (2010) usesinttonsistency of utility
elicitation between probability and certainty egient methodology to distinguish
the DA model from the KR model. In my experimentexplicitly manipulated
expectations to be stochastic and elicited riskudtts after the expectations have
been realized, shattered by unfavorable outcomesjrpassed by favorable outcomes.
The detailed choice data helped me to estimatecén®inty-equivalent reference
points and the weights on the stochastic refergotets as well as the preferences
based on the reference points. Therefore, my reflsedeepens our understanding
about different expectations-based models.

As far as | know, this paper is among the firsjdiotly estimate the reference
points and other parameters in utility functions.the previous research estimating
structural parameters in reference-dependent modefsrence points are either
assumed to be the status quo (Tversky and Kahn&@ff) Tanakat al. 2010) or in
a Preferred Personal Equilibrium (Sprenger 20100 er Choice-acclimating Personal
Equilibrium (Barseghyaet al.2011)*® Rabin and Weizsécker (2009) jointly estimate
the reference points and other preference parasneteeference-dependent models.
This paper is similar with regard to joint estinoati but differs in that | manipulated
the stochastic expectations and varied the timeecoéiving new information. Since
individuals might not be in personal equilibriurhgtestimation should be closer to
the reality.

Third, this research provides evidence on the spafeédjustment of the
reference point by exogenously varying the timeegkiving new information. Slow
adjustment can generate lower risk aversion aftesds and after gains. Pestal.
(2008) specified a lagged function for adjustmefttie reference point, and

3 Koszegi and Rabin (2006, 2007) present thesenaitiExpectations equilibrium concepts. The
Unacclimating Personal Equilibrium (UPE) is theqmeral equilibrium in which individuals’ choices
correspond to expectations. The Preferred Per&malibrium (PPE) is the UPE with the highest
ex-ante expected utility. The Choice-acclimatingsBeal Equilibrium (CPE) is the personal
equilibrium in which individuals’ choices correspbto expectations and the choices are committed
well in advance of the resolution of uncertainty.
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estimated the influence of initial expectations aedent outcomes. Their results
suggest that reference points tend to stick taesarblues; this effect is stronger for

recent outcomes than for initial expectations. @ild Prowse (2010) estimate the
adjustment of reference points in a real effortusedial-move tournament. They find

that reference points of second mover adjust tiv tdven effort choice quickly, which

is consistent with Choice-acclimating Personal Houum. This paper differs in that

| not only estimated the speed of adjustment adregfce points, but also exogenously
varied the time of receiving new information. Thiecond source of variation further
identified the role of expectation as referencenpand adds more evidence on the
adjustment of reference points.

The rest of the paper proceeds as follows. In &ecf, | describe the
experimental design. In Section 3, | show the theoodel and its implications under
different assumptions of reference points. The neanpirical results are discussed in
Section 4. | estimate the structural model, inclgdhe certainty-equivalent reference
points and the weights on the stochastic refergoets as well as the preferences
based on the reference points. | conclude in Seétio

2. Experiment Design
The timeline of the experiment is described in Féglt

Email 24 hours before  Experiment begins: Assignthe money Playthe bets to
the experiment repeatthe email they will receive  measurerrisk attitudes

No waiting

L | | |
group .
survey

Email 24 hours before Experimentbegins:  Assignthe money Playthe bets to
the experiment repeatthe email they will receive measure risk attitudes

Waiting

! Il | ]
group ]
survey

Figure 1 Timeline
Note: This figure shows the timeline for the no-ivaj group and the waiting group
| first randomly split the sample into a contrologp, “no-waiting” treatment

group, and “waiting” treatment group. Then | serformation to these groups in an
email 24 hours before the experiment. Control graaipandomly split into three
subgroups: the $10 control group, the $15 controug and the $20 control group.
For the $10 control group, the email says, “Durtiihg experiment, you will finish a
short survey. After the survey, you will receive0$1For the $15 and $20 control
groups, the email says similar information excaptamount they are going to receive.
For the treatment groups, the email said, “During ¢xperiment, you will finish a
short survey. After the survey, you have 1/3 chataceeceive $10, 1/3 chance to
receive $15, and 1/3 chance to receive $20.” Whenstibjects were in the lab, the
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treatment groups would play a lottery and then régicewhether they would receive
$10, $15, or $20. Then both the control group dredtivo treatment groups would
answer 60 risk-attitude questions to elicit thesk @attitudes following Holt and Laury
(2002) procedure (discussed below). In order tb wdsether subjects would adjust
new information into their reference point and hquickly, the overall treatment
group was split into two groups: “no-waiting” angditing.”

As described in Figure 1, the “no-waiting” groupsaers the questions
immediately after they discover whether they wéceive $10, $15, or $20. The
“waiting” group fills out a survey about their satieconomic background after they
know whether they will get $10, $15, or $20, anehth-after a few minutes—answers
the questions. The key difference is that the waiggroup risk attitudes are elicited
five minutes later than the no-waiting group.

My design allows me to split all the subjects iitgroups in the following table.

Table 1. Summary of L otter-Choice Treatments

Control group “No waiting” treatment ~ “Waiting” treaent
Comparison 1 People who receive $1Beople who receive $1Beople who receive $10
from Control 1 from lottery (loser) from lottery (loser)
Comparison 2 People who receive $28ople who receive $1Beople who receive $15
from Control 2 from lottery from lottery
Comparison 3 People who receive $26ople who receive $2People who receive $20
from Control 3 from lottery (winner) from lottery (winner)

This approach allowed me to undertake three commmasi about the subjects’
risk attitudes. For example, in comparison 1, | pared the risk attitudes among
people who receive $10 from Control 1; people wbceive $10 from the lottery in
the no-waiting treatment; and people who receive f6dm the lottery in the waiting
treatment. Since the only differences among theggavere expectations at the time
of choice and how long ago (24 hours vs 5 minutiesy were formed, | was able to
test whether and how expectations matter.

For comparison 1, | use Tables Al, A2, and A3 ftaeitetisk attitudes. For
comparisons 2 and 3, the tables are similar (sgeergix). The subjects are told that
one of the bet outcomes will be randomly chosepast, so that they will report their
true risk preference. In the experiment, subjelst®se from option 1 and option 2 for
each question. For table A1, when the probabilitg digh payoff increases (moving
down the table), a subject should switch from aptlo(riskless option) to option 2
(risky option). The more riskless options the sabjakes, the more risk averse the
subject is. | use the number of riskless optiorieennaas a measurement of risk
aversion. The measurement from Table Al is “measurdfter Table Al, subjects
answer one summary question in Table A4: “Now yaweha choice between (1)
Keep the $10 (2) Take the following bet: p% probgbto get $15 and (100-p) %
probability to get $5. What is the minimum probapilp% that you will choose
choice option 2?” “Measure 2” is calculated fromsttsummary question. For
example, if p=52, then measure 2 is 9 because ubge@ would take 9 riskless
options if he/she answers the questions in Table 1.
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The subject then answers the questions in TableaA@ Table A3. The
measurement from Table A2 is “measure 3”. Afterl@ah2 and Table A3, subjects
answer similar summary questions in Table A4. “Meas4” and “measure 6" are
calculated from these summary questions.

These tables differ in the following way. In Tald&, | fix the payoff but change
the probability in the risky options. In Table AlZfix the probability but change the
payoff in the risky options. In Table A3, | fix thissky options but change the riskless
options. There are summary questions after TablesA® and A3. The purpose is to
have several measures of subjects’ risk attitudebat | can check the robustness of
the results.

3. Theoretical Framework and Predictions

This section analyzes the predictions of the imetons if expectations
determine reference points. In Cumulative Prosphlebry, | employ the specification
from Post et al. (2008):

(x - RP)“ if x> RP

_ 1)
-A(RP=-x)" if X< RP

u(x|RP) = {
A >0 is the loss-aversion paraméfeRP is the reference point that separates losses
from gains, anda >0 measures the curvature of the value functiondirainishing
sensitivity*

| also consider the one-parameter form of DrazeateB's (1998) axiomatically
derived weighting function:z(p) =exp((-Inp ) ) The probability weighting
function is linear if y =1, as it is in EU. If y <1, the weighting function is inverted
S-shaped, i.e., individuals overweight small proliteds and underweight large
probabilities, as shown by Tversky and Kahneman9Z)9If y>1, then the
weighting function is S-shaped, i.e., individuatddarweight small probabilities and
overweight large probabilities.

There are three properties in the utility functiaiminishing sensitivity, loss
aversion and nonlinear probability weighting. Theseperties have the following
implications on risk attitudes elicited from Talfd, A2 and A3. More diminishing
sensitivity implies more risk aversion in the gdimmain and more risk seeking in the
loss domain. More loss aversion implies more rigirsion around the reference point.
More nonlinear probability weighting implies moriekr aversion in the gain domain

* Koszegi and Rabin (2006, 2007) assume that ovetiity has two components: consumption
utility and gain-loss utility. They also assunag > 0 to be the weight the consumer attaches to

gain-loss utility and A, >1 to becoefficient of loss aversion in gain-loss utili§ince 77 is not

identifiable, | just use gain-loss utility in myesgification and the estimated is 1+/]—KR’7 under
1+n

KR's assumptions and the reference point r is zero.

*> The original formulation of prospect theory allofus different curvature parameters for the domain
of losses and the domain of gains. To reduce thebeu of free parameters, | assume here that the
curvature is equal for both domains.

-67 -



and more risk seeking in the loss domain.

All three properties imply more risk seeking in fhes domain than around the
kink. Diminishing sensitivity and nonlinear probltyi weighting imply more risk
averse in the gain domain than around the kinklbsg aversion implies less risk
averse in the gain domain than around the kinkr&fbee, | have hypothesis below.
Hypothesis 1. Those whose reference points are greater thanit@asell be less risk
averse.

This hypothesis can be tested in comparison 1 whenreference points of
subjects in the treatment group are greater thasetlin the $10 control group. The
predication is that those in the treatment gro@dess risk averse.

Hypothesis 2: Reference points adjust to the latest informatiooua payoff.

This implies that the risk attitudes of the waitgr@up should be similar to those
of the control group.

| do not have a clear prediction in comparison 3mvkhe reference points of
subjects in the treatment group are less than thoslee $20 control group. Those
whose reference points are less than baseline rbighess risk averse, more risk
averse, or equally risk averse. If the effects iafidishing sensitivity and nonlinear
probability weighting on risk attitudes are great®an that of los aversion, those in
the treatment group are more risk averse. Othenthese in the treatment group are
less risk averse.

4. Empirical Results

The experiment was conducted at the Experimentelab&cience Laboratory
(Xlab) at the University of California, Berkeleyh& subjects in the experiment were
recruited from undergraduate students. Each expetahsession lasted about half an
hour. Payoffs were calculated in dollars and thmiegs were paid in private at the
end of the experimental session.

A total of 396 subjects signed up for the experitreand received emails, and
306 of them actually showed up in 17 sections {(Edade A5 for detail). Table 2
presents the summary statistics of the experiment.

Table 2. Summary of L otter-Choice Treatments

Number of Number of Average earnings Standard

sessions  subjects (USD) deviation
Control 1 3 a7 10.16 3.6
Control 3 3 a7 19.98 2.03
No-waiting 6 125 14.32 5.16
treatment group
Waiting" treatment 5 87 1357 497
group
Total 17 306

The non-show up rate was 22.7%The non-show up rates for the $10 control

¢ According to the Xlab administrator, the average show up rate of Xlab experiments is about
65%-75%, and the show up rate of my experiment was a little higher than average.
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group, the treatment group, and the $20 contralgreere 19.0%, 23.7%, and 21.7%,
respectively. The Wald test shows that | cannaatefhe equality of non-show up
rates across different groups (p=0.70).

Post surveys show that 84% of subjects expectttongeey in the range of my
manipulations. In the $10 control group, 66% ofjeats expected to get $10, 26%
expected to get money between $10 and $15. In 8@ cbntrol group, 51% of
subjects expected to get $20, 38% expected to gaeybetween $10 and $20. In the
treatment group, 95% of subjects expected to getendetween $10 and $20.
Therefore, subjects expected to get slightly mbsntmy manipulation in the $10
control group and less than my manipulation in $#2€ control group. Thus, the
effects of expectation from my estimation are fkil be lower bounds.

The comparison between six measures can help tk ¢heividual consistency.
According to the design, “measure 1” should be Etmédmeasure 2” because they
are from equivalent questions. 46.4% of total sttbjave the same “measure 1” and
“measure 2”. For 77.5% of subjects, the differermdween “measure 1” and
“measure 2” is no more than 2. The patterns ardasirim other measure. These
results suggest that the measurements of riski@gst are consistent cross different
measurements.

4.2 The Effects of Expectationson Risk Attitudes

The main results are described in the followingifes:

¥ “Measure 3” should be equal to “measure 4” and “measure 5” should be equal to “measure 6”.
57.8% of total subjects have the same “measure 3” and “measure 4”. For 76.5% of subjects, the
difference between “measure 3” and “measure 4” is no more than 2. 63.6% of total subjects have the
same “measure 5” and “measure 6”. For 83.6% of subjects, the difference between “measure 5” and
“measure 6” is no more than 2.
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Risk Attitudes for Those Who Receive $10

hhiinh

measure 1 measure 2 measure 3 measure 4 measure 5 measure b
Different Measurement

12 14

10

Mumber of Riskless Options Taken
g

5]

B CONTROL(47) [N TREATMENT(88)

Figure 2 Risk attitudes for those who receive $10

Note: The figure shows the risk attitudes for thede receive $10 in the control group and the inesit groups. The vertical
axis stands for the number of riskless optionsrakeHolt and Laury table and it measures risk s@eifhe six bars in the
control group and the treatment group stand fdedint measures from the tables. “Measure 1” isveérfrom Table Al that
fixes payoffs but changes probability in risky apis. “Measure 2" is calculated from the questian ¢omparison 1) “Now you
have a choice between (1) Keep the $10 (2) Takéotlwaving bet: p% probability to get $15 and (1pP% probability to get $5.
What is the minimum probability p% that you will@bse choice 2?” For example, if p=52, then mea8ue9 because the
subject would take 9 riskless options if he/shen@nghe questions in Table 1. “Measure 3" is detifem Table A2 that fixes
the probability to 50%/50% but change payoffs skyioptions. “Measure 4” is similar to measure 2 talculated from the
question (for comparison 1) “Now you have a chdieeveen (1) Keep the $10 (2) Take the following B886 probability to
get $X and 50% probability to get $5. What is thiaimum X that you will choose choice 2?". “Measeis derived from
Table A3 that fixes the risky options but change fiskless options. “Measure 6” is similar to meas2 and 4, but calculated
from the question (for comparison 1) “Now you havehoice between (1) Keep $X (2) Take the followed: 50% probability
to get $10 and 50% probability to get $20. Whahésminimum X that you will choose choice 1?”

Figure 2 shows the risk attitudes for those wheired $10 in the control group
and the treatment groups. The vertical axis stémdthe number of riskless options
taken in the Holt and Laury tables, and it measusisaversion. The six bars in the
control group and the treatment group stand fdeiht measures from the tables. A
risk neutral subject should take 9 riskless option$able Al, 11 riskless options in
Table A2 and 9 riskless options in Table A3. In twmtrol group, the average of
riskless options taken is 9.70 for Table Al, 1Z@&0Table A2 and 8.83 for Table A3.
Thus subjects are risk neutral or slightly risk raeein the control group. In the
treatment group, the average of riskless optiokentas 8.20 for Table Al, 10.75 for
Table A2 and 7.62 for Table A3. This suggests si@dfects are slightly risk seeking or
risk neutral in the treatment group. The resultsifthe above figure show a clear and
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consistent pattern that losers in the treatmenigg@re more risk seeking than those
in the control group. This is consistent with thedry of reference-dependent utility
with expectations as reference points.

Cumulative Distributions of Risk Attitudes
For Those Who Receive $10

H —
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The Number of Riskless Options Taken
CONTROL ——— NO-WAITING
——————— WAITING

Figure 3 Cumulative distributions of risk attitudes those who receive $10
Note: The figure shows the cumulative distributiofisisk attitudes for those who receive $10 intiee different groups. The
horizontal axis stands for the average of all seasures from Holt and Laury tables.

Figure 3 shows the cumulative distributions of ris#titudes for those who
receive $10 in the three different groups. TheZumial axis stands for the average of
all six measures from Holt and Laury tables. Tlyeife shows that the risk aversion
of the control group has first-order stochastic ad@nce over that of the no-waiting
group. Kolmogorov-Smirnov test rejects the hypohékat the distribution of risk
attitudes in the control group is equal to thattle no-waiting group and it is
significant at the 5% level. This is also consistenith the theory of
reference-dependent utility with prospect theorjugaunction and expectations as
reference points.
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Risk Attitudes for Those Who Receive $20

il

measure 1 measure 2 measure 3 measure 4 measure 5  measure 6
Different Measurement
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Figure 4 Risk attitudes for those who receive $20

Note: The figure shows the risk attitudes for thedm receive $20 in the control group and the imeatt groups. The vertical
axis stands for the number of riskless optionsrakeHolt and Laury table and it measures risk s@effhe six bars in the
control group and the treatment group stand fdeint measures from the tables. The detail isaéxgdl in the note from figure
2

Figure 4 shows the risk attitudes for those wheiresd $20 in the control group
and the treatment groups. A risk neutral subjectikhtake 9 riskless options in Table
Al, 10 riskless options in Table A2 and 9 risklepions in Table A3. In the control
group, the average of riskless options taken i26lfor Table Al, 14.60 for Table A2
and 9.26 for Table A3. Thus subjects are risk ava@nsthe control group. In the
treatment group, the average of riskless optiokentas 13.17 for Table A1, 15.34 for
Table A2 and 9.14 for Table A3. This suggests susijects are also risk averse in the
treatment group. The figure shows that winnerdientteatment groups are more risk
averse than those in the control group.

-72 -



Cumulative Distributions of Risk attitudes
For Those Who Receive $20
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Figure 5 Cumulative distributions of risk attitudes those who receive $20
Note: The figure shows the cumulative distributiofisisk attitudes for those who receive $20 inttivee different groups. The
horizontal axis stands for the average of all seasures from Holt and Laury table.

Figure 5 shows the cumulative distributions of ris#titudes for those who
receive $20 in the three different groups. Thezwrial axis stands for the average of
all six measures from Holt and Laury tables. Tlyeife shows that the risk aversion
of the no-waiting group has first-order stochaslieninance over that of the control
group. Kolmogorov-Smirnov test cannot reject thedtiiesis that the distribution of
risk attitudes in the no-waiting group is equaltat in the control group (p=0.189).

In order to take into account other controls, reate the treatment effect of
expectation on risk attitudes through OLS regresst@r comparisons 1 and 3, | use
the following specification:

yi =a+ ﬁlTnowait_i + IBZTwait_i + @(i + Ei (2)

where y; is the number of riskless options taken by subjectT .. ; iS an
indicator for no-waiting treatment andl,,, ; is an indicator for waiting treatment.
X, Is other control variables such as ége and genfercaptures the treatment
effect of the expectations in the no-waiting groyp. captures the treatment effect
of the expectations in the waiting groug, — 8, captures the effect of waiting on
risk attitudes after the realization is revealex]. is assumed to be i.i.d. error term. |
focus my analysis on two subsamples: those whave@&i0 from the control group,
the no-waiting group, or the waiting group (compan 1 in Table 1), and those who
receive $20 from the control group, the no-waitigu@up, or the waiting group
(comparison 3 in Table 1). The results for six nieas are presented in six columns

in Tables 3 and 4.
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Table 3. The Effect of Expectation on Risk attitudes

Specification: OLS
Dep. Var.: Number of riskless options taken
Sample: Those who receive $10 from control, no waiting grou waiting group
Measure 1 Measure 2 Measure 3 Measure 4 Measure 5 Meaasur
1 2 3 4 5 6
No waiting group
with stochastic  -2.18 -1.80 -2.13 -1.79 -0.94 -2.98
expectations

(2.01)*»* (0.87)*  (1.10)* (1.04)* (0.87) (1.15)**
Waiting group
with stochastic  -0.87 -2.30 -1.64 -2.21 -1.68 -2.39
expectations

(1.10)  (LO1)*  (1.22)  (1.19)*  (1.21) (1.76)

Male -0.02 0.22 0.33 0.04 0.46 -1.24
(0.93) (0.84) (1.04) (0.97) (1.13) (1.28)
Year in College 0.41 0.24 0.32 0.27 0.27 0.33

(0.37) (0.32) (0.42) (0.39) (0.33) (0.36)
Chi-square test:

no
p-value 0.2565 0.6375 0.7054 0.7144 0.5575 0.7397
Omitted group Those who receive $10 from the control group
Obs. 135 135 135 135 44 44
Wave & time Y Y Y Y N N
R-square 0.0492 0.0655 0.0399 0.0896 0.919 0.1425

Notes: Dependent variable is the number of riskigg®ons taken measured by different tables; stahelaors are clustered
by each individual. Robust clustered standard erave in the parentheses. *** significant on 1%ele¥* significant on 5%

level, * significant on 10% level. Columns 1 toeéport the results of measures 1 to 6, respectively.

Table 3 presents the results of comparison 1 ineTdb The coefficient of
T.owait i fOr measure 1 is -2.18 and is significant at the|Bvel. So the losers in the
no-wéiting group choose about 2.18 fewer risklgggoas in Table Al than those who
receive $10 from the control group. It is the sgmagtern for other measures. The
coefficients of T ., ; are negative for all six measures. And they agaiicant at
the 10% level except for measure 5. So these sesulbw a clear and consistent
pattern that the losers from the no-waiting groue kess risk averse (more risk
seeking) than those who receive $10 from the cbgnaup. This is consistent with
Hypothesis 1.

The coefficient of T, ; for measure 1 is -0.87 and is not significant. e Th
magnitude of 5, (0.87) is smaller thanB, (2.18). The possible explanation is that
the losers adjust their reference points to thézesh payoffs ($10) and thus become
more risk averse. However, the p-value of the Westl 5, = 8, is 0.2565 and is not
significant. There is thus suggestive evidencelts®rs in the waiting group are more
risk averse than those in the no-waiting group \witasure 1. In measures 2 to 8,
is similar tog,. So the risk attitudes of losers in the waitingugr are similar to those
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in the no-waiting group. The reason might be thatgubjects had to first finish the
guestions about measure 1, and then answer théanseabout other measures. So
there is a time lag between the realization ofrthattery and the answers to the
guestions after measure 1. They had “waited” #sey were in the waiting group.

Table4. The Effect of Expectation on Risk attitudes

Specification: OLS

Dep. Var.: Number of riskless options taken
Sample: Those who receive $20 from control, no waiting grou waiting group
Measure 1 Measure 2 Measure 3 Measure 4 Measure 5 Mdasur
1 2 3 4 5 6
No waiting group

with stochastic 2.52 3.38 1.66 0.28 -0.40 -1.10

expectations

(0.93)*** (1.04)***  (0.86)* (1.06) (1.32) (1.58)
Waiting group with
stochastic 2.07 1.17 0.13 -0.12 0.11 -0.01
expectations

(1.16)*  (1.39) (1.04) (1.00) (0.93) (0.88)

Male -0.76 -0.90 -1.33 -0.73 -1.04 -0.76
(0.86) (1.01) (0.77)* (0.89) (0.76) (0.77)
Year in College 0.69 0.07 0.50 0.30 0.48 0.36

(0.38)* (0.57) (0.37) (0.46) (0.35) (0.45)
Chi-square test. no
waiting=waiting

p-value 0.6976 0.1215 0.1553 0.7343 0.7137 0.5151
Omitted group Those who receive $20 from the control group
Obs. 117 117 117 117 78 78
Wave & time Y Y Y Y N N
R-square 0.1262 0.1216 0.0969 0.0796 0.0928 0.1174

Notes: Dependent variable is the number of riskigg®ons taken measured by different tables; stahelaors are clustered
by each individual. Robust clustered standard erave in the parentheses. *** significant on 1%ele¥* significant on 5%
level, * significant on 10% level. Columns 1 toéport the results of measures 1 to 6, respectively.

Table 4 presents the results of comparison 3 ineTdb The coefficient of
Toowar_ i fOr measure 1 is 2.52 and is significant at thel@geél. It is the same pattern
for measures 1 to 3. So the winners from the ndhwgagroup are more risk averse
than those who receive $20 from the control grdups suggests that the effects of
diminishing sensitivity and nonlinear probabilityeighting on risk attitudes are
greater than that of loss aversion, Section 4.2 egtimate these preference
parameters.

4.2 Sructural Estimation

| have so far learned that expectations influemsle attitudes. This is consistent
with expectations-based reference-dependent moBels.how expectations might
change the utility function is not discussed. Theme at least two ways: the reference
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point could be modeled as a fixed number, whichthe expected utility
certainty-equivalent. Then outcome is evaluatecttayparing it to a fixed number
which equals the expected utility certainty equevél The reference point could also
be modeled as the full distribution of expectedcoates (KR model). Then outcome
is evaluated by comparing it with each expected¢aut and then integrating over
the distribution of expected outcome. In this settil estimate these two models to
deepen our understanding about different expeasdiased models. In particular, |
use the detailed choice data to estimate the ngrtaquivalent reference points and
the weights on the stochastic reference pointsedsas the preferences based on the
reference points.

| can provide insights into the identification dfese parameters. The lottery
choice task identifies the utility function paraerst The subjects’ choices made in
Table A3 are used to estimate the curvature oityufilinction, since | fix the risky
options but change the riskless options for allvabexogenous reference points. The
loss-aversion parameter is estimated using Tablken2e | fix the probabilities to
50%/50% but change the payoffs in risky options.e Tprobability weighting
parameter is estimated using Table Al, since Itfig payoffs but change the
probabilities in risky options in that table. Theperimental manipulation of
expectations identifies the reference points ifed#nt groups.

To estimate the parameters in the utility functibnse a random-utility model
(McFadden 1974) with a nonlinear component:

L(x-RP)"+¢& if x = RP
-LARP-x)"+¢& |if X< RP

J(x):lu(x)mzz{ (3)

g

whereeg is assumed to be i.i.d. error term and modelety@es | extreme value. The
utility is is scaled by X and the parameteris the scale parameter, because it scales
the utility to reflect the variance of the unobserpertion of utility.

Suppose the subject is asked to choose betwedke€) x, and (2) take the
following bet: p probability to getx, and (1-p) probability to get,. Let U(a)
denote the utility as a function of their choicésdets. a=1 if the subject chooses
riskless options (option 1) and = 2 if the subject chooses risky options (option 2).
The probability to choose risky options can be @nésd by the usual logit formula:

P(a=2)= exp( U (a = 2)) (4)
exp( U (a =1)) +exp( U (a=2))
With this formula and the data about subjects’ cbsj | could use

maximume-likelihood estimation to estimate the pagters in the structural model.

Given that the underlying logistic model becomeghhi nonlinear in the parameters,
| code my own estimator in Stata to estimate thrarpaters and account for potential
correlations within clusters. Below, | consider twapectations-based models: the
model of the certainty-equivalent reference poiutsl the model of the stochastic
reference points.

4.2.1 The Model of the Certainty-Equivalent Reference Points
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According to equation (3), | will estimater,A,y,0 and certainty-equivalent
reference points. The parametarsA,y,o are constrained to be positive and thus
allow the possibilities ofa >1, A <1 and y>1. The log-likelihood is calculated
through equation (4), where U(@=1=u(x) and
U(a=2) = pu(x,)+ @- p)u(x;) and p is the probability in the risky options. s@l
allow the coefficients of certainty-equivalent nefece points in the following six
groups to be different from each other: those wédaeive $10 in the control group
(rpl), those in the no-waiting treatment (rp2),sthavho receive $10 in the waiting
treatment (rp3), those who receive $15 in the wgitireatment (rp4), those who
receive $20 in the waiting treatment (rp5), andséhavho receive $20 in the control
group (rp6). | present the results in Table 5.
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Table5. Maximum Likelihood Estimation of Utility Function

Model: DA model with the fixed reference point
Consiraint: No constraint Linear.pro.bability No dimi.n.is.,hing No Io§s 4-CPE Expectation
weighting sensitivity aversion VS status quo
1 2 3 4 5 6
a 1.18 0.85 0.86 0.93 0.99
(0.05) (0.09) (0.03) (0.04) (0.06)
A 1.86 2.05 0.0000 1.56 1.25
(0.26) (0.30) (0.0000) (0.07) (0.11)
c 1.72 1.39 1.01 0.71 0.97 1.04
(0.21) (0.40) (0.05) (0.05) (0.08) (0.13)
Y 0.49 0.54 0.49 0.42 0.51
(0.04) (0.03) (0.04) (0.03) (0.06)
Weight on the new
outcome for no-waiting 0.48
group (aal)
(0.08)
Weight on the new
outcome for waiting 0.63
group (aa2)
(0.10)
Weight on expectations- 0.64
based model (aa) '
(0.07)
Fixed reference point for
$10 control group (rpl) 2.78 5.40 5.08 9.13
(1.39) (0.76) (0.44) (0.56)
Fixed rgference point for 501 15.86 6.10 10.03
no-waiting group (rp2)
(0.05) (1.03) (0.35) (0.21)
Fixed reference point for
those who receive $10in  7.32 36.77 5.64 9.75
waiting group(rp3)
(2.04) (35.50) (0.44) (0.34)
Fixed reference point for
those who receive $15in  4.92 15.38 7.00 12.60
waiting group(rp4)
(2.10) (0.67) (0.07) (1.06)
Fixed reference point for
those who receive $20 in  20.23 19.48 10.08 15.82
waiting group(rp5)
(0.17) (0.65) (2.24) (0.89)
Fixed reference point for
$20 control group (p6) 19.87 19.08 11.13 16.55
(0.61) (0.98) (1.59) (0.28)
Z testa=1
p-value 0.000*+* 0.000*** 0.000*** 0.021*
Z test: weight aa=0.5
p-value 0.044**
Chi-square test: rpl=rp2
p-value 0.0022** 0.1370
No of individuals 306 306 306 306 306 306
No of observation 14288 14288 14288 14288 14288 14288
Log likelihood -6326 -6647 -6446 -6426 -6463 -6446
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Note: I will estimate & ,/1 ,V, O and certainty-equivalent reference points intytfiinction

1) 1(x-Rp” if x=RP
ux) = :
—LARP-X7 if x<RF

through MLE. | apply 32 initials values in MLE amgtesent the maximum of log-likelihood in the 32irestions. The
parameters( ,/1 , V, 0 are constrained to be positive and thus | alloevitbssibilities of & > 1 A <1 and y > 1

| also allow the coefficients of certainty-equivatieeference points in the following six groups® different from each other:
those who receive $10 in the control group (rpi9se in the no-waiting treatment (rp2), those wéteive $10 in the waiting
treatment (rp3), those who receive $15 in the wgitreatment (rp4), those who receive $20 in thitivgatreatment (rp5), and
those who receive $20 in the control group (rp®uéin 1 presents the estimation results with aleagparameters. In column 2,
| constrain ) = 1 and estimate the model with linear probability gieting. In column 3, | constrail = 1 and estimate
the model with no diminishing sensitivity. In colard, | constrain A =1 and estimate the model with no loss aversion.
column 5, | estimate the weight on the utility frorew reference points. | also allow the weightbedlifferent in the no-waiting
group (aal) and the waiting group (aa2). In colunh compare the model of certainty-equivalent exgions as reference
points with that of the status quo as referencatpol estimate the weight on the first model.

Column 1 presents the estimation results with ellea parameters. The point
estimate ofais 1.18 and it is significantly greater than ondhat 1% level. This is
not consistent with diminishing sensitivity. Theimqoestimate of Ais 1.86 and it is
significantly greater than one at the 1% level.sTWalue of loss aversion is consistent
with loss aversion estimates from other contexte(3ky and Kahneman 1992; Gill
and Prowse 2010; Pope and Schweitzer 2011). Tim estimate ofy is 0.49 and it
is significantly less than one at the 1% level. Vhkie of y is lower than estimates
from other contexts, which is close to 0.7 (Tanekal.2010; Barseghyaet al. 2010).
The estimated certainty-equivalent reference polmise the following pattern:
rpl<rp2<rp4. The difference between rpl and rp2 is significainthe 1% level.
The difference between rp2 and rp4 is significanthe 1% level. The results are
consistent with my interventions that give diffearerpectations to different groups.

In column 2, | constrainy =1 and estimate the model with linear probability
weighting. In column 3, | constrair =1 and estimate the model with no
diminishing sensitivity. In column 4, | constraina =1 and estimate the model with
no loss aversion. Then | can use standard liketihatio tests to investigate whether
the model in column 1 fits significantly better thitdne models in columns 2 to 4. The
test statistic D has a chi-squared distributiorhwitlegrees of freedom:

D =-2[log L(constraing ) -log L(unconstraned)]

where L(constraingl) is the likelihood of the constrained model,
L(unconstraine) is the likelihood of the unconstrained model, and the difference
in the number of degrees of freedom between themwdels. The likelihood ratio
tests show that the model in column 1 fits sigaffity better than the models in
columns 2, 3, and 4 at the 1% level. These resulggest that probability weighting,
curvature of utility function, and loss aversion play an important role when the
reference point is modeled as expected utilityasety equivalent.

In column 5, | analyze how fast the certainty-eqlewt reference points adjust. |
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assume subjects will put some weight on the utitityn new reference points and the
rest on the utility from old reference points. Tégbjects do not adjust reference
points if the weight is zero and they fully adjusterence points to new ones if the
weight is one. | allow the weights to be differenthe no-waiting group (aal) and the
waiting group (aa2). The point estimate of aal48@nd of aa2 is 0.63, and both are
significantly greater than zero at the 1% levele Tdositive weight in the no-waiting
group suggests that subjects adjust referencespfaist. The difference between them
is not significant. Thus it is suggestive evidetitat the longer they wait, the more
they adjust their reference points to updated eatiens.

In column 6, | compare the model of certainty-eqlemt expectations as
reference points with that of the status quo asreeice points. | construct two utility
functions: In the first function, the reference miei are the certainty-equivalent
expectations, i.e., rp1=10, rp2 =rp3=rp4=rp5=15 gr6=20; Iin the second one, the
reference points are the status quo, i.e. all eefgx points are zero. Then | estimate
the weight on expectations. If the weight is larghan 0.5, the model with
certainty-equivalent expectations as referencetpagnbetter than that with the status
guo as reference points. The estimated weight64 @nd it is significantly greater
than 0.5 at the 5% level. This result suggests ¢xgectations are better than the
status quo as reference points in the model chiceytequivalent reference points.

4.2.2 TheModd of the Sochastic Reference Points

In the KR model, the reference point is the fuditdbution of expected outcomes.
For example, subjects expected to receive $10 Wighprobability, $15 with 1/3
probability and $20 with 1/3 probability in the maiting group. Therefore, the
reference points should be stochastic referencatpavith weights equal to the
probability: $10 with 1/3 probability, $15 with 1/@robability and $20 with 1/3
probability. In KR model, | will estimatex,A,y,0 and the weights on stochastic
reference points. The parametersA,y,o are constrained to be positive and thus |
allow the possibilities ofa >1, A <1 and y>1. The log-likelihood is calculated

through equation (4), where
U(a=1) =w,[u(x [10)+ w,, [u(x, |15) + w,, [u(x, |20)

U(a=2)=n(p) {w, [u(x, [10) +w,, [u(x, |15) + w,, [u(x, |20)}
+77(L= p) QW (X, [10) + w,, [(x, [15) + w,; [(x, |20)}

| allow the coefficients of the weights on stociaseference points in the following

six groups (i=1, ..., 6) to be different from eachest those who receive $10 in the
control group (w11, wl2 and wl13), those in the reoting treatment (w21, w22 and
w23), those who receive $10 in the waiting treatnfe31, w32 and w33), those who
receive $15 in the waiting treatment (w41, w42 amB), those who receive $20 in
the waiting treatment (w51, w52 and w53), and thoke receive $20 in the control
group (w61, w62 and w63). Sineg +w,, +w,, =1, there are 11 parameters to
estimate @ ,A, y,o0 and 12 weights in four groups) in KR model and ihot identified.
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Therefore, | constraintw,, = w,;, and estimate only 9 parameters. | present the
results in column 1 Table 6.

Table 6. Maximum L ikelihood Estimation of Utility Function

Model:

KR model with stochastic reference points KR vs DA
Congtraint: No constraint Llne\;‘;igﬁiﬁ]agblhty dimi’r\lli(;hing ;Z:gi?n a-Cl E)i,pse;t:tt:;
1 2 3 4 5 6 7
o 1.00 0.72 0.96 1.04 1.21 1.13
(0.07) (0.10) (0.04) (0.04) (0.08) (0.06)
A 2.06 2.77 2.05 1.60 1.37 1.70
(0.27) (0.28) (0.26) (0.08) (0.15) (0.12)
c 1.18 1.31 1.17 0.86 1.19 1.78 1.66
(0.22) (0.36) (0.12) (0.07) (0.11) (0.36) (0.22)
Y 0.37 0.38 0.46 0.39 0.43 0.44
(0.03) (0.03) (0.04) (0.03) (0.04) (0.04)
Weight on the new outcome for
no-waiting group (aal) 0.40
(0.09)
Weight on the new outcome for
" 0.54
waiting group (aa2)
(0.12)
Weight on expectations-based 0.71
model (aa) ’
(0.06)
Weight on KR model (aa) 1.00
(0.00)
Weight for reference point as
$10 for $10 control 0.65 0.41 0.65 1.00
group(wll
(0.07) (0.08) (0.07) (0.0000)
Weight for reference point as
$10 f%r no-waiting groSp(w21) 051 0.16 051 1.00
(0.08) (0.11) (0.07) (0.0000)
Weight for reference point as
$10 for those who receive $10 0.56 0.30 0.57 1.00
in waiting group(w31)
(0.07) (0.10) (0.07) (0.0000)
Weight for reference point as
$10 for those who receive $15 0.90 0.35 0.89 1.00
in waiting group(w41)
(0.23) (0.24) (0.24) (0.0000)
Weight for reference point as
$10 for those who receive $20  0.0000 0.0000 0.0000 0.65
in waiting group(w51)
(0.0000) (0.0000) (0.0000) (0.24)
Weight for reference point as
$10 for $20 control 0.0000 0.0000 0.0000 0.51
group(w61l
(0.0000) (0.0000) (0.0000) (0.21)
Z test:A=1
p-value 0.000*** 0.000*** 0.000*** 0.000***  0.013**
Z test: weight aa=0.5
p-value 0.000***
Chi-square test: wll=w21
p-value 0.064*
No of individuals 306 306 306 306 306 306 306
No of observation 14288 14288 14288 14288 14288 14288 81428
Log likelihood -6389 -6610 -6389 -6501 -6467 -6415 -6619

Note: I will estimate & ,/1 ,V, O and certainty-equivalent reference points intytfiinction



) Z(x-RR” if x=RP
ux) =
—2ARP-X7 if x<RF

through MLE. | apply 32 initials values in MLE apdesent the maximum of log-likelihood in the 3firaations. The
parameters( ,/1 ,V, O are constrained to be positive and thus | allosvbssibilities of & >1, A <1 and y >1.
Column 1 presents the estimation results witheales parameters in the KR model. In column 2, kaain }/ = 1 and
estimate the model with linear probability weiglgtitn column 3, | constraind = 1 and estimate the model with no
diminishing sensitivity. In column 4, | constraid =1 and estimate the model with no loss aversioreolumn 5, | estimate
the weight on the utility from new reference pointalso allow the weights to be different in thewaiting group (aal) and the
waiting group (aa2). In column 6, | compare the eiad stochastic expectations as reference poiittsthat of the status quo
as reference points. | estimate the weight oniteerhodel. In column 7, | compare the model & stochastic reference point
with that of the certainty-equivalent referencernpoi

Column 1 presents the estimation results with eMles parameters in the KR
model. The point estimate aofr is 1.00 and it is not significantly different froame.
The point estimate ofl is 2.06 and it is significantly greater than onehe 1%
level. This value of loss aversion is also consisteth loss aversion estimates from
other contexts. The estimated weights on stochastierence points have the
following pattern: w,; >w,, >w,, . The difference betweerwy;, and w,, is
significant at the 10% level. The results are cstesit with my interventions that give
different expectations to different groups.

In columns 2, 3 and 4, | estimate the models witkdr probability weighting,
no diminishing sensitivity and no loss aversiomikr to Table 5. The likelihood
ratio tests show that the model in column 1 figggicantly better than the models in
columns 2 and 4 at the 1% level. However, colunamd 3 are similar. These results
suggest both nonlinear probability weighting ansklaversion play an important role
in the KR model. But the curvature is close todine

In column 5, | analyze how fast the stochastic Wesigon reference points adjust
in the similar way to Table 5. The point estimateaal is 0.40 and of aa2 is 0.54 in
the KR model, and both are significantly greateantlzero at the 1% level. The
positive weight in the no-waiting group suggests $ubjects adjust reference points
fast. The difference between them is not significdmus it is suggestive evidence
that the longer they wait, the more they adjust tlederence points to new ones.

In column 6, | compare the model of stochastic etqi®ns as reference points
with that of the status quo as reference pointthensimilar way to Table 5. The
estimated weight on expectations is 0.71 andstgsificantly greater than 0.5 at the
1% level. This result suggests that expectatioms batter than the status quo as
reference points in the KR model.

In column 7, | compare the model of the stochastierence point with that of
the certainty-equivalent reference point. | congttwo utility functions: In the first
function, I use stochastic expectations as referenc points,
e, w, =1, W, =w,; =w,; =w; =+ , W, =0; | use -certainty-equivalent
expectations as reference points, i.e. ,rpl1=10, agB=rp4=rp5=15, and rp6=20.
Then | estimate the weight on the first model. Bs@mated weight is 1.00 and it is
significantly greater than 0.5 at the 1% level. rfEhere, the model of the stochastic
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reference point fits my data better than that efdértainty-equivalent reference point.

4.3 Calibration

| have estimated the parameters and weights onerefe points in Table 6. In
this section, | will use the estimated parametersd weights to calibrate subjects’
behavior in my experiment. Note | will only considine control group and the
no-waiting group in the calibration.

Calibration on Risk Attitudes measured
For Those Who Receive $10

14

10 12
| | |

8
1

Number of riskless options taken
6
|

ﬂ- —
T T
CONTROL NO-WAITING
Groups
B 1.Data B 2.Loss Aversion Only
I 3.Probability Weighting Only 00 4.Diminishing Sensitivity
[ 5.combination ——— 95% Confidence Interval
Figure 6

Note: | calibrate the risk attitudes for those whceive $10. | use the specification

(x - RP)“ if x = RP

U(XIRP):{—/}(RP—X)" if x < RP

and the one-parameter form of probability weightingction: 77( P) = exp(=In p)y ) . The vertical axis represents

the average number of riskless options taken frdfarent measurements. In the control group, theremce points are $20 in

the calibration. In the no-waiting group, the wegghn stochastic reference points are 0.70 on (16, on $15 and 0.15 on $20

in the calibration. There are five models in bdtl tontrol group and the no-waiting group. Theofalhg is the list of models:

1st: Actual risk attitudes in my data

2nd: No diminishing sensitivity, loss aversiongiam probability weighting@ = )/ = 1,/‘ = 1.81)

3rd: No diminishing sensitivity, no loss aversiaonlinear probability weighting@ = A= 1, y= 0.38)

4th: Diminishing sensitivity, no loss aversion,gar probability weighting(] =y= la-= 0.92)

5th: Diminishing sensitivity, loss aversion, nolar probability weighting @ = 092, A =181 and y = 0.38)
Figure 6 shows the calibration on risk attitudestfmse who receive $10. Since

the patterns are similar in different measuresisk attitudes, | report the average

number of riskless options taken in the verticas.ax
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This figure is consistent with the analysis in 88ct3. Diminishing sensitivity,
loss aversion and nonlinear probability weightingply more risk seeking in the loss
domain than around the kink. It also suggests ttheatesults of my MLE estimation
could generate the similar pattern of my reduceanfoesults: in the 5 model
combining all three properties, the difference lesw the control and the treatment
has the right direction and the levels of risktattes fall in 95% confidence interval.

Calibration on Risk Attitudes measured
For Those Who Receive $20

14

12
1 1

10

Number of riskless options taken
8
|

o —
T T
CONTROL NO-WAITING
Groups
B 1.Data B 2.Loss Aversion Only
I 3.Probability Weighting Only 00 4.Diminishing Sensitivity
[ 5.combination ———+ 95% Confidence Interval
Figure 7

Note: | calibrate the risk attitudes for those whceive $20. | use the specification

(x - RP)“ if x = RP

U(XIRP):{—A(RP—X)" if x < RP

and the one-parameter form of probability weightingction: 77( P) = exp(=In p)y ) . The vertical axis represents

the average number of riskless options taken frdfarent measurements. In the control group, theremce points are $20 in

the calibration. In the no-waiting group, the wegghn stochastic reference points are 0.70 on (16, on $15 and 0.15 on $20

in the calibration. There are five models in bdtl tontrol group and the no-waiting group. Theofalhg is the list of models:

1st: Actual risk attitudes in my data

2nd: No diminishing sensitivity, loss aversiongiam probability weighting@ = )/ = 1,/‘ = 1.81)

3rd: No diminishing sensitivity, no loss aversiaonlinear probability weighting@ = A= 1, y= 0.38)

4th: Diminishing sensitivity, no loss aversion,gar probability weighting(] =y= la-= 0.92)

5th: Diminishing sensitivity, loss aversion, nolar probability weighting @ = 092, A =181 and y = 0.38)
Figure 7 shows the calibration on risk attitudes ttwose who receive $20.

Diminishing sensitivity and nonlinear probabilityeighting imply more risk averse in

the gain domain than around the kink but loss awensnplies less risk averse in the

gain domain than around the kink. It also suggdés#és the results of my MLE

estimation could generate the similar pattern of neguced form results: in thé"5
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model combining all three properties, the diffeermetween the control and the
treatment has the right direction and the levelsstf attitudes fall in 95% confidence
interval.

5. Conclusion

What determines a reference point is an importaestijon. This paper provides
evidence whether expectations and the status qtesntiee the reference point. |
explicitly manipulated expectations and exogenowslged expectations in different
groups. Then | tested whether expectations chanigjeds’ risk attitudes. | find that
both expectations and the status quo determineefieeence point but expectations
play a more important role. Moreover, the strudtestimation suggests that the
model of the stochastic reference point fits myadaietter than that of the
certainty-equivalent reference point.

| also exogenously varied the time of receiving nieformation and tested
whether individuals adjust new information intoitheference points, and the speed
of the adjustment. | find that subjects can incaap® much new information into
reference points in a few minutes, suggesting sdjects adjust reference points
quickly. Prior work and this paper suggests thageetation, the status quo, the time
of holding previous beliefs and the time of adjugtnew information contribute to
determine reference points together. Future worulhtell these apart, with both
field and laboratory evidence.
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Tablel. Summary of L otter-Choice Treatments

Control group “No waiting” treatment ~ “Waiting” treaent
Comparison 1 People who receive $1Beople who receive $1Beople who receive $10
from Control 1 from lottery (loser) from lottery (loser)
Comparison 2 People who receive $28ople who receive $1Beople who receive $15
from Control 2 from lottery from lottery
Comparison 3 People who receive $26ople who receive $2People who receive $20
from Control 3 from lottery (winner) from lottery (winner)

Table 2. Summary of L otter-Choice Treatments

Number of Number of Average earnings Standard

sessions  subjects (USD) deviation
Control 1 3 47 10.16 3.6
Control 3 3 47 19.98 2.03
No-waiting 6 125 14.32 5.16
treatment group
Waiting" treatment 5 87 13.57 4.97

group
Total 17 306
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Table 3. The Effect of Expectation on Risk attitudes

Specification: OLS
Dep. Var.: Number of riskless options taken
Sample: Those who receive $10 from control, no waiting grou waiting group
Measure 1 Measure 2 Measure 3 Measure 4 Measure 5 Meaasur
1 2 3 4 5 6

No waiting group
with stochastic  -2.18 -1.80 -2.13 -1.79 -0.94 -2.98
expectations
(2.01)*»* (0.87)*  (1.10)* (1.04)* (0.87) (1.15)**
Waiting group
with stochastic  -0.87 -2.30 -1.64 -2.21 -1.68 -2.39
expectations

(1.10)  (LO1)*  (1.22)  (1.19)*  (1.21) (1.76)

Male -0.02 0.22 0.33 0.04 0.46 -1.24
(0.93) (0.84) (1.04) (0.97) (1.13) (1.28)
Year in College 0.41 0.24 0.32 0.27 0.27 0.33

(0.37) (0.32) (0.42) (0.39) (0.33) (0.36)
Chi-square test:

no
p-value 0.2565 0.6375 0.7054 0.7144 0.5575 0.7397
Omitted group Those who receive $10 from the control group
Obs. 135 135 135 135 44 44
Wave & time Y Y Y Y N N
R-square 0.0492 0.0655 0.0399 0.0896 0.919 0.1425

Notes: Dependent variable is the number of risktgg®ns taken measured by different tables; stahdaors are clustered by
each individual. Robust clustered standard ern@srathe parentheses. *** significant on 1% levélsignificant on 5% level,

* significant on 10% level. Columns 1 to 6 repdr results of measures 1 to 6, respectively.
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Table4. The Effect of Expectation on Risk attitudes

Specification: OLS

Dep. Var.: Number of riskless options taken
Sample: Those who receive $20 from control, no waiting grou waiting group
Measure 1 Measure 2 Measure 3 Measure 4 Measure 5 Mdasur
1 2 3 4 5 6
No waiting group

with stochastic 2.52 3.38 1.66 0.28 -0.40 -1.10

expectations

(0.93)*** (1.04)***  (0.86)* (1.06) (1.32) (1.58)
Waiting group with
stochastic 2.07 1.17 0.13 -0.12 0.11 -0.01
expectations
(1.16)* (1.39) (1.04) (1.00) (0.93) (0.88)

Male -0.76 -0.90 -1.33 -0.73 -1.04 -0.76
(0.86) (1.01) (0.77)* (0.89) (0.76) (0.77)
Year in College 0.69 0.07 0.50 0.30 0.48 0.36

(0.38)  (0.57)  (0.37)  (0.46)  (0.35)  (0.45)

Chi-square test. no
waiting=waiting

p-value 0.6976 0.1215 0.1553 0.7343 0.7137 0.5151
Omitted group Those who receive $20 from the control group
Obs. 117 117 117 117 78 78
Wave & time Y Y Y Y N N
R-square 0.1262 0.1216 0.0969 0.0796 0.0928 0.1174

Notes: Dependent variable is the number of risktgg®ns taken measured by different tables; stahdaors are clustered by
each individual. Robust clustered standard ern@srathe parentheses. *** significant on 1% levélsignificant on 5% level,

* significant on 10% level. Columns 1 to 6 repdr results of measures 1 to 6, respectively.
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Table5. Maximum Likelihood Estimation of Utility Function

Model: DA model with the fixed reference point
Consiraint: No constraint Linear.pro.bability No dimi.n.is.,hing No Io§s 4-CPE Expectation
weighting sensitivity aversion VS status quo
1 2 3 4 5 6
a 1.18 0.85 0.86 0.93 0.99
(0.05) (0.09) (0.03) (0.04) (0.06)
A 1.86 2.05 0.0000 1.56 1.25
(0.26) (0.30) (0.0000) (0.07) (0.11)
c 1.72 1.39 1.01 0.71 0.97 1.04
(0.21) (0.40) (0.05) (0.05) (0.08) (0.13)
Y 0.49 0.54 0.49 0.42 0.51
(0.04) (0.03) (0.04) (0.03) (0.06)
Weight on the new
outcome for no-waiting 0.48
group (aal)
(0.08)
Weight on the new
outcome for waiting 0.63
group (aa2)
(0.10)
Weight on expectations- 0.64
based model (aa) '
(0.07)
Fixed reference point for
$10 control group (rpl) 2.78 5.40 5.08 9.13
(1.39) (0.76) (0.44) (0.56)
Fixed rgference point for 501 15.86 6.10 10.03
no-waiting group (rp2)
(0.05) (1.03) (0.35) (0.21)
Fixed reference point for
those who receive $10in  7.32 36.77 5.64 9.75
waiting group(rp3)
(2.04) (35.50) (0.44) (0.34)
Fixed reference point for
those who receive $15in  4.92 15.38 7.00 12.60
waiting group(rp4)
(2.10) (0.67) (0.07) (1.06)
Fixed reference point for
those who receive $20 in  20.23 19.48 10.08 15.82
waiting group(rp5)
(0.17) (0.65) (2.24) (0.89)
Fixed reference point for
$20 control group (p6) 19.87 19.08 11.13 16.55
(0.61) (0.98) (1.59) (0.28)
Z testa=1
p-value 0.000*+* 0.000*** 0.000*** 0.021*
Z test: weight aa=0.5
p-value 0.044**
Chi-square test: rpl=rp2
p-value 0.0022** 0.1370
No of individuals 306 306 306 306 306 306
No of observation 14288 14288 14288 14288 14288 14288
Log likelihood -6326 -6647 -6446 -6426 -6463 -6446
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Note: I will estimate & ,/1 ,V, O and certainty-equivalent reference points intytfiinction

1(x-Rp” if x=RP

ux = :
) —LARP-X7 if x<RF

through MLE. | apply 32 initials values in MLE apdesent the maximum of log-likelihood in the 3Zrastions. The
parameters( ,/1 ,V, O are constrained to be positive and thus | allosvbssibilities of & >1, A <1 and y >1.

| also allow the coefficients of certainty-equivaieeference points in the following six group$tdifferent from each other:
those who receive $10 in the control group (rgi9se in the no-waiting treatment (rp2), those waeive $10 in the waiting
treatment (rp3), those who receive $15 in the wgitreatment (rp4), those who receive $20 in thiévgatreatment (rp5), and
those who receive $20 in the control group (rp®uéin 1 presents the estimation results with aleagparameters. In column 2,
I constrain ) = 1 and estimate the model with linear probability giing. In column 3, | constraird = 1 and estimate

the model with no diminishing sensitivity. In colam, | constrain A =1 and estimate the model with no loss aversion.
column 5, | estimate the weight on the utility froew reference points. | also allow the weightbedlifferent in the no-waiting
group (aal) and the waiting group (aa2). In col@nhcompare the model of certainty-equivalent exatons as reference

points with that of the status quo as referencatpol estimate the weight on the first model.
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Table 6. Maximum L ikelihood Estimation of Utility Function

Model: KR model with stochastic reference points KR vs DA
Congtraint: No constraint Llne\;‘;igﬁiﬁ]agblhty dimi’r\lli(;hing ;Z:gi?n a-Cl E)i,pse;t:tt:;
1 2 3 4 5 6 7
o 1.00 0.72 0.96 1.04 121 1.13
(0.07) (0.10) (0.04) (0.04) (0.08) (0.06)
A 2.06 2.77 2.05 1.60 1.37 1.70
(0.27) (0.28) (0.26) (0.08) (0.15) (0.12)
c 1.18 1.31 1.17 0.86 1.19 1.78 1.66
(0.22) (0.36) (0.12) (0.07) (0.11) (0.36) (0.22)
Y 0.37 0.38 0.46 0.39 0.43 0.44
(0.03) (0.03) (0.04) (0.03) (0.04) (0.04)
Weight on the new outcome for
no-waiting group (aal) 0.40
(0.09)
Weight on the new outcome for
waiting group (aa2) 0.54
(0.12)
Weight on expectations-based 0.71
model (aa) ’
(0.06)
Weight on KR model (aa) 1.00
(0.00)
Weight for reference point as
$10 for $10 control 0.65 0.41 0.65 1.00
group(wll
(0.07) (0.08) (0.07) (0.0000)
Weight for reference point as
$10 f%r no-waiting groSp(w21) 051 0.16 051 1.00
(0.08) (0.11) (0.07) (0.0000)
Weight for reference point as
$10 for those who receive $10 0.56 0.30 0.57 1.00
in waiting group(w31)
(0.07) (0.10) (0.07) (0.0000)
Weight for reference point as
$10 for those who receive $15 0.90 0.35 0.89 1.00
in waiting group(w41)
(0.23) (0.24) (0.24) (0.0000)
Weight for reference point as
$10 for those who receive $20  0.0000 0.0000 0.0000 0.65
in waiting group(w51)
(0.0000) (0.0000) (0.0000) (0.24)
Weight for reference point as
$10 for $20 control 0.0000 0.0000 0.0000 0.51
group(w61l
(0.0000) (0.0000) (0.0000) (0.21)
Z testa=1
p-value 0.000*** 0.000*** 0.000*** 0.000***  0.013**
Z test: weight aa=0.5
p-value 0.000***
Chi-square test: wll=w21
p-value 0.064*
No of individuals 306 306 306 306 306 306 306
No of observation 14288 14288 14288 14288 14288 14288 81428
Log likelihood -6389 -6610 -6389 -6501 -6467 -6415 -6619

Note: I will estimate & ,/1 ,V, O and certainty-equivalent reference points intytfiinction

Z(x-RR” if x=RP

ux =
9 —2ARP-X7 if x<RF
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through MLE. | apply 32 initials values in MLE apdesent the maximum of log-likelihood in the 3firaations. The
parameters( ,/1 ,V, O are constrained to be positive and thus | allosvbssibilities of & >1, A <1 and y >1.
Column 1 presents the estimation results witheales parameters in the KR model. In column 2, kaain }/ = 1 and
estimate the model with linear probability weiglgtitn column 3, | constraind = 1 and estimate the model with no
diminishing sensitivity. In column 4, | constraid =1 and estimate the model with no loss aversioreolumn 5, | estimate
the weight on the utility from new reference poirtalso allow the weights to be different in thewaiting group (aal) and the
waiting group (aa2). In column 6, | compare the eiad stochastic expectations as reference poiittsthat of the status quo
as reference points. | estimate the weight oniteerhodel. In column 7, | compare the model & stochastic reference point

with that of the certainty-equivalent referencernpoi
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Figure 1 Timeline

Email 24 hours before  Experiment begins: Assignthe money Playthe bets to
the experiment repeatthe email they will receive  measure risk attitudes

No waiting | | | |
group

24 hours Immediately 10 minutes

survey

Email 24 hours before Experimentbegins:  Assignthe money Playthe bets to
the experiment repeatthe email they will receive measure risk attitudes

Waiting [ I | J

group

24 hours 10 minutes

survey

Note: This figure shows the timeline for the no-ivaj group and the waiting group
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Figure 2 Risk attitudes for those who receive $10

Risk Attitudes for Those Who Receive $10

hhiinh

measure 1 measure 2 measure 3 measure 4 measure 5  measure 6
Different Measurement

B CONTROL(47) [N TREATMENT(88)

12 14

10

Mumber of Riskless Options Taken
g

5]

Note: The figure shows the risk attitudes for thedm receive $10 in the control group and the imeatt groups. The vertical
axis stands for the number of riskless optionsrakeHolt and Laury table and it measures risk s@effhe six bars in the
control group and the treatment group stand fdeiht measures from the tables. “Measure 1" isvdérfrom Table Al that
fixes payoffs but changes probability in risky opi$. “Measure 2" is calculated from the questiam ¢omparison 1) “Now you
have a choice between (1) Keep the $10 (2) Takéotlaving bet: p% probability to get $15 and (1pP% probability to get $5.
What is the minimum probability p% that you will@bse choice 2?” For example, if p=52, then mea2ue9 because the
subject would take 9 riskless options if he/shen@nghe questions in Table 1. “Measure 3” is detifem Table A2 that fixes
the probability to 50%/50% but change payoffs skyi options. “Measure 4” is similar to measure 2 talculated from the
question (for comparison 1) “Now you have a chdieeween (1) Keep the $10 (2) Take the following B606 probability to
get $X and 50% probability to get $5. What is theimum X that you will choose choice 2?". “Meas&eis derived from
Table A3 that fixes the risky options but change tiskless options. “Measure 6” is similar to meas and 4, but calculated
from the question (for comparison 1) “Now you havehoice between (1) Keep $X (2) Take the followeg: 50% probability
to get $10 and 50% probability to get $20. Whahésminimum X that you will choose choice 1?”
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Figure 3 Cumulative distributions of risk attitudes those who receive $10

Cumulative Distributions of Risk Attitudes
For Those Who Receive $10

— -
CQ -
QQ -
LL
[a)
O
< -
C\_I -
O —
T T T T T
0 5 10 15 20
The Number of Riskless Options Taken
CONTROL ——— NO-WAITING
——————— WAITING

Note: The figure shows the cumulative distributiofisisk attitudes for those who receive $10 inttiree different groups. The

horizontal axis stands for the average of all seasures from Holt and Laury tables.

Figure 4 Risk attitudes for those who receive $20
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Risk Attitudes for Those Who Receive $20

il

measure 1 measure 2 measure 3 measure 4 measure 5  measure 6
Different Measurement

B CONTROL(47) [ TREATMENT(70)

10 12 14

Mumber of Riskless Options Taken
g

5]

Note: The figure shows the risk attitudes for thed® receive $20 in the control group and the inesit groups. The vertical
axis stands for the number of riskless optionsrakeHolt and Laury table and it measures risk s@efThe six bars in the

control group and the treatment group stand fdedint measures from the tables. The detail isaéxtl in the note from figure

2

Figure 5 Cumulative distributions of risk attitudes those who receive $20
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Cumulative Distributions of Risk attitudes
For Those Who Receive $20

‘_| —
d)_ -
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0 5 10 15 20
The Number of Riskless Options Taken
CONTROL ——— NO-WAITING
——————— WAITING

Note: The figure shows the cumulative distributiofisisk attitudes for those who receive $20 inttivee different groups. The

horizontal axis stands for the average of all seasures from Holt and Laury table.
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Calibration on Risk Attitudes measured
For Those Who Receive $10

10 12 14
| |

8
1

Number of riskless options taken
6
|

q- —
T T
CONTROL NO-WAITING
Groups
B 1.Data B 2.Loss Aversion Only
I 3.Probability Weighting Only 00 4.Diminishing Sensitivity
[ 5.combination +———+ 95% Confidence Interval

Note: | calibrate the risk attitudes for those whceive $10. | use the specification

(x-RP)“ if x = RP

u(x|RP) = .
- A(RP - x)“ if X< RP

and the one-parameter form of probability weightiagction: ﬂ( p) = exp(—(—ln p)" ) . The vertical axis represents
the average number of riskless options taken fridfarent measurements. In the control group, tlieremce points are $20 in
the calibration. In the no-waiting group, the wegbn stochastic reference points are 0.70 on&18,on $15 and 0.15 on $20
in the calibration. There are five models in bdta €ontrol group and the no-waiting group. Theofaihg is the list of models:
1st: Actual risk attitudes in my data

2nd: No diminishing sensitivity, loss aversiongiam probability weighting@ = ) = 1/‘ = 1.81)

3rd: No diminishing sensitivity, no loss aversiaoplinear probability weighting@ = A= 1, y= 0.38)

4th: Diminishing sensitivity, no loss aversion dar probability weightingd =y= la-= 0.92)

5th: Diminishing sensitivity, loss aversion, nolar probability weighting@ = 092, A =181 and y= 0.38)

-100 -



Calibration on Risk Attitudes measured
For Those Who Receive $20

14

12

10

Number of riskless options taken
8
|

o —
T T
CONTROL NO-WAITING
Groups
B 1.Data B 2.Loss Aversion Only
I 3.Probability Weighting Only 00 4.Diminishing Sensitivity
[ 5.Combination +———+ 95% Confidence Interval

Note: | calibrate the risk attitudes for those whceive $20. | use the specification

(x-RP)“ if x = RP

u(x|RP) = .
- A(RP - x)“ if X< RP

and the one-parameter form of probability weightiagction: ﬂ( p) = exp(—(—ln p)" ) . The vertical axis represents
the average number of riskless options taken frifardnt measurements. In the control group, theremce points are $20 in
the calibration. In the no-waiting group, the wegbn stochastic reference points are 0.70 on&18,on $15 and 0.15 on $20
in the calibration. There are five models in bdta €ontrol group and the no-waiting group. Theofaihg is the list of models:
1st: Actual risk attitudes in my data

2nd: No diminishing sensitivity, loss aversiongiam probability weighting@ = ) = 1/‘ = 1.81)

3rd: No diminishing sensitivity, no loss aversiaoplinear probability weighting@ = A= 1, y= 0.38)

4th: Diminishing sensitivity, no loss aversion dar probability Weightingd =y= 1, a= 0.92)

5th: Diminishing sensitivity, loss aversion, nolar probability weighting@ = 092, A =181 and y= 0.38)
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Appendix A:  Numerical Solution of Consumer Problem
A.1Timing of event in thelife-cycle mode

An individual has cash on han, at the beginning of ageand consume<C, during
aget. At the end of agé the remaining cash on hand ¥, —C, —Q,. At the beginning of
aget+1, we first resolve the lifetime uncertainty and rtheesolve income uncertainty, if
individual survives. Nature takes a draw with ptaiy p, that the individual survives in
aget+1. If individual survives, nature takes a draw afame Y,,, according to the income
process. The individual also receives the retusmfassets,R(X, —C, —Q,) and pension
Z,,, if they are age 60 or over. Therefore, the irdiiai has cash on hanX,,, at the
beginning of agé+1.

A.2 Estimation of Exogenous Process

Survival probabilities are based on 2009 life taldlem the World Health Organization
( http://www.who.int/healthinfo/statistics/mortalitijfe tables/ery. Survival probabilities can
be calculated at any age by simply dividing the benof survivors at the terminal age by the
number at the beginning age. The data has onlyyea intervals, so we interpolate the
survival probability at each age using Piecewideictiermite interpolation to preserve the
shape of the data.

Income uncertainty and age-specific income growghestimated from the China Health
and Nutrition Study (CHNS) _(http://www.cpc.unc.goliwjects/ching a large scale
longitudinal survey conducted in nine provincesCoiina in 1989, 1991, 1993, 1997, 2000,
2004, 2006 and 2009. The survey covers coastaljlejidortheastern, and western provinces.
The CHNS also includes cities with different incolaeels, and surveys both rural and urban
residents. Although the CHNS is not a nationallpresentative sample, the provinces
covered vary substantially in terms of geographgt anonomic development. The CHNS
collects information on a wide range of individusdcioeconomic, health and nutritional
characteristics. The CHNS also includes informatarincome and wealth, which is the key
information we use in our study.

We estimate the variance of the permanent anditbpansomponent of shocksaﬁ and
Jf , using CHNS and the methodology of Carroll and Bek (1997).

To estimate the age-specific expected income gromeémneed to decompose age, cohort,
and year effects from the panel data, and to cactsage-profiles of income. As discussed in
Deaton (1997), it is not possible to decomposesthimsee effects without further restrictions.
This follows from the identity that interview yelass age equals birth year. Following Deaton
(1997), we define year dummies in a way that makesyear effects orthogonal to a time
trend:

D, =d, -[(t-1d, - (t -1)d,]

wheret=3,...,T, d, isthe usual year dummy, equal to 1 if the yeaiaisd O other wise.
We then estimate the following regression:

_ 2
InY, =a 7 +am, +cm+ Dy, + fm +u

where a, is the age,C, is a complete set of cohort dummies (less the lmidde), and f,
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is the household size. The coefficients of the @sgjons give the third through final year
coefficients; the first and second can be recovénad the fact that all year effects add up to

zero.
With these estimates, we construct household-lename uncontaminated by cohort

and time effects:
Y, =a 7, +a’7, + f, 74, +
In\?i is the income of household with family sizé and born in the middle cohort. The
average age-profiles of income can be construgte/éraging these data across households:
InY, = af, +am, + fir,

We can calculate the expected income growth ratdirby differencing the log-average
income.

A.3 Consumption Rules

We solve the optimal consumption rule by solving Buler equation. We start at dge
assumed to be 100, and solve the Euler equatidnaMipossible states (the problem at this
stage is trivial, since the household will simpbnsume all income). We move backward to
the previous period and solve for the consumptide by the Euler equation. We go all the
way to the starting age S and consequently redbeesige-specific consumption rules.

The problem consists in evaluating the expectat®inceN andU are log normally
distributed, a natural way to evaluate these imsgis to perform a two dimensional
Gauss-Hermite quadrature using the product rule:

ELU (61 (%) GuaNest)] = [ U/ (61 (%1) GiaaNaa) AR (N)AF (U)
= J'_Z f.(nuWe™ e dndu
= 2 fn,u)
i

and

R e Vo 4 e&”“”)Gme&"“” u= logU)

1
h f y =— ’ +. -
where f (n,u) s (Cu((x -c) G.. V2o,

_log(N)
J2o,

The weights @, and nodesn;, u;are tabulated in Judd (1998). In practice, we

n

performed a quadrature with 10 nodes.

We use a standard discretization method to soleeofbtimal consumption rule. We
specify an exogenous grid for cash on ha{]d,}le O [0,x™]. In practice, for each value
on the grid, x! , we find the associated consumpticm‘,, that satisfies the Euler equation.
We constrain the associated consumption to beip®sind less thar. In practice, with 50
points on the grid and 80 time periods, we mustesdhe Euler equation 4,000 times.
Consumption will be evaluated using interpolatiorextrapolation methods.
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Then we simulate optimal consumption (and therefeealth) each period for each
household by simulating income. Consider a househalith ageS the first working age.
The household is assumed to begin with zero assetszero income. We then simulate the
income according to the income process in EqudBpnand calculate consumption in &ge
according to the consumption rule in age S. We nfomeard to the next period to simulate
income and calculate consumption until we have mptete consumption path. For those
with age t > S, their initial assets are assumed to be the weéltiousehold at age. Thus,
we can simulate optimal consumption path for eamisbhold.

A.4 Bootstrapping the Confidence Interval

We bootstrap the confidence interval of the catdmacontribution levels. The detailed

block bootstrapping procedure takes the followitgps:

1. Choose the block. We assume each village is inadlggnand choose the village as
a block.

2. Resample the blocks and generate a bootstrap résahfie number of villages in
the bootstrap resample is the same as in the alidata.

3. Calibrate the contribution level for the bootstregsample. Given the optimal
life-cycle consumption path, for the householdthim resample we can calculate the
lifetime utility for each choice of contributionvel, and thus find the optimal
contribution level in the rural pension program.

4. We resample the blocks for NB=100 and calculateriban and confidence interval.

Appendix B: Measure of Financial Literacy

We use absolute distance to the correct answerettsune how close the respondents’
answers are to the correct ones. The absolutendestar each individual and each question is
calculated in the following formula:

Ex-x])=["

where x is the chosen answer arnx is the correct answer. Since all the questions are
multiple-choice questions, we assume the choseweang is a uniform distribution on

[x X,], where X and X, are two boundaries of the chosen option. For el@nthe
correct answer for Question 3 is, =574. If a subject choose the option 1 (100-300 RMB),
we assume his/her answer is a uniform distribwinrj100, 300]. Then we apply the Monte
Carlo integration method to calculate the expeatesblute distance. Note that the options for
Questions 4 and 5 are qualitative, and thus wemgstsure whether a subject answers them
correctly. If a subject does not answer the questice assume the absolute distance is the
same as that of the worst option in the questioarder to distinguish him/her from those
who answer the questiolVVe reverse the sign for absolute distance so thHagleer
value of the measure represents an answer clofeg tmrrect one.

X = ;| f (Xdx

Appendix C: Simulation and Estimation Procedures

C.1 Simulation of Insurance Take-up under Standard M odel
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We simulate the take-up decisions with the follayvateps:

1. Take a uniform draw ofa from the interval according to each householdsiads of
riskless options

2. Take two extreme type | error term and differeriet to get logistic error term

3. Use the draw ofa ,self-reported p and the error term to calculagitisurance decision
of each household and the percentage of take-tiegisimulated sample

4. Repeat 1 to 3 for 100 times and calculate the raedrstandard deviation of take-up.

C.2 MLE Estimation of Weight Parameters

We estimate /4, and 4, with MLE and simulation with the following steps:

1. Take a uniform draw ofa from the interval according to each householdsiads of
riskless options

2. Constraina to be the draw value ang to be the perceived probability of future
disasters from our survey data, then estimafeand 4, with MLE

3. Redo step 1 and 2 for 100 times to generate 00and /s,

4. Compare the distribution of, and /s,
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Table Al. Population Agingin China

1970 1990 2010 2030 2050

Population (thousands) 814,623 1,145,195 1,341,33531)38 1,295,604

Population growth rate (%) 2.74 1.61 0.51 -0.03 -0.55
Life expectancy at birth 59,4 68.9 72.7 76.4 79.1
Percentage aged 60 or over 6.6 8.9 123 244 339

Source: United Nations
*The number is the average of five years beforeyta

Table A2. Risk Attitude and Time Preference Qustions

Option A Option B
Panel A: Risk Attitude
1 50 RMB Toss a coin. If it is heads, you get 200RMB&. is tails, you get nothing.
2 80 RMB Toss a coin. If it is heads, you get 200RMR&. is tails, you get nothing.
3 100RMB Toss a coin. If it is heads, you get 200RM.is tails, you get nothing.
4 120RMB Toss a coin. If it is heads, you get 200RM&.is tails, you get nothing.
5 150RMB Toss a coin. If it is heads, you get 200RMR&.is tails, you get nothing.

Panel B: Time Preference

1 1000 RMB today 1063 RMB in one year
2 1000 RMB today 1188 RMB in one year
3 1000 RMB today 1313 RMB in one year
4 1000 RMB today 1437 RMB in one year
5 1000 RMB today 1563 RMB in one year
6 1000 RMB today 1688 RMB in one year
7 1000 RMB in 2 years 1063 RMB in 3 years
8 1000 RMB in 2 years 1188 RMB in 3 years
9 1000 RMB in 2 years 1313 RMB in 3 years
10 1000 RMB in 2 years 1437 RMB in 3 years
11 1000 RMB in 2 years 1563 RMB in 3 years
12 1000 RMB in 2 years 1688 RMB in 3 years

Note: Risk attitudes were elicited for all the heloglds with questions in Panel A. For those whoeveessigned to the Education
group, risk attitudes were elicited after the edioca Households were asked to make five hypothktiecisions to choose
between riskless option A and risky option B. We tise number of riskless options as a measurenfigiskaaverse. The more
the riskless options are chosen, the more theakiskse is. Time preferences were elicited forhaltiouseholds with questions in
Panel B. For those who were assigned to the Edurcaioup, time preferences were elicited after eédecation. Time
preferences were elicited by asking sample houdstiolchoose between receiving some amount of maeoey(option A) and
increasing amount of money one year later (optiQninBTable A2. We use the number of patient opti¢mstion B) as a

measurement of patience. The more the patientraptice chosen, the more the patience it is
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Table A3. Range of Risk Aversion and Time Prference

Panel A: Risk Attitude
Number of Number of Range ofx for CRRA

riskless options gpservation u(x):xl'p/(l-p)
0 117 p<-1.4
1 19 -1.49<-0.35
2 57 -0.359¢<0
3 83 09<0.25
4 61 0.259<0.5
5 763 p>0.5

Pand B: Time Preference

Number of Number of Rangef
patient options observation

0 442 B<0.59
1 25 0.594<0.64
2 59 0.64$<0.70
3 79 0.704<0.76
4 83 0.76$<0.84
5 75 0.844<0.94
6 334 >0.94
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Table A.1 The Paired L otter y-Choice Decisions with Probability Changing

Option 1 Option 2 Expected payoff
Payoff Probability Payoff  Probability  Payoff difference
10 10% 15 90% 5 4
10 15% 15 85% 5 3.5
10 20% 15 80% 5 3
10 25% 15 75% 5 2.5
10 30% 15 70% 5 2
10 35% 15 65% 5 1.5
10 40% 15 60% 5 1
10 45% 15 55% 5 0.5
10 50% 15 50% 5 0
10 55% 15 45% 5 -0.5
10 60% 15 40% 5 -1
10 65% 15 35% 5 -1.5
10 70% 15 30% 5 -2
10 75% 15 25% 5 -2.5
10 80% 15 20% 5 -3
10 85% 15 15% 5 -3.5
10 90% 15 10% 5 -4
10 95% 15 5% 5 -4.5
10 100% 15 0% 5 -5

Note: In Table Al I fix the payoffs but change tirebabilities in risky options. For each questiorairow, subjects are asked to

choose between option 1 and option 2. Subjectsota®e the expected payoff difference.
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Table A.2 The Paired L otter y-Choice Decisions with Payoff Changing

Option 1 Option 2 Expected payoff

Payoff Probability Payoff  Probability  Payoff difference
10 50% 10 50% 5 2.5
10 50% 10.5 50% 5 2.25
10 50% 11 50% 5 2
10 50% 11.5 50% 5 1.75
10 50% 12 50% 5 1.5
10 50% 12.5 50% 5 1.25
10 50% 13 50% 5 1
10 50% 13.5 50% 5 0.75
10 50% 14 50% 5 0.5
10 50% 14.5 50% 5 0.25
10 50% 15 50% 5 0
10 50% 15.5 50% 5 -0.25
10 50% 16 50% 5 -0.5
10 50% 16.5 50% 5 -0.75
10 50% 17 50% 5 -1
10 50% 17.5 50% 5 -1.25
10 50% 18 50% 5 -1.5
10 50% 18.5 50% 5 -1.75
10 50% 19 50% 5 -2

Note: In Table A2 I fix the probabilities but chanthe payoffs in risky options. For each questioa row, subjects are asked to

choose between option 1 and option 2. Subjectsota®e the expected payoff difference.
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Table A.3 The Paired L otter y-Choice Decisions with Payoff Changing

Option 1 Option 2 Expected payoff
Payoff Probability Payoff  Probability  Payoff difference
10 50% 20 50% 10 -5
10.5 50% 20 50% 10 -4.5
11 50% 20 50% 10 -4
115 50% 20 50% 10 -3.5
12 50% 20 50% 10 -3
12,5 50% 20 50% 10 -2.5
13 50% 20 50% 10 -2
13.5 50% 20 50% 10 -1.5
14 50% 20 50% 10 -1
145 50% 20 50% 10 -0.5
15 50% 20 50% 10 0
15.5 50% 20 50% 10 0.5
16 50% 20 50% 10 1
16.5 50% 20 50% 10 15
17 50% 20 50% 10 2
17.5 50% 20 50% 10 2.5
18 50% 20 50% 10 3
18.5 50% 20 50% 10 35
19 50% 20 50% 10 4

Note: In Table A3 | change the payoffs in riskleggions. For each question in a row, subjects akedito choose between

option 1 and option 2. Subjects cannot see thectagg@ayoff difference.

Table A.4 Summary Questionsfor Each Table

Summary Questions

Now you have a choice between (1) Keep the $1T¢Rg the following bet:
After Table Al p% probability to get $15 and (100-p) % probabildyget $5. What is the
minimum probability p% that you will choose choimgtion 2?

Now you have a choice between (1) Keep the $1T¢Rg the following bet:
After Table A2 50% probability to get $X and 50% probability td §&. What is the
minimum X that you will choose choice 27?

Now you have a choice between (1) Keep $X (2) Thkeollowing bet: 50%
After Table A3 probability to get $10 and 50% probability to géd$What is the minimum X
that you will choose choice 1?
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