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Abstract
On Cyber Security for Networked Control Systems
by
Saurabh Amin
Doctor of Philosophy in Engineering — Civil and Environmental Engineering
and the Designated Emphasis in Communication, Computation, and Statistics
University of California, Berkeley

Professor Alexandre M. Bayen, Co-Chair
Professor S. Shankar Sastry, Co-Chair

The instrumentation of infrastructure systems by embedded sensors, computation, and
communication networks has enabled significant advances in their management. Exam-
ples include monitoring of structural health, traffic congestion, environmental hazards, and
energy usage. The use of homogeneous (especially, commercially available off-the-shelf)
information technology (IT) solutions makes infrastructure systems subject to correlated
hardware malfunctions and software bugs. Over the past decade, many concerns have been
raised about the vulnerabilities of infrastructure systems to both random failures and secu-
rity attacks. Cyber-security of Supervisory Control and Data Acquisition (SCADA) systems
is especially important, because these systems are employed for sensing and control of large
physical infrastructures. So far, the existing research in robust and fault-tolerant control
does not account for cyber attacks on networked control system (NCS) components. Also,
the existing research in computer security neither considers the attacks targeting NCS com-
ponents nor accounts for their interactions with the physical system. The goal of this thesis
is to bridge this gap by focusing on (1) security threat assessment, (2) model-based attack
diagnosis, and (3) resilient control design.

First, cyber-security assessment for SCADA systems is performed based on well-defined
attacker and defender objectives. The mathematical model of SCADA systems considered
in this work has two control levels: regulatory control using distributed proportional-integral
(PI) controllers, and supervisory fault diagnosis based on approximate dynamical system
models. The performance of a PI control based regulatory scheme and a model-based
supervisory diagnostic scheme is studied under a class of deception attacks. In order to
test the system resilience, a class of stealthy attacks which can evade detection by SCADA
systems is presented.

Second, design of attack diagnosis schemes that incorporate the knowledge of physical
dynamics of the system is presented. For SCADA systems used to manage water canal
networks, an observer-based attack diagnostic scheme, in which each observer estimates the
state of a reduced-order flow model, is presented. The observer parameters are computed



using a convex optimization method, and the performance of this scheme is tested on a
number of attack scenarios. An application of the theoretical results is illustrated by a
field operational test performed on the SCADA system of the Gignac water canal system,
located in Montpellier, France. A successful experimental cyber-attack on the sensors and
actuators of this canal network revealed new vulnerabilities of the current SCADA system
implementation.

Another illustration includes security analysis of two benchmark scenarios: the Tennessee
Eastman process control system (TE-PCS) and a power system state estimator (PSSE).
In both these cases, model-based statistical detection schemes are used to study stealthy
deception attacks. For the case of TE-PCS, design of practically implementable attack-
detection and response mechanisms to maintain operational safety is presented. For the
case of PSSE, it is assumed that the attacker only has a partial knowledge of the actual
system model. For a set of attacker objectives, the trade-off between the attacker knowledge
and possible impact of a successful attack on the performance of false data detection schemes
is studied.

Third, the stability of linear hyperbolic systems of PDEs when the boundary control
actions and the system parameters switch discontinuously between a finite set of modes is
studied. Switched PDE models can describe a class of fault and attack scenarios resulting
from intermittent withdrawals through offtake nodes and compromise of sensor-control data.
Motivated by such scenarios, a new condition for stability of linear hyperbolic systems
of PDEs under arbitrary switching of boundary control actions and system parameters is
derived. A class of switching attack strategies is presented, which violate the stability
condition and result in unstable flow dynamics.

Fourth, the problem of controlling stochastic linear systems for networked control settings
is considered when the sensor-control data is prone to packet loss and jamming. For a
class of packet drop models, feedback control policies which minimize a given objective
function subject to safety constraints are synthesized. For marginally stable systems, under
mild hypotheses on the noise introduced by the control channel and large enough control
authority, the synthesis of a control policy that render the state of the closed-loop system
mean-square bounded is presented.

Finally, a class of games involving discrete interdependent risks is considered when each
player is a NCS, and their security is interdependent due to the exposure to network induced
risks. The problem of security decisions of individual players is formulated as a two-stage
non-cooperative game defined as follows: in the first stage, the players decide whether to
invest in security or not; and in the second stage, they apply control inputs to minimize the
average operational costs. The characterization of the equilibria of the game is presented,
which includes the determination of the individually optimal security levels. The presence
of interdependent security causes a negative externality, and the individual players tend
to under invest in security relative to the social optimum. From these results, for a wide
parameter range, public policy incentivising higher security investments is desirable.
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Chapter 1

Introduction

Control systems are computer-based systems that monitor and control physical pro-
cesses. These systems represent a wide variety of networked information technology (IT)
systems connected to the physical world. Depending on the application, these control sys-
tems are also called Process Control Systems (PCS), Supervisory Control and Data Acquisi-
tion (SCADA) systems (in industrial control or in the control of the critical infrastructures),
Distributed Control Systems (DCS) or Cyber-Physical Systems (CPS) (to refer to embedded
sensor and actuator networks).

Control systems are usually composed of a set of networked agents, consisting of sensors,
actuators, control processing units such as programmable logic controllers (PLCs), and
communication devices. For example, the oil and gas industry use integrated control systems
to manage refining operations at plant sites, remotely monitor the pressure and flow of
gas pipelines, and control the flow and pathways of gas transmission. Water utilities can
remotely monitor well levels and control the wells pumps; monitor flows, tank levels, or
pressure in storage tanks; monitor pH, turbidity, and chlorine residual; and control the
addition of chemicals to the water.

Modern day industrial control systems have a multi-layer structure Quin and Badgwell
[2003]. The overall objectives of such a control structure are: (1) to maintain safe operational
goals by limiting the probability of undesirable behavior, (2) to meet the production demands
by keeping certain process values within prescribed limits, (3) to maximize production profit.

Several control applications can be labeled as safety-critical: their failure can cause
irreparable harm to the physical system being controlled and to the people who depend on
it. SCADA systems, in particular, perform vital functions in national critical infrastructure
systems, such as electric power distribution, oil and natural gas distribution, water and
waste-water treatment, and transportation systems. They are also at the core of health-
care devices, weapons systems, and transportation management. The disruption of these
control systems could have a significant impact on public health, safety and lead to large
economic losses.

Control systems have been at the core of critical infrastructures, manufacturing and
industrial plants for many decades, and yet, there have been few confirmed cases of cyber
attacks. Control systems, however, are now at a higher risk to computer attacks because



their vulnerabilities are increasingly becoming exposed and available to an ever-growing set
of motivated and highly-skilled attackers.

No other attack demonstrates the threat to control systems as the Stuxnet worm. The
ultimate goal of Stuxnet is to sabotage that facility by reprogramming controllers to oper-
ate, most likely, out of their specified boundaries Falliere et al. [2010]. Stuxnet demonstrates
that the motivation and capability exists for creating computer attacks capable to achieve
military goals Bellovin [2010]. Not only can Stuxnet cause devastating consequences, but
it is also very difficult to detect. Because Stuxnet used zero-day vulnerabilities, antivirus
software would not have prevented the attack. In fact, the level of sophistication of the
attack prevented some well known security companies such as Kaspersky to detect it ini-
tially Peterson [2010]. In addition, victims attempting to detect modifications to their
embedded controllers would not see any rogue code as Stuxnet hides its modifications with
sophisticated PLC rootkits, and validated its drivers with trusted certificates.

In this thesis it is argued that attackers may be able to hide the specific information
technology methods used to exploit the system and reprogram their computers; however,
they cannot hide their final goal: the need to cause an adverse effect on the physical system
by sending malicious sensor or controller data that will not match the control behavior ex-
pected by a diagnostic system or an an anomaly detection system at the supervisory control
layer. In order to address this problem, this thesis explores attack detection mechanisms
that detect attacks by monitoring the physical system under control. Our goal is to detect
modifications to the sensed or controlled data as soon as possible, before the attack causes
irreversible damages to the system (such as violating safety margins and causing instability).

In the rest of the chapter, we first summarize the vulnerability of control systems by
discussing known attacks. We then discuss the efforts for securing control systems solely from
an information technology perspective and identify the new and unique research problems
that can be formulated by including a model of the physical system under control.

1.1 The Vulnerability of Control Systems and Stuxnet

There have been many computer-based incidents in control systems. Computer-based
accidents can be caused by any unanticipated software error, like the power plant shutdown
caused by a computer rebooting after a patch Krebs [2008]. Non-targeted attacks are inci-
dents caused by the same attacks that any computer connected to the Internet may suffer,
such as the Slammer worm infecting the Davis-Besse nuclear power plant Turk [2005], or
the case of a controller being used to send spam in a water filtering plant.

However, the biggest threat to control systems are targeted attacks. These attacks are
the ones where the miscreants know that they are targeting control systems, and therefore,
they tailor their attack strategy with the aim of damaging the physical system under control.
Targeted attacks against control systems are not new. Physical attacks—for extortion and
terrorism—are a reality in some countries CCTV [2002]. Cyber-attacks are a natural progres-
sion to physical attacks: they are cheaper, less risky for the attacker, are not constrained
by distance, and are easier to replicate and coordinate.



A classic computer-based targeted attack to SCADA systems is the attack on Ma-
roochy Shire Council’s sewage control system in Queensland, Australia Slay and Miller
[2007]. There are many other reported targeted attacks Attorney [2007]; Greenberg [2008];
Kravets [2009]; Leyden [2008]; Quinn-Judge [2002]; Reed [2004]; however, no other attack
has demonstrated the threats that control systems are subject to as well as the Stuxnet
worm Falliere et al. [2010]; Langner [2010]. Stuxnet has made it clear that there are groups
with the motivation and skills to mount sophisticated computer-based attacks to critical in-
frastructures, and that these attacks are not just speculations or belong only in Hollywood
movies.

Stuxnet intercepts routines to read, write and locate blocks on a Programmable Logic
Controller (PLC). By intercepting these requests, Stuxnet is able to modify the data sent to
or returned from the PLC without the operator of the PLC ever realizing it Falliere et al.
[2010]. Stuxnet was discovered on systems in June 2010 by researchers from Belarus—from
the company VirusBlokAda; however, it is believed to have been released more than a year
before. Stuxnet is a worm that spreads by infecting Windows computers. It uses multiple
methods and zero-day exploits to spread itself via LANs or USB sticks. It is likely that
propagation by LAN served as the first step, and propagation through removable drives
was used to reach PCs not connected to other networks—therefore being isolated from the
Internet or other networks is not a complete defense.

Once Stuxnet infects a computer, It installs its own driver into Windows computers.
Because these drivers have to be signed, Stuxnet used two stolen certificates. Stuxnet
also installs a rootkit to hide itself. The goal of the worm in a Windows computer is to
search for WinCC/Step 7, a type of software used to program and monitor PLCs. (PLCs
are the embedded systems attached to sensors and actuators that run control algorithms
to keep the physical system operating correctly. They are typically programmed with a
ladder logic program: a logic traditionally used to design control algorithms for panels of
electromechanical relays.)

If Stuxnet does not find the WinCC/Step 7 software in the infected Windows machine,
it does nothing; however, if it finds the software, it infects the PLC with another zero-day
exploit, and then reprograms it. Stuxnet also attempts to hide the PLC changes with a
PLC rootkit. The reprogramming is done by changing only particular parts of the code—
overwriting certain process variables every five seconds and inserting rouge ladder logic—
therefore it is impossible to predict the effects of this change without knowing exactly how
the PLC is originally programmed and what it is connected to, since the PLC program
depends on the physical system under control, and typically, physical system parameters
are unique to each individual facility. This means that the attackers were targeting a very
specific PLC program and configuration (i.e., a very specific control system deployment).

Many security companies, including Symantec and Kaspersky have said that Stuxnet is
the most sophisticated attack they have ever analyzed, and it is not difficult to see the rea-
sons. Stuxnet uses four zero-day exploits, a Windows rootkit, the first known PLC rootkit,
antivirus evasion techniques, peer-to-peer updates, and stolen certificates from trusted cer-
tification authorities (CAs). There is evidence that Stuxnet kept evolving since its initial
deployment as attackers upgraded the infections with encryption and exploits, apparently



adapting to conditions they found on the way to their target. The command and control
architecture used two servers if the infected machines were able to access the Internet, or a
peer to peer messaging system that could be used for machines that are offline. In addition,
the attackers had a good level of intelligence about their target; they knew all the details
of the control system configuration and its programs. The sophistication of this attack has
led many to believe Stuxnet is the creation of a state-level sponsored attack.

This thesis puts forth the viewpoint that a threat like the Stuxnet worm must be
dealt with defense-in-depth mechanisms like anomaly detection schemes. While traditional
anomaly detection mechanisms may have some drawbacks like false alarms, it is shown
in this thesis that for certain control systems, anomaly detection schemes focusing on the
physical system—instead of using software or network models—can provide good detection
capabilities with negligible false alarm rates.

1.2 New Security Problems for Control Systems

1.2.1 Efforts for Securing Control Systems

Most of the efforts for protecting control systems (and in particular SCADA) have fo-
cused on safety and reliability (the protection of the system against random and/or inde-
pendent faults). Traditionally, control systems have not dealt with intentional actions or
systematic failures. There is, however, an urgent growing concern for protecting control sys-
tems against malicious cyberattacks Byres and Lowe [2004]; Eisenhauer et al. [2006]; Geer
[2006]; Igure et al. [2006]; Oman et al. [2000]; Turk [2005]; US-CERT [2008].

There are several industrial and government-led efforts to improve the security of control
systems. Several sectors—including chemical, oil and gas, and water—are currently developing
programs for securing their infrastructure. The electric sector is leading the way with
the North American Electric Reliability Corporation (NERC) cybersecurity standards for
control systems NERC-CIP [2008]. NERC is authorized to enforce compliance to these
standards, and it is expected that all electric utilities are fully compliant with these standards
by the end of 2010.

NIST has also published a guideline for security best practices for general I'T in Special
Publication 800-53. Federal agencies must meet NIST SP800-53. To address the security
of control systems, NIST has also published a Guide to Industrial Control System (ICS)
Security Stouffer et al. [2006], and a guideline to smart grid security in NIST-IR 7628. Al-
though these recommendations are not enforceable, they can provide guidance for analyzing
the security of most utility companies. ISA (a society of industrial automation and control
systems) is developing ISA-SP 99: a security standard to be used in manufacturing and
general industrial controls.

The Department of Energy has also led security efforts by establishing the national
SCADA test bed program INL [2010] and by developing a 10-year outline for securing control
systems in the energy sector Eisenhauer et al. [2006]. The report-released in January 2006
identifies four main goals (in order from short-term goals to long-term goals): (1) measure the
current security posture of the power grid, (2) develop and integrate protective measures, (3)



implement attack detection and response strategies; and (4) sustain security improvements.

The use of wireless sensor networks in SCADA systems is becoming pervasive, and thus
we also need to study their security. A number of companies have teamed up to bring
wireless sensor network technology in the field of process control systems, and currently,
there are two working groups to standardize their communications Hart [2007]; ISA [2007].
Their wireless communication proposal has options to configure hop-by-hop and end-to-end
confidentiality and integrity mechanisms. Similarly, they provide the necessary protocols
for access control and key management.

All these efforts have essentially three goals: (1) create awareness of security issues with
control systems, (2) help control systems operators and I'T security officers design a security
policy, and (3) recommend basic security mechanisms for prevention (authentication, access
controls, etc), detection, and response to security breaches.

While these recommendations and standards have placed significant importance on sur-
vivability of control systems (their ability to operate while they are under attack), this thesis
explores some new research problems that arise when control systems are under attack.

1.2.2 Control System Security vs. IT Security

It is clear that the security of control systems has become an active area in recent years.
However, there is a pressing need to articulate what is new and fundamentally different in
this field from a research point of view when compared to traditional I'T security. In this
section, we would like to start this discussion by summarizing some previously identified
differences and by proposing some new problems.

The property of control systems that is most commonly brought up as a distinction with
IT security is that software patching and frequent updates, are not well suited for control
systems. For example, upgrading a system may require months of advance in planning
how to take the system offline; it is, therefore, economically difficult to justify suspending
the operation of an industrial computer on a regular basis to install new security patches.
Some security patches may even violate the certification of control systems, or—as previously
mentioned—cause accidents to control systems Krebs [2008].

Patching, however, is not a fundamental limitation to control systems. A number of
companies have demonstrated that a careful antivirus and patching policy (e.g., the use of
tiered approaches) can be used successfully Cosman [2006]. Also, most of the major control
equipment vendors now offer guidance on both patch management and antivirus deployment
for their control products. Thus there is little reason for SCADA system operators not to
have good patch and antivirus programs in place today Byres et al. [2007].

Large industrial control systems also have a large amount of legacy systems. Several
research efforts have tried to provide lightweight cryptographic mechanisms to ensure data
integrity and confidentiality T'sang and Smith [2008]; Wright et al. [2004]. The recent IEEE
P1711 standard is designed for providing security in legacy serial links Hurd et al. [2008].
Having some small level of security is better than having no security at all; however, it is
widely believed that most of the efforts done for legacy systems can only be considered as
short-term solutions. For properly securing critical control systems the underlying technol-



ogy must satisfy some minimum performance requirements to allow the implementation of
well tested security mechanisms and standards.

Another property of control systems that is commonly mentioned is the real-time require-
ments of control systems. Control systems are autonomous decision making agents which
need to make decisions in real time. While availability is a well studied problem in informa-
tion security, real-time availability provides a stricter operational environment than most
traditional I'T systems. In this thesis it is shown that real-time availability requirements
depend on the dynamics of the physical system.

Not all operational differences are more severe in control systems than in traditional
IT systems. By comparison to enterprise systems, control systems exhibit comparatively
simpler network dynamics: Servers change rarely, there is a fixed topology, a stable user
population, regular communication patterns, and a limited number of protocols. Therefore,
implementing network intrusion detection systems, anomaly detection, and white listing
may be easier than in traditional enterprise systems Cheung et al. [2007].

1.2.3 What is new and fundamentally different?

While all these differences are important, the major distinction of control systems with
respect to other IT systems is the interaction of the control system with the physical dy-
namics. While current tools from information security can give necessary mechanisms for
securing control systems, these mechanisms alone are not sufficient for defense-in-depth of
control systems. When attackers bypass basic security defenses they may be able to affect
the physical world. In particular, research in computer security has focused traditionally
on the protection of information; but it has not considered how attacks affect estimation
and control algorithms—and ultimately, how attacks affect the physical world. This thesis
proposes that a systematic framework for securing control systems should focus on three
fundamentally new areas:

1. Better understand the consequences of an attack for risk assessment: While there
has been previous risk assessment studies on cyber security for SCADA systems
Craig et al. [2008]; Hamoud et al. [2003]; Oman et al. [2000]; Ralston et al. [2007],
currently, there are few studies on identifying the attack strategy of an adversary,
once it has obtained unauthorized access to some control network devices. One no-
table exception is the study of false data-injection attacks to power grids Liu et al.
[2009]. Further research is needed to understand the threat model in order to design
appropriate defenses and to invest in securing the most critical sensors or actuators.

2. Design new attack-detection algorithms: By monitoring the behavior of the physical
system under control, one should be able to detect a wide range of attacks by com-
promised measurements. The work presented in Rrushi [2009] is worth mentioning
here althouth it does not consider dynamical models of the process control system.
This thesis introduces dynamical system models used in control theory as a tool for
specification-based intrusion detection systems (regardless of how an attacker obtained
its unauthorized privileges).



3. Design new attack-resilient algorithms: A resilient control system is one that main-
tains an accepted level of operational normalcy in response to disturbances, including
random disturbances and malicious attacks. The design goal is then to develop control
algorithms where even if attackers manage to bypass some basic security mechanisms,
they will still face several control-specific security devices that will minimize the dam-
age done to the system. Thus, there is a particular need to investigate how control
systems can be reconfigured and adapted when they are under an attack. Prior work
has not fully addressed the design of new control algorithms or reconfiguration algo-
rithms which are able to withstand attacks, or that reconfigure their operations based
on detected attacks. There is previous work on fault detection and isolation; however,
as we explain in this thesis, these systems are not enough for a complete diagnosis of
deception attacks launched by an intelligent attacker with knowledge on how to evade
fault detection methods used by the system.

In the next chapters, the ideas, experiments, and results for each of the three areas are
presented, i.e., (1) risk-assessment, (2) attack diagnosis, and (3) resilient control mecha-
nisms. We first present a general theory for approaching the topic, and then implement our
ideas to various experimental scenarios.



Chapter 2

Attacks on Hierarchically Structured
Water SCADA Systems

The goal of this chapter is to perform security risk assessment for hierarchically struc-
tured supervisory control and data acquisition (SCADA) systems used to monitor and con-
trol water distribution networks. The analysis presented in this chapter includes the per-
formance assessment of a proportional-integral (PI) control based regulation method and
a model-based supervisory scheme for fault detection and isolation (FDI), under deception
attacks on water canal distribution systems. These systems typically use I'T-enabled com-
munications and therefore, are representative of SCADA systems used to operate physical
infrastructures. In order to test the resiliency of control methods, this work adopts a conser-
vative approach by assuming that the attacker has knowledge of: 1) the approximate system
dynamics, 2) the parameters of FDI scheme, and 3) the sensor-control signals. A deception
attack to enable water pilfering from the canal system is proposed, and it is demonstrated
that the attack is realizable in practice by implementing it on the Gignac canal system in
Southern France.

2.1 Introduction

Security of water SCADA systems has become an area of considerable focus Weiss [2010].
The question then arises as to what security mechanisms for water SCADA can make them
resilient against cyber-attacks (and enable them to degrade gracefully under very powerful
attacks). One of the goals of this chapter is to highlight that only a sustained progress
in risk assessment and mitigation for NCS security can achieve this goal. In a noteworthy
government-industry initiative, a ten-year roadmap to secure control systems in the water
sector was released in March, 2008 WSCC-CSWG [2008]. This roadmap advocates devel-
opment of risk assessment and mitigation measures for water NCS/SCADA systems so that
they continue to operate with no loss of critical function during and after a cyber event.
In the context of NCS, security risk assessment will involve: 1) determination of the like-
lihood that an attacker will obtain unauthorized access to one or more NCS components
and will successfully compromise their function, and 2) the computation of (physical and



operational) losses associated with that particular compromise. Risk mitigation for NCS
will involve: 1) the development of real-time state-monitoring systems for intrusions to NCS,
and 2) the design of attack-resilient control methods which can reconfigure and adapt to
maintain critical NCS functionality under attack.

The aim of this chapter is to perform threat assessment for the Gignac water SCADA
system located in Southern France. The performance of regulatory and supervisory control
methods under deception attacks on the sensor-control data is analyzed. Although the
topic of water contamination through cyber means is an important one, it is not the focus
of this chapter and has been studied elsewhere (e.g., Krause and Guestrin [2009]). The main
contributions of this chapter are as follows:

e The effect of cyber attacks to sensor measurements on the performance of a commonly
used regulation method, which uses distributed proportional-integral (PI) controllers,
is investigated. The performance of a model-based supervisory scheme for fault detec-
tion and isolation (FDI) under a class of deception attacks is also analyzed. The scheme
chosen here is one of the several available FDI methods, all of which use model gener-
ated residuals, e.g., Bedjaoui and Weyer [2011]. The performance assessment of other
detection methods under attacks can be done in a similar manner, e.g., Cardenas et al.
[2011].

e Next, the results from a field operational test in which deception attacks were im-
plemented on the Gignac water SCADA system are presented. These attacks model
the attacker as an intelligent insider who is resourceful enough to obtain access to
sensor-control data and has knowledge to evade the FDI scheme. The field opera-
tional test shows that such an attack enables water pilfering from the canal system
thereby increasing water loss, decreasing operational efficiency.

This chapter is organized as follows: In Section 2.2, we present a taxonomy of cyber-
attacks on hierarchically structured SCADA systems which typically manage the operations
of automated canal networks. A model of cyber-attacks on level sensors is also specified.
The regulatory control method and the supervisory FDI scheme, which we use to analyze the
effect of cyber-attacks, are presented in Section 2.3. The performance of the supervisory FDI
scheme under a stealthy deception attack is also investigated by way of simulation. In Section
2.4, salient features of the Gignac SCADA system are presented. The results from our field
experiment, in which a deception attack was implemented to enable water pilfering from the
canal, are also discussed. Finally, salient points of our analysis are summarized in Section
2.5. In Chapter 3, we use the insights gained in this chapter to develop a diagnostic scheme
to better detect and isolate deception attacks and suggest some ways to defend against them.
The diagnostic method presented in Chapter 3 uses an enhanced hydrodynamic model, and
performs well in a range of security scenarios.

2.2 Cyber-Attacks Against Water SCADA Systems

Modern water SCADA systems have a hierarchical structure with at least two levels of
control: regulatory control and supervisory control. The regulatory control layer directly
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interacts with the hydrodynamics of the physical canal network through sensors and actua-
tors. These field devices are connected via a field area network to PLCs or remote terminal
units (RTUs), which in turn implement local control actions (regulatory control). Under a
decentralized regulatory control policy, a PLC may also interact with the neighboring PLCs
via the field area network. A control network carries (real-time) data between regulatory
controllers (or PLCs) and supervisory workstations. These workstations are used for data
logging, diagnostic functions such as fault diagnosis or FDI, and supervisory control compu-
tations such as set-point control and controller reconfigurations (e.g., see Section 2.4.1 about
Gignac SCADA implementation). Finally, authorized remote users (e.g., canal managers)
can access information about the canal network and provide specifications to the supervisory
layer via a corporate network.

Attacks on cyber-infrastructure of water SCADA systems can result in partial or com-
plete loss of operational performance such as closed-loop stability, safety with respect to
over-topping, or performance loss. Cyber-attacks to water SCADA systems, and in general
to networked control systems (NCS), can be broadly classified as either deception attacks
or denial-of-service (DoS) attacks. Integrity of sensor and control data packets refers to
their trustworthiness, and lack of integrity results in deception. Availability refers to the
ability of all the system components of being accessible and usable when needed, and lack
of availability results in DoS. While confidentiality, which refers to the system’s ability to
keep information secret from unauthorized users, is an important security attribute for I'T
systems, integrity and availability take a natural precedence for security of SCADA systems.
We now explain the characteristics of deception and DoS attacks in the context of water
SCADA systems.

Integrity for automated water SCADA systems can be defined as the ability to maintain
operational goals by preventing, detecting, or surviving deception attacks in the informa-
tion sent and received by the sensors (e.g., water level measurements), the controllers (e.g.,
desired discharges, set-points), and the actuators (e.g., commanded gate openings). Decep-
tion or false information can include an incorrect sensor measurement or command input,
a time stamp which is different from the actual time, or a wrong identity of the sending
device. The adversary can launch these attacks by obtaining the secret keys used by the
sending devices, or by compromising some of the sensors and actuators. During compromise
of the field area network, the adversary may send false measurement data to the regula-
tory controllers, thereby affecting the performance of the closed-loop system. Similarly,
manipulation of actual gate openings can result in unintended gate movements. However,
during a compromise of the control network, multiple sensor and controller signals can be
compromised. In addition to reduction in the control performance, such deception attacks
can also cause the FDI schemes to report false alarms (when there is no malfunction) and
missed /delayed detection (when there is an actual attack). False alarms can result in waste
of maintenance resources, and may ultimately result in loss of canal manager’s confidence in
the SCADA system. However, the case of missed or delayed detection is more problematic
because the attacker can almost arbitrarily affect the control functions, which may result in
considerable losses.

Availability in the context of water SCADA systems can be defined as the ability to main-
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Figure 2.1: Schematic view of a multiple canal system with free-flow gates.

tain operational goals by preventing or surviving DoS attacks to information collected by
the sensors, commands given by controllers, and the actions implemented by the actuators.
To launch a DoS attack, the adversary can jam the communication channels, compromise
field devices and prevent them from sending data, attack the communication protocols used
by field or control networks, flood the network with random data etc. While in numerous
computer systems a temporary DoS attack may not result in long-term compromise of their
service (these system will operate normally again after DoS), water SCADA operation is
often subject to real-time constraints. For example, a DoS on sensor measurements may
prevent the regulatory controllers from maintaining water level fluctuations within safety
bounds. This can compromise the control performance, and may even cause instability. In a
worst case, a prolonged DoS may even render the SCADA system unusable for a prolonged
time period.

2.2.1 Attack Models

We now discuss the possible cyber attacks against a generic hierarchically controlled
water SCADA system. Fig. 2.2 shows the hierarchical control structure and possible attacks
for a cascade canal system of canal pools. Here we assume that the regulation gates are in
free-flow condition at their downstream end (see Fig. 2.1).

Under these conditions, the flow downstream of the gate is super-critical, and the tran-
sition to sub-critical flow happens due to a hydraulic jump. In Section 2.3, we elaborate
on the regulatory control and supervisory FDI methods. For the :—th pool, we denote
the discharge (m3/s) at the upstream end (resp. downstream end) by q;_; (resp. q;), the
water-level (m) at the downstream end by y?, and the offtake water withdrawal (m3/s) at
the occurring at the downstream end by p;. We will assume that q;_; and g; are the control
input variables, y¢ is the measurement variable, and p; is the disturbance variable. These
variables are the respective deviations around a steady state flow.

Six possible types of cyber-attacks A0-AG6 are illustrated in Fig. 2.2. The attack AO
denotes physical attack against the physical infrastructure (gates, offtakes) or the field
devices (sensors and actuators). Deterrence and prevention of this attack can be achieved by
implementing physical security mechanisms such as fences, surveillance cameras, etc. Since
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Table 2.1: Taxonomy of Cyber-attacks.

Control Layer
Regulatory Control Supervisory Control
Deception spoofing, replay set-point change
Attacks | measurement substitution | tuning parameter substitution
DoS physical jamming network flooding
Attacks increase comm. latency disrupt process operation

a physical attack requires access to the canal infrastructure, a risk averse attacker is more
likely to launch cyber-attacks A1-A6 on SCADA system components and communications.
We thus do not consider physical attacks in the rest of this chapter.

Attack A1 denotes the DoS attacks (via jamming or increasing communication latency)
on the communication between the PLCs and the field devices, or the deception attack
(via spoofing or replaying) of the sensor measurements y¢ and control actuations u;. At-
tack A2 denotes similar DoS or deception attacks on inter-PLC communication. This may
adversely affect the interaction between the canal pools and result in amplification of dis-
turbances across the canal cascade. By A3 we mean cyber-attacks on the control network
which enables communication between the regulatory and the supervisory control layers.
This network transmits 1) water level measurements y¢, gate openings u;, and discharge
readings q; from the PLCs to the supervisory control layer, and 2) set-points for levels, tar-
get dispatches through offtakes, the reconciled data and commands needed for control loop
reconfiguration, and tuning of controller parameters from the supervisory control layer to
the PLCs. Thus, compromise of control network (via man-in-the-middle attacks, flooding
attacks) may result in wrong inputs to the fault diagnosis scheme, unintended set-point
changes, incorrect tuning parameters, etc.

Attacks A4 and A5 denote the attacks on the supervisory control layer, which has state
estimators for data reconciliation and observers for attack or fault diagnosis. The state
estimates and diagnostic information is used to generate set-points and control configura-
tions by using an optimization based procedure, or more commonly by employing human
expertise. Possible attacks here could be manipulation of state estimators and observers for
A/FDI so that incorrect estimates and alerts are generated. As a consequence, one or more
supervisory control functions may behave in a bad manner. Of course, attacks A1-A3 on
the regulatory layer will also affect the performance of supervisory layer, since the latter
could be fed with bad data (deception attacks) or no data at all (DoS attacks) when the for-
mer is under attack. Finally, A6 denotes the attack by a malicious insider who can assume
the role of the canal manager. In Table 2.1, a summary of DoS and deception cyber-attacks
on SCADA control layers is presented.

We now present the model of cyber-attacks specific to level sensor y¢ measurements;
attacks on control signals can be similarly modeled. FEach sensor measurement can be
assumed to have a nominal range ); which captures all operating conditions, i.e., y4(t) € ),
for all t. We also assume that each sensor is uniquely authenticated via a cryptographic key.
The notation y¢(¢) denotes the measurements received by the regulatory and supervisory
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control system at time ¢. If the i—th sensor is under attack, y¢(¢) may be different from the
real measurement y¢(¢); however, it can be assumed that the attacked signals y¢(¢) also lie
within ); (signals outside this range can be easily detected by standard data reconciliation
methods). Furthermore, once the attack is successful, the attacker is likely to continue the
attack until he/she exhausts available resources (e.g., battery power used for jamming) or
achieves the final goal (e.g., over topping or water pilfering). Thus, it is reasonable to assume
block attacks of duration T = [1°,7°]; between the start time T and stop time T > 7T°.
Under these assumptions, a general model for attacks on the sensor signals is the following:

(1) = yd(t), forté¢ T (2.1)
! gi(t), forte T,g(t) el '

where g;(t) is the attack signal.

The above sensor attack model can be used to represent both deception and DoS attacks.
In an integrity attack, we can assume that the sensor is compromised and an arbitrary false
value g;(t) is injected. The goal of SCADA system’s A/FDI scheme is to detect the attack as
fast as possible, and identify the compromised sensor 7. In a DoS attack, it can be assumed
that lack of available measurements will be detected by the SCADA system, and it uses
y4(t) = 0 (no signal) or y¢(t) = y¢(t*) (last available measurement) to generate control
inputs.

2.3 Flow Models & Hierarchical System Architecture

In this section, first, a dynamical model commonly used in control design for cascaded
canal systems is presented; and second, a frequency-domain controller for regulatory control
layer and a model-based FDI scheme for the supervisory control layer are developed.

2.3.1 Model of Canal Cascade

The following frequency domain input-output relationship has been obtained by Litrico
and Fromion by taking the Laplace transform of the linearized shallow water equations (see
Chapter 3 in Litrico and Fromion [20090]):

Ji(5) = pi(s)8i-1(s) + piza(s) (@i(s) + pi(s)) (2:2)

where s is the Laplace variable, and p; 21(s) (resp. p;22(s)) denotes the infinite-dimensional
transfer function from q;_; (resp. q; and p;) to y?. For uniform flow regime, the trans-
fer functions p;21(s) and p; 22(s) belong to an algebra of irrational transfer function called
the Callier-Desoer class; powerful methods for direct controller design exist for such sys-
tems Litrico and Fromion [2009¢]. Similar results can also be proven for the non-uniform
flow regime; however, this is beyond the scope of our chapter. For low frequencies, these
transfer functions can be approximated by the following integrator-delay (ID) model:

d
a —T;8 ai
pian(s) = — e piga(s) ® ——= (2.3)

<lQ,
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where a¢ is the inverse of equivalent backwater area (m~2) and 7, is the propagation delay
(s). Using equation (2.2), the multi-pool representation of the canal cascade is obtained as

y'(s) = G(s)a(s) + G(s)p(s), (2.4)
where
y' = (y§ y4), a=(q dm). P=(p1 Pn)
and G(s) = (g;r(s)) is a m x (m + 1) dimensional bidiagonal matrix, and G(s) = (g;x(s)) is
a m X m dimensional diagonal matrix. For example, for single canal pool (i = 1),
d d 5 CL%
G(s) = (%e‘fls —%1) , G(s) = T (2.5)

and for 2—pool system,

d d d
U =118 4 0 ~ ~4
Gls) = ( 0 9 o725 _ﬂ> )= ( 0 _£> ' (2:6)

S

We will henceforth consider a 2—pool system, noting that our analysis can be easily extended
to multi-pool system.

Taking the inverse Laplace transform of (2.4) for m = 2, we obtain the following time-
domain model with delayed inputs:

Vi(t) = ajao(t — 1) —af a1 (1) + pa(t)],

' p y (2.7)
Yo(t) = ayai(t — 75) — aj [qa(t) + pa(t)] .

Each regulation gate is represented by the following linearized model around the steady
state:

qi(t) = biyi () + kau(t), i =1,2 (2.8)

where u,(¢) is the controlled gate opening, and the constant b¢ (resp. k;) denotes the gain
of the upstream level y? (resp. gate opening u;(t)). Combining (2.8) and (2.7), we obtain
the state-space representation of the 2—pool system with delayed state and inputs:

2

(1) =Y Ax(t—7)+ > Bu(t —T)

- (2.9)
y(t) = Ox(t),

T T
where x = (y‘f, yg) € R? is the state, u := (uo, uy, Pi, pg) € R* denotes the known

.
input, y = (yf, yg) € R? is the measured output (perfect state measurements); 15 = 0,
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Ty = Ty, To = To. The system matrices are respectively given by C' = diag (1, 1), and

dpd
(a0 (00 (0 0
AO_( 0 —agbg)’ Al_(o o) A= agby 0)°

(0 —alk, —a O ~(a%ke 0 0 0 /0 0 00
B“_(oo O—ag’Bl_OOOO’BQ_Oagkl()O'

(2.10)

Let Tnax denote the upper bound of the time delays t;, ¢ = 0,1,2. In practice, controller
design for canal regulation is based on frequency-domain models while supervisory level
fault diagnosis is based on time-domain models, as explained next.

2.3.2 Regulatory Control

The regulatory control layer is responsible for maintaining the operational performance
of the canal cascade by implementing dynamic feedback control actions Litrico et al. [2007].
Two performance objectives are commonly specified at this layer: 1) water is efficiently
delivered to the end users, and 2) unknown perturbations (or disturbances) are rejected.
Here we briefly discuss the structure of frequency-domain based controllers. Following the
approach in Litrico and Fromion [2005], we choose frequency-domain controllers since they
have been classically used for managing canal systems; however, recently, model-predictive
control (MPC) designs have been also been proposed, e.g., Negenborn et al. [2009]. Let y!
denote the set-point or the reference level for pool ¢, which is typically obtained as a result
of an optimization problem by the supervisory layer. The aim of the regulatory control
is to regulate y? to set-point y7. Let the output error be defined as ¢; = (y7 — y%), and
y' = (yI ... yh),e= (e ... €n). Let K(s) denote the Laplace transform of the
multi-variable controller I, i.e.,

a(s) = KC(s)é(s). (2.11)
From (2.4) and (2.11), we see that the control input vector q(s) is given by:
A(s) = Sa(s)K(5)" (5) — Sy(s)K(5)G(5)p(5) (2.12)
with S,(s) == (I + K(s)G(s))~! the input sensitivity function and the output error € by:
é(s) = Sc(s)y"(s) — Se()G(5)p(s) (2.13)
with S.(s) == (14 G(s)K(s))™" the output sensitivity function. The closed-loop trans-
fer matrix M(s) == —S.(s)G(s) governs the disturbance rejection performance. A semi-

decentralized controller design, which can be implemented in a PLC for regulatory control
of a multi-pool canal system, is presented in the Section 2.A of the Appendix.
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2.3.3 Supervisory Control (FDI)

Detection and isolation of faults is an important function for canal operations and is
usually carried out by the supervisory control layer. Without proper diagnosis of sensor
and actuator faults due to random events (and component malfunctions carried by a ma-
licious attacker), the supervisory control functions such as set-point control and control
reconfiguration might loose their effectiveness. Thus, correct FDI is also a pre-requisite for
achieving an efficient operation of the closed-loop system and for performing reconfiguration
and maintenance tasks. In the following, we describe a model-based scheme for detection
and isolation of unknown withdrawals from the canal offtakes. We note that the choice of
the FDI scheme presented here is based on its conceptual elegance; other FDI schemes for
canal SCADA systems essentially share the same features Bedjaoui and Weyer [2011]. In
contrast to the decentralized regulatory control scheme described in the previous section,
the FDI scheme is centralized, i.e., it requires all the measured sensor signals and control
commands to be assembled at the base station.

Let us consider faults f;(t) := dp;(t), ¢ = 1,2, which represent the unmeasured or
unscheduled water withdrawals occurring non simultaneously through the offtakes (located
at the downstream end of the respective canal pools). Extending model (2.9) to include
such faults, we obtain the fault model:

2 2

(1) =Y Ax(t—T)+ Y Bult—1)+ Y Efi(t)

i=0 j=1

(2.14)
y(t) = Cx(t),

with A;, B;, C' given by (2.10), and

By = (‘6151) , By = (_%g) . (2.15)

Ezample 2.3.1. Consider a system (2.14) of two identical pools with parameters: downstream
propagation delays T; = 7, = 647 s, inverse equivalent backwater areas a? = (3.21)7! x
10° m~2, and coefficients of linearized gate equations by = 29.05, k; = 18.11, i = 1,2
(methods for estimating these parameters are discussed in Litrico and Fromion [20090]).
Assume that u(t) = 0 for t € [—71;,00) and x(t) = 0 for t € [—7,,0]. Water at rate 0.1 m?®/s
is withdrawn from offtake of pool 1 (resp. pool 2) during the interval 2.5 — 5.0 hr (resp.
15 — 17.5 hr). Fig. 2.3 shows the upstream and downstream water level deviations (cm)

under the effect of unmeasured withdrawals during a 24 hr simulation.

In order to detect and isolate faults f;, (i = 1,2), we now describe a model-based
diagnostic scheme. The scheme consists of generating a bank of 2 observers, which are
designed as follows: The observer 1 (resp. observer 2) is designed to be insensitive to fi(t)
(resp. fa(t)). The residual r; of the j—th observer is defined as follows

rj(t) =y;(t) — Cx(t), (2.16)
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Figure 2.3: Example 2-pool system: Withdrawals (top), Downstream levels (bottom).

where X;(t) is the j—th observer’s output denoting the state of the following fault model:

2 2
%i(t) =D Axi(t =)+ Y Buuj(t — 1) + Ejf;(t) + E_jf_;(t)
1=0 =0

yj(t) = Ox;(?).

Here the matrices A;, B; ¢ =0, 1,2 and C are given by (2.10), and vectors E;, E_; are given
by (2.15) with —j == (3 —j), j =1, 2.
The following (full-order) model:

(2.17)

2 2 2
Zj(t) = Z Eij(t — Ti) —+ ZT]Bluj(t — Ti) + Z Gwyj(t — Ti> (2 18)
1=0 =0 =0 '

%i(t) = z;(t) + Nyy;(t),

with initial state z;(0) = p(0), V0 € [~Tmax, 0], describes the dynamics of the j—th observer

for the fault model (2.17), and Fj;, Gi;, 1 = 0, 1,2, T;, and N, are unknown parameter matri-

ces with real-valued elements. The design of observers is based on the following proposition:

Proposition 2.3.2. If the parameter matrices F;;, G;j, @ = 0,1,2, T;, and N; in the j—th
observer (2.18), are such that the residuals r;(t) = (y;(t) — C%;(t)), j = 1,2 satisfy the
following properties:

1) r;(t) is insensitive to f;(t),
2) r;(t) asymptotically converges to zero if f_;(t) = 0 for every t,
3) lIrj ()]l # 0 when f_;(t) # 0,

then the diagnosis of faults can be achieved using the decision rule presented in Table 2.2.
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Table 2.2: Decision table for 2—pool system under offtake withdrawals.

If | Iral] | [r2|
RZ0| =0 £0
20| £0| ~0

In order to achieve this observer design objective, we define the state estimation error
e;(t) as:
ej(t) = x;(t) — %;(t),
and observe from (2.16)—(2.18) that the residual r;(¢) can be written as output of the error
dynamic:

&(t) =327 Fyelt— (1) + TE(8) + T B-5f-5(t)
— Y2 (Fy + GyC = TyA) x5t — (1)) (2.19)
ri(t) = Ce;(t).
where we define
Gij = (Gij — FijN;), i=0,1,2 (2.20)
T; = (I, — N;C). (2.21)

where |,, denotes the n (here 2) dimensional identity matrix. Consider the following condi-
tions:

F; =T;A; — G;C, i=0,1,2 (2.22)

T,E; =0, (2.23)
2

é;(t) = Z Fje;(t —T;(t)) is asymptotically stable. (2.24)
i=0

Let (2.20)—(2.24) hold, and note from (2.15) that F; and FEs are linearly independent.
Then it can be concluded that T;E_; # 0, j = 1,2. Thus, the residuals r; and ry satisfy
the conditions of Proposition 2.3.2. The computation of observer parameter matrices is
presented in the Section 2.B of the Appendix.

Ezample 2.3.3. Consider the fault model (2.17) for the 2—pool system with parameters as
in Example 2.3.1, zero known input signal u(t) = 0, and unknown withdrawals (faults) from
pool 1 (resp. pool 2) during the interval 2.5 — 5.0 hr (resp. 15— 17.5 hr) be the fault signal
f1(t) (resp. fa(t)). The LMI conditions presented in Proposition 2.B.1 (Section 2.B of the
Appendix) are feasible for €¢; = 10,e5 = €3 = €5 = €5 = —1,e4 = —10, €, = —1,é& = —1, and
the parameter matrices of observers (2.18) are obtained according to the procedure outlined
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Figure 2.4: Norms of residuals r; and ry [simulated results].

above. From the computed observer matrices T} and 75 we obtain:

—0.341 —0.002
— 1015 ~ —
Lk =10 (—0.0622> ~0. Dby = (—0.554) 70

_ [—0.651 16 [(—0.002)
TgEl_( 00 )7&0, T\Ey = 10 (_0‘548> ~ 0.

From Fig. 2.4 we observe that the generated residuals r;(¢) j = 1,2 in Example 2.3.3
satisfy the condition of Proposition 2.3.2:

e ri(t) (resp. ro(t)) is insensitive to fi(t) (f2(t)),

o The residual r;(¢) defined by (2.19), is asymptotically zero when f_;(t) = 0 for every
t (note that T1 By = ToEs =~ 0),

o ||r;(t)|| # 0 when f_;(t) # 0 since T;E_; # 0, j =1,2.

Hence, the diagnosis of faults can be achieved using the decision rule presented in Table 2.2.

Remark 2.3.4. Notice that the error dynamics (2.19) and hence the observer residuals do
not depend on the known control input u and so, the behavior of FDI scheme does not
change when u is manipulated by the regulatory control layer.

2.3.4 Simulation of a Stealthy Attack

Let us consider the attack model (2.1), where the attack duration 7 and attack signal
gi(t) are chosen by an attacker. We assume that a Pl-based regulatory controller and an
observer based FDI scheme has been deployed after proper tuning, and that the attacker
has full knowledge of the regulatory control as well as the FDI schemes. Equivalently, it
amounts to assuming that the attacker has the knowledge of 1) the approximate system
dynamics, 2) the parameters of FDI scheme, and 3) the sensor-control signals. Indeed, such
a powerful attacker may be unrealistic for many SCADA systems with some I'T security in
place; however by adopting this conservative approach, we can better test the resiliency of
the regulatory control and FDI schemes. Mor