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Article
Dynamic docking of small molecules targeting RNA
CUG repeats causing myotonic dystrophy type 1
Kye Won Wang,1,2 Ivan Riveros,1 James DeLoye,3 and Ilyas Yildirim1,*
1Department of Chemistry and Biochemistry, Florida Atlantic University, Jupiter, Florida; 2Departments of Biological Sciences and Chemistry,
Lehigh University, Bethlehem, Pennsylvania; and 3Department of Chemistry, University of California, Berkeley, Berkeley, California
ABSTRACT Expansion of RNA CUG repeats causes myotonic dystrophy type 1 (DM1). Once transcribed, the expanded CUG
repeats strongly attract muscleblind-like 1 (MBNL1) proteins and disturb their functions in cells. Because of its unique structural
form, expanded RNA CUG repeats are prospective drug targets, where small molecules can be utilized to target RNA CUG re-
peats to inhibit MBNL1 binding and ameliorate DM1-associated defects. In this contribution, we developed two physics-based
dynamic docking approaches (DynaD and DynaD/Auto) and applied them to nine small molecules known to specifically target
RNA CUG repeats. While DynaD uses a distance-based reaction coordinate to study the binding phenomenon, DynaD/Auto
combines results of umbrella sampling calculations performed on 1 � 1 UU internal loops and AutoDock calculations to effi-
ciently sample the energy landscape of binding. Predictions are compared with experimental data, displaying a positive corre-
lation with correlation coefficient (R) values of 0.70 and 0.81 for DynaD and DynaD/Auto, respectively. Furthermore, we found
that the best correlation was achieved with MM/3D-RISM calculations, highlighting the importance of solvation in binding calcu-
lations. Moreover, we detected that DynaD/Auto performed better than DynaD because of the use of prior knowledge about the
binding site arising from umbrella sampling calculations. Finally, we developed dendrograms to present how bound states are
connected to each other in a binding process. Results are exciting, as DynaD and DynaD/Auto will allow researchers to utilize
two novel physics-based and computer-aided drug-design methodologies to perform in silico calculations on drug-like molecules
aiming to target complex RNA loops.
SIGNIFICANCE The importance of RNA as a new drug target has been recognized because of the discovery of a wide
range of RNA-associated diseases. We developed a dynamic docking methodology (DynaD) and a modified version of
DynaD (DynaD/Auto) to predict the bound states of small molecules targeting RNA loop motifs. DynaD is designed to be
used when the binding site is identified but no other information is available. DynaD/Auto, on the other hand, combines
AutoDock calculations with the energy landscape of the binding site predicted by umbrella sampling calculations. Finally,
we created dendrograms to interpret large data sets arising from binding calculations and display how bound states are
connected to each other.
INTRODUCTION

Myotonic dystrophy type 1 (DM1) is a genetic muscular
dystrophy that affects skeletal and smooth muscles as well
as many other organs (1,2). It is the most common cause
of adult- and late-onset muscular dystrophy that can be char-
acterized by muscle weakness, myotonia, and cardiac con-
duction abnormality, which cause physical disability and
reduction of life expectancy (1,2). DM1 is a repeat expan-
sion disorder due to the repetitive expansion of CTG repeats
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in the DNA. Once transcribed, the expanded CUG repeats,
located in the three-prime untranslated (30 UTR) region
of messenger RNA (mRNA), with underlined U (U) repre-
senting the loop residues, forms a hairpin structure, which
attracts muscleblind-like 1 (MBNL1) protein (1,3–8).
MBNL1 is a key regulator of alternative splicing of tran-
scripts such as insulin receptor, cardiac troponin T, and
muscle-specific chlorine ion channel (4,6,7,9,10). The tran-
scribed CUG repeats have strong binding affinities to
MBNL1, which disturbs MBNL1’s function via sequestra-
tion (6,11,12). Healthy individuals have 5–37 CUG repeats
in the DMPK gene, while DM1-affected individuals have
50–6000 CUG copies, where severity of disease increases
with repeat size (13,14). Because of its unique structural
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RNA binding via dynamic docking
characteristics such as the formation of a hairpin structure
with continuous 1 � 1 UU internal loops connected with
2 � 2 GC/GC Watson-Crick (WC) basepairs, expanded
RNA CUG repeats are prospective drug targets (15,16).
Thus, DM1-associated defects can be ameliorated by small
molecules specifically targeting RNA CUG repeats to
inhibit MBNL1 binding.

To design effective drug-like small molecules targeting
RNA, it is necessary to discover the binding mechanism be-
tween RNA and small molecules. Computational techniques
are promising, as they can virtually screen molecules and
visualize bound states for drug developments. There are
several examples of in silico molecular docking programs
studying ligand-receptor interactions, such as LigandRNA
(17), AutoDock Vina (18), Glide (19), AnnapuRNA (20),
and RLDOCK (21). The goals of these programs are to pre-
dict binding affinity and the corresponding conformation
between a small molecule and a macromolecular receptor.
LigandRNA is a program designed for specific docking of
small molecular ligands to RNA, and uses a grid-based algo-
rithm combined with a knowledge-based potential repre-
senting ligand-binding sites. AutoDock is an automated
docking software to predict how ligands bind to a binding
site such as proteins, DNA, RNA, and other biomolecules.
AutoDock uses its own scoring function based on the Amber
force field, and estimates the free energy of binding of a
ligand to its target. Glide is a ligand docking program devel-
oped by Schrödinger that allows small molecules to dock
onto all kinds of biomolecular receptors including RNA,
where binding affinities are predicted by free energy pertur-
bation or molecular mechanics combined with generalized
Born surface area continuum solvation (MM/GBSA) (22).
AnnapuRNA is a knowledge-based tool designed to investi-
gate RNA-ligand complexes. The main limitation of
AnnapuRNA is that binding poses not in the database
are difficult to predict, as the docking process relies on
the experimentally determined RNA-ligand structures.
RLDOCK is another computational method for predicting
binding poses for RNA-ligand complexes with an energy-
based scoring function, where RNA structure is kept fixed.
The aforementioned methods share the assumption that
docking is related to the global minimum conformation of
a binding site obtained from experiments. Typically, the
structure of the binding site is obtained from existing data-
bases such as Protein Data Bank (PDB). However, since we
do not know what the exact mechanism of the binding or
docking process is, these methods have the disadvantage
of excluding various possibilities derived from the interme-
diate bindings between small molecules and binding sites.
To overcome such disadvantages, Al-Hashimi’s group
have introduced an ensemble including unique and domi-
nant conformations across the entire RNA structure land-
scape guided by NMR data, and showed that docking of
six small molecules targeting the RNA ensemble in HIV
type 1 improves the predictions (23). Another approach to
increase the accuracy of the binding pose is to perform a
detailed ligand-recognition step. Grubmuller et al. success-
fully studied the detailed binding pathways of a biotin mole-
cule to a streptavidin by a force-pulling method (24).
However, computational binding of small molecules to
RNA is more challenging than proteins because RNA mol-
ecules are highly dynamic. Guilbert and James presented a
novel algorithm, MORDOR (Molecular Recognition with
a Driven dynamics OptimizeR), which incorporates flexi-
bility of both ligands and nucleic acid residues (25). Howev-
er, if the binding site is already known, such as the case in
RNA CUG repeats, focus should be given to the binding
site to increase the accuracy of predictions. Another method
to investigate RNA-ligand binding, supervised molecular
dynamics (SuMD) simulations (26), uses short molecular
dynamics (MD) simulations to derive binding poses of a
ligand to an RNA-binding site. However, the efficiency
may not always be high owing to the strong chance of re-
starting the simulations as a result of ligands drifting away
from the binding site during the sampling process. Above
all, these two methods require complicated settings to sam-
ple the molecular recognition events.

We developed a dynamic docking methodology (DynaD)
and successfully applied it to several RNA systems causing
myotonic dystrophy (15,16,27–29), amyotrophic lateral
sclerosis/frontotemporal dementia (30–32), and breast can-
cer (33,34). DynaD is designed to be used when the binding
site is already identified but no structural information is
available about the binding site. The biggest advantage of
DynaD is that it can predict the bound states of small mol-
ecules to dynamic RNA loops via purely physics-based
approaches using simple simulation settings built in simula-
tion packages. DynaD uses a series of simulation techniques
to sample the complex energy landscape of a small mole-
cule-RNA interaction and predicts the binding free energies
of stable binding modes. This method mimics the natural
binding phenomenon using a distance-based reaction coor-
dinate and thus does not use a scoring function as employed
by docking programs. Initial bound states are created using
this reaction coordinate, which then are utilized in MD sim-
ulations to discover the stable binding modes. During MD
simulations, ligands will undergo conformational change
to optimize binding that is directed by the force field.
Even though it is challenging, adequate sampling of the
complex energy landscape representing the binding phe-
nomenon will yield stable bound states ranked by their
binding free energies calculated with MM combined
with Poisson-Boltzmann surface area continuum solvation
(MM/PBSA) (35) and with the three-dimensional reference
interaction site model (MM/3D-RISM) (36,37) approaches
that will include the global minimum. Results of DynaD
are crucial, as it has the potential to successfully investigate
the binding modes of small molecules targeting dynamic
RNA systems that will assist in silico drug-design studies.
Furthermore, we developed a modified version of DynaD,
Biophysical Journal 122, 180–196, January 3, 2023 181
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namely DynaD/Auto, which utilizes both the results of um-
brella sampling calculations performed on 1 � 1 UU inter-
nal loops and AutoDock calculations to efficiently sample
the complex energy landscapes. The strategy of DynaD
and DynaD/Auto is in line with the approach performed
by Al-Hashimi’s group in sampling wide conformational
space except that it is purely computational. However, since
the number of initial bound states required to discover the
correct binding modes in DynaD depends on the properties
of the binding site and the ligand targeting the site such as
the size of the RNA loop and flexibility of the ligand, under-
sampling of conformational space can cause challenges
while determining the global minimum and crucial bound
states in some systems. DynaD/Auto eliminates this uncer-
tainty by exploiting information that characterizes the bind-
ing site if available. Umbrella sampling data provide all the
global and local minimum conformations for the 1 � 1 UU
internal loops in RNA CUG repeats, which allow construc-
tion of an ensemble of structures covering the conforma-
tional space of the binding site important in the binding
process.

In this contribution, we studied the binding properties of
nine small molecules known to target RNA CUG repeats
(38) using DynaD and DynaD/Auto. Predictions are
compared with experimental data, which displayed a posi-
tive correlation with correlation coefficient (R) values of
0.70 and 0.81 for DynaD and DynaD/Auto, respectively.
Furthermore, we performed different binding free energy
calculations and discovered that the best correlations be-
tween predictions and experiments are achieved with MM/
3D-RISM calculations, highlighting the importance of sol-
vation in binding calculations. Moreover, we detected that
DynaD/Auto performed better than DynaD in determining
the correlation between predictions and experiments in the
studies of small-molecule RNA CUG binding because of
the use of prior knowledge about the binding site, as it al-
lows one to capture challenging binding modes, which
might be difficult to observe in conventional sampling
methods. Finally, we utilized dendrograms to present simple
diagrams displaying how bound states are connected to each
other in a binding process. With promising results, DynaD
and DynaD/Auto will allow researchers to utilize two novel
physics-based and computer-aided drug-design methodolo-
gies to investigate drug-like molecules aiming to target
complex RNA loops.
MATERIALS AND METHODS

Determination of small molecule/RNA-binding
modes

Fig. 1 displays the workflows of DynaD and DynaD/Auto methods in deter-

mining the stable binding modes of a small molecule targeting 1 � 1 UU in-

ternal loops in RNA CUG repeats. Both methods follow almost the same

procedure except in the preparation stage, which is described as follows.
182 Biophysical Journal 122, 180–196, January 3, 2023
In DynaD, initial bound states for small molecule/RNA complex are

created by moving the small molecule to the binding site repeatedly using

a distance-based reaction coordinate, which is defined as the distance be-

tween the center of mass (COM) of the heavy atoms of the closing base-

pairs of the binding site and the COM of the heavy atoms of the small

molecule (Figs. 1 and 2 a; Video S1). In the ‘‘Docking’’ stage of DynaD,

modified generalized Born implicit solvent model (GBOBC) (39) with

0.3 M salt concentration implemented to the Amber18 (40) package was

used. During the initial docking stage, the initial distance between the

small molecule and the closing base pairs is set to be 40 Å so that they

are far away from each other. Small molecule is then gradually moved to-

ward the binding site by 1-Å intervals each within 20 ps using distance re-

straints imposed on the reaction coordinate until it becomes 0 Å. As an

example, a single initial docking to bring the compound from 40 Å to

0 Å will take 20 � 40 ps ¼ 800 ps. During this process, WC base pairing

and torsional and chirality restraints are imposed on the RNA residues

except the loop residues so that the global RNA structure maintains the

A-form orientation. It is worth highlighting the two assumptions we have

in the small molecule/RNA-binding process: 1) small molecules target

the 1 � 1 UU internal loops in RNA CUG repeats; and 2) because the li-

gands are small molecules, they are not going to distort the global RNA

structure dramatically. As a result, the set of restraints we use allow the uri-

dine residues to freely move around the system, where both syn and anti

uridine conformations as well as unstacked states are observed without dis-

torting the rest of the RNA (Video S1). The conformation of RNAs in the

loop residues and the small molecule reflects the moment when the two

molecules meet, which is called an initial bound state. Thereafter, the small

molecule is slowly moved away from the binding site randomly by 1-Å in-

tervals until the distance reaches 40 Å again. During this process, WC base

pairing and torsional and chirality restraints are applied to all the RNA res-

idues to transform the RNA back to its apo structure. This ‘‘forced binding’’

process is repeated several dozen times sequentially to obtain initial bound

states for the small molecule/RNA CUG complex, where the initial bound

states correspond to conformations having 0 Å distance between the small

molecule and the closing basepairs as determined by the ‘‘Docking’’ step

(Fig. 1). The key point of DynaD is to sample different regions of confor-

mational space by starting with different initial bound states, thereby

increasing the probability of finding the important binding poses. Thus,

increasing the number of initial docked states will increase the accuracy

of the predictions. These initial bound states are then utilized in explicit

solvent MD simulations where structures are solvated with water and

ions to investigate the dynamics (vide infra). No restraints are used in

the explicit solvent MD simulations to allow small molecules to reorient

themselves freely while sampling the conformational space with respect

to the force field. Each MD simulation is run for 120 ns, yielding

several-microseconds-long combined MD trajectories for the studied small

molecule-RNA interaction. In the ‘‘Analysis’’ step (Fig. 1), cluster analyses

are conducted where root-mean-square deviation (RMSD) is utilized to

determine the structural similarity throughout the trajectory (vide infra).

In the RMSD calculation, the heavy atoms of the target site, which includes

the uridine residues, two closing basepairs (Fig. 2 a), and the small mole-

cule, are considered. Snapshots with RMSD % 1.25 Å are clustered into

the same group, and binding free energies of each cluster having more

than 50 snapshots are calculated using the MM/3D-RISM method

(36,37) (vide infra).

In DynaD/Auto, an alternative approach was designed to investigate the

small molecule/RNA-binding phenomenon. Even though DynaD mimics

the natural binding process using a distance-based reaction coordinate

while targeting the RNA-binding site, the number of initial bound states

required to find the global minimum depends on the nature of the binding

site and the properties of the small molecules, which can cause sampling

issues. Use of prior knowledge about the binding site, such as the free en-

ergy landscape of the 1 � 1 UU internal loop in RNA CUG predicted by

umbrella sampling calculations, can expedite the calculations, as it can pro-

vide unique and important conformations for the RNA loop motif not easily



FIGURE 1 Flow charts for dynamic docking (DyanD) (a) and dynamic docking/AutoDock (DynaD/Auto) (b) approaches to predict binding free energies

of small molecules targeting RNA CUG repeats. See Video S1 displaying the initial docking stage of DynaD. The bound state predicted to have the lowest

binding energy is the proposed global minimum.

RNA binding via dynamic docking
accessible by conventional MD simulations. We therefore created a modi-

fied version of DynaD, DynaD/Auto, where umbrella sampling results of

1 � 1 UU internal loop in RNA CUG repeats are utilized to create an

ensemble of RNA structures, which are used in AutoDock Vina calculations

to create initial bound states (vide infra). Fig. S1 displays the two-dimen-

sional (2D) free energy landscape predicted by umbrella sampling calcula-

tions for a single uridine of a 1 � 1 UU internal loop in RNA CUG repeats

using two reaction coordinates mimicking two crucial motions in an RNA

residue: rotation around c displaying the base orientation with respect to

sugar and rotation around a pseudo-torsion, q1, imitating base stacking

4 unstacking. Umbrella sampling calculations exhibit 11 minima in the

2D free energy landscape for a single uridine (Fig. S1), which we used to

build the initial conformations for the model RNA CUG (vide infra).

Because of the symmetry in the RNA CUG repeats, a total of 66 unique

RNA loop conformations were homology modeled using the umbrella sam-

pling data, as the 2D free energy landscape represents the results for a single

uridine residue in a 1 � 1 UU internal loop. AutoDock Vina (18) was then

utilized to obtain the best initial bound states for a small molecule targeting

each RNA loop conformation. The rest of the process is similar to the Dy-

naD approach, where initial bound states are used as initial conformations

in the explicit solvent MD simulations (Fig. 1) (vide infra). All the MD tra-

jectories are combined and used in the cluster analyses, where binding free

energies for each cluster are calculated using the MM/3D-RISM method as

before, yielding the global minimum bound state for small molecule/RNA

interaction (vide infra).
Selection of small molecules targeting 1 � 1 UU
internal loops in RNA CUG repeats

Rzuczek et al. performed a set of experiments and investigated 320 drug-

like small molecules, which were collected according to their structural di-

versity and chemical similarity (38). First, they performed a time-resolved

fluorescence resonance energy transfer (TR-FRET) assay to discover 28 hit

compounds disrupting the r(CUG)12/MBNL1 complex in vitro, which could

be due to either targeting r(CUG)12 or MBNL1. To assess whether the com-

pounds are specifically targeting the RNA CUG repeats or not, they inves-

tigated the biological activity of these compounds using a DM1 cellular

model, wherein they co-transfected a DM1 mini-gene containing 960

RNA r(CUG) repeats (r(CUG)960), which reports on alternative splicing

of cardiac troponin T (cTNT) exon 5. While the amount of mature

mRNA containing exon 5 in healthy cells (representing absence of

r(CUG)960) is z55%, in the presence of r(CUG)960, z90% of exon 5 is

included in the mature mRNA. As a result, if a compound targets

r(CUG)960 and rescues MBNL1 in cellulo, a decrease in exon 5 inclusion

should be observed, which is what they measured (38). Among the 28 small

molecules, 12 small molecules improved cTNT alternative pre-mRNA

splicing pattern toward wild type, and only nine small molecules out of

12 showed a similar percentage level observed in healthy cells. Those

nine small molecules are considered to have a significant level of binding

abilities to RNA CUG repeats to interfere with the formation of

r(CUG)960/MBNL1 complex. We therefore selected these nine small
Biophysical Journal 122, 180–196, January 3, 2023 183



FIGURE 2 (a) Schematics of the binding process

and secondary structure of the model RNA CUG

system utilized in this study, where dashed blue

rectangle highlights the binding site. (b) Nine small

molecules targeting RNA CUG repeats inhibiting

r(CUG)12/MBNL1 complex. Number notation dis-

played under each molecule is used by Rzuczek

et al. (38) while we use the letter notation to differ-

entiate each small molecule. Note that in (a), the

binding site includes two Watson-Crick GC base-

pairs defined as ‘‘closing basepairs’’ and a nonca-

nonical 1 � 1 UU pair. To see this figure in color,

go online.

Wang et al.
molecules to test DynaD and DynaD/Auto on a model RNACUG sequence

in this study (Fig. 2 b). Relative experimental binding properties of the

small molecules are quantified by their in vitro activity for disruption of

the r(CUG)12/MBNL1 complex as determined by a TR-FRET assay at

100 mM concentration and used as experimental data to compare predicted

binding free energies.
Preparation of model systems and
parameterization of small molecules

A model RNA sequence, r(50-CCG CUG CGG-30/50-CCG CUG CGG-30)
(Fig. 2 a), which contains a single RNA CUG repeat, was utilized to deter-

mine the binding affinities of small molecules to RNA CUG repeats. The

Amber99 force field (41) with revised c (42) and a/g (43) torsional pa-

rameters were chosen to represent the properties of RNA. Nine small mol-

ecules (Fig. 2 b), which display highest binding affinities among the

candidate small molecules in in vitro and in cellulo experiments, were

selected for in silico calculations targeting RNA CUG repeats (vide supra).

The generalized Amber force field (GAFF) (44) was used to represent the

small molecules with restrained electrostatic potential (RESP) charges

derived following the RESP charge-fitting protocol (45,46) as described

in our previous studies (15,16,27–34), where small molecules were first

optimized and then electrostatic potentials as a set of grid points were

calculated at the HF level with the 6-31G* basis set using Gaussian09

(Tables S1–S9) (47). Furthermore, we investigated a guanine riboswitch

system using DynaD, whereby an X-ray structure (PDB: 2EES) (48)

was utilized to compare the structural predictions (see supporting material

for details).
Explicit solvent MD simulations

Initial bound states obtained from DynaD and DynaD/Auto were used as

initial conformations for the explicit solvent MD simulations. To obtain

the initial bound states for a small molecule, DynaD required 3.5 GPU

hours using a Quadro P620 GPU whereas DynaD/Auto required 16.5 min

using 12 Intel i7-8700K cores. Small molecule/CUG complexes were sol-

vated with TIP3P water (49) molecules in octahedral boxes with a buffer

of 8 Å. To neutralize the systems, Naþ ions (50) were included in each sys-

tem. Each system was minimized in two steps, which were then equili-
184 Biophysical Journal 122, 180–196, January 3, 2023
brated. In the first step of minimization, the water molecules and ions

were minimized while positional restraints were imposed on small mole-

cule/RNA complex. In the second step restraints were removed, and all

the residues were included in the minimization process. In each minimiza-

tion step, steepest descent minimization of 25,000 steps was followed by a

conjugate gradient minimization of 25,000 steps. For the equilibration, we

used the Langevin thermostat to heat up the system to 300 K in 500,000

steps without including any restraints on the system. Long-range electro-

static interactions were calculated using the particle mesh Ewald method.

Production runs were followed after equilibration, where temperature and

pressure were maintained throughout the MD simulations at 300 K and

1 bar, respectively, using Langevin dynamics and Berendsen barostat

(NPTensemble) (see Table S10 for sample input files). For each bound state

determined by DynaD and DynaD/Auto in the ‘‘Docking’’ stage (Fig. 1),

120-ns-long MD simulations were run with a time step of 2 fs. For

120 ns, 13.3 GPU hours were required using an NVIDIA Tesla V100

GPU card. For the DynaD/Auto calculations, 66 independent MD simula-

tions, each determined after umbrella sampling and AutoDock Vina calcu-

lations (vide infra), were conducted for each small molecule/RNA CUG

complex. Note that the number of the initial bound states used in DynaD

and DynaD/Auto is 66 to have comparable results, where the total com-

bined MD simulation time for each system is 7.92 ms (120 ns � 66 ¼
7.92 ms).
Extracting significant RNA conformations from
umbrella sampling calculations for DynaD/Auto

The structural and thermodynamic properties of 1 � 1 UU internal loops

were previously investigated using conventional MD simulations and um-

brella sampling MD simulations using a model RNA CUG system, which

displays multiple stable conformations (Fig. S1) (51). According to the

2D potential of mean force (PMF) calculations with c torsion and a

pseudo-torsion (q) mimicking base stacking 4 unstacking as the reaction

coordinates, we previously discovered that the global minimum structure of

1 � 1 UU internal loops in RNA CUG repeats is the stacked state in anti-

anti UU orientation (Fig. S1) (51). Furthermore, the 2D PMF surface dis-

plays several local minima states having anti and syn base orientations

(Fig. S1). Umbrella sampling results provide all the stable and statistically

important regions for the 1 � 1 UU internal loops in RNA CUG repeats,
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which can be capitalized by small molecules when targeting RNA CUG re-

peats. Thus, we consider these local minima as well as the global minimum

as probable orientations the 1 � 1 UU internal loops in RNA CUG repeats

prefer upon small-molecule binding. Therefore, an ensemble of RNA struc-

tures were constructed from umbrella sampling calculations, where 11 con-

formations representing the stable states observed in 2D (c,q) PMF profile

(Fig. S1) were utilized to build 66 unique loop conformations for the

1 � 1 UU internal loop. These 66 structures cover a wide range of confor-

mational space for 1 � 1 UU internal loops while being targeted by small

molecules and have been combined with AutoDock calculations to build the

initial bound states described in DynaD/Auto calculations to investigate

how small molecules target RNA CUG repeats using an alternative

approach (Fig. 1).
AutoDock Vina

DynaD determines initial bound states for a small molecule interacting

with 1 � 1 UU internal loops in RNA CUG repeats by using a series

of repetitive implicit solvent MD simulations. DynaD/Auto, however,

uses AutoDock Vina to obtain the initial bound states for the 66

1 � 1 UU internal loop structures extracted from umbrella sampling cal-

culations. RNA and small molecules were prepared using default

AutoDock Vina protocols (18,52). The COM of the small molecule was

selected as the grid center of docking. The size of the grid box was

adjusted manually to contain the internal loop and the closing basepairs

completely. The number of binding modes generated was set to 20, and

the default values for exhaustiveness of search level and the maximum en-

ergy difference were utilized in the calculations (18,52). For each small

molecule, virtual screening was performed and only the binding mode

with strongest binding affinity was considered for explicit solvent MD

simulations.
Cluster analyses and binding free energy
calculations

We utilized our in-house code to perform cluster analyses as described

previously (15,16,27–34). For each system, all the MD trajectories

were first combined and then RMSD was used as the metric to cluster

similar structures. Snapshots with RMSD % 1.25 Å were clustered

into the same group. During this process, symmetry observed in each

system was included in the analyses so that we did not overpredict

the total number of clusters. Average structures for each cluster were

calculated at the end. MM/PBSA (22), MM/GBSA (22), and MM/3D-

RISM (36,37) analyses were conducted on each cluster to determine

the global minimum bound state for each system, whereby the

MMPBSA.py module of Amber18 (40) was utilized in the calculations.

In the small molecule/RNA-binding process, water molecules will play

crucial roles. Thus, we decided to utilize the RISM of molecular

solvation, as it is an inherently microscopic approach calculating

the equilibrium distribution of the solvent from which all thermody-

namic properties are then determined. In MM/3D-RISM calculations,

Kovalenko-Hirata closure (3D-RISM-KH) (37) molecular solvation the-

ory was utilized to calculate solvation properties (see Table S11 for a

sample input file).
Dendrogram analyses

Interpreting large sets of data that come with simulations is a daunting task

even with analysis tools. Thus, we performed dendrogram analyses to visu-

alize transformation pathways between small molecule/RNA bound states,

where dendrogram graphs displaying the ‘‘closeness’’ between a set of clus-

ters as determined by the metric, RMSD, were created for each system (see

supporting material for details).
RESULTS AND DISCUSSION

The global minimum predicted by DynaD for a
guanine riboswitch overlaps perfectly well with
its X-ray structure

To verify the quality of DynaD, we predicted the bound state
of a known system (PDB: 2EES), where a small molecule,
residue name HPA, interacts with an RNA riboswitch. Com-
parison of the prediction with its experimental structure
(2EES) modeled by X-ray crystallography displayed a per-
fect overlap with an all-heavy-atom RMSD of 1.2 Å,
implying how good DynaD can perform in an RNA ribos-
witch system (Table S12 and Fig. S2).
The initial bound conformations change in MD
simulations because of the force field

The energy landscapes of small molecules targeting RNA
CUG repeats are complex because the conformations of
both the RNA-binding site and small molecule can change
during binding. Therefore, a single RNA conformation rep-
resenting the binding site will not be enough to mimic the
binding process. To effectively scan the conformational
space, however, one needs to imitate the binding phenome-
non quickly. DynaD tries to do that by following a reaction
coordinate that will simulate the physical binding behavior.
The advantage of DynaD is that it allows one to study any
RNA target without having prior knowledge about the struc-
tural details of the binding site. The initial docked state us-
ing DynaD is calculated by forcing small molecules to
interact with the RNA-binding site. In the modified version,
DynaD/Auto, an ensemble of structures important in the
binding process is built using prior knowledge about the
RNA target site such as the energy landscape predicted by
umbrella sampling calculations. These RNA structures are
then utilized in AutoDock calculations to come up with
initial docked states. These initial states then change during
MD simulations, where the force field bears a part in opti-
mizing the binding interactions. Both docking methods
can be thought of as two different approaches that place
small molecules close to relevant conformational states
important in the binding process. Consequently, MD simu-
lation will cause the orientations of both the RNA-binding
site and small molecule to change to optimize binding. By
running MD simulations on different initial docked states
and combining all the trajectories, one can perform cluster
analyses to determine the stable bound states. Predictions
of relative binding free energies can then describe what
the global minimum structure is for small molecule/RNA
complex.

As an example, using the DynaD/Auto approach, each
small molecule was docked to 66 unique RNA CUG confor-
mations using AutoDock Vina. In each AutoDock Vina
calculation, conformations with highest binding affinities
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calculated using an empirical scoring function were selected
as initial docked states representing small molecule/RNA
CUG complexes, which are used as initial structures in
MD simulations. A total of 66 independent MD simulations,
each 120 ns long, were performed. Each MD simulation was
analyzed by calculating the RMSD with respect to initial
structure to determine the structural changes observed in
MD trajectories. In the RMSD calculations, heavy atoms
of the small molecules and loop residues as well as closing
basepairs were included. Fig. S3 displays the RMSD varia-
tion over simulation time and distance between the COM of
small molecule I and the RNA-binding site in I/RNA CUG
complex using DynaD/Auto. For simplicity, only the results
of 6 out of 66 MD simulations are displayed and highlighted
in unique colors (Fig. S3). Three structural motions repre-
senting reorientation of I and the RNA-binding site (reorien-
tation), relocation of I to the terminal basepairs (relocation),
and loss of binding (interruption) are observed in the MD
trajectories (Fig. S3). Histogram analyses display that
most of the structures have RMSD > 2.0 Å (Fig. S3 c), an
implication that initial conformations are altered in the
MD simulations. RMSD and distance values%5.0 Å (black,
red, green, and blue trajectories in Fig. S3) imply reorienta-
tion of both I and RNA-binding site, which accounts for
64.8% of structures calculated from histogram analysis
(Fig. S3 c). When the small molecule did not maintain the
initial bound state, both RMSD and distance values were
over 5.0 Å, representing relocation and/or interruption as
displayed in cyan and brown trajectories, respectively, in
Fig. S3, a and b.
MM/3D-RISM results have a better correlation with
the experimental data compared with MM/PBSA
and MM/GBSA results

Binding free energy calculations can be performed using
MM/GBSA (22), MM/PBSA (22), and MM/3D-RISM
(36,37) approaches. In MM/GBSA andMM/PBSA, MM en-
ergies are combined with the Poisson-Boltzmann and gener-
alized Born surface area continuum solvation methods,
respectively, while in MM/3D-RISM, 3D molecular theory
of solvation, also known as the 3D reference interaction
site model (3D-RISM), is utilized to calculate the solvation
structure and thermodynamics from the first principles of
statistical mechanics. An advantage of the use of RISM in
binding free energy calculations is that it yields solvent den-
sity distribution and, thus, potential water bridges in the
binding site, allowing the effect of water molecules in
binding. Fig. S4 displays the correlation between the
experimental data and the predicted binding free energies
for the nine small molecules we investigated using MM/
GBSA, MM/PBSA, and MM/3D-RISM approaches. The
best correlation was discovered using MM/3D-RISM with
a correlation coefficient, R, of 0.81, while MM/PBSA and
MM/GBSA approaches gave R values of 0.44 and 0.30,
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respectively. Even though entropy is not included in calcu-
lations, water inclusion by RISM improves the correlation
dramatically (Fig. S4), highlighting the importance of
water molecules in small molecule/RNA binding. The
nine small molecules we investigated are structurally com-
parable. Thus, it is expected that they have similar entropic
effects and will not distort the correlation we already
observe between the predictions and experimental data
(Fig. S4). It is worthy of mention that the conformational
entropy due to the structural changes observed in RNA
and the small molecules before and after the binding process
cannot be captured by simple methods such as normal mode
(NMODE) analyses (53). We know that DGbinding < 0 kcal/
mol because these small molecules inhibit the formation of
r(CUG)12/MBNL1 complex, implying binding. Neverthe-
less, predicted binding free energies by MM/3D-RISM are
not realistic, as they are around �15 kcal/mol. Inclusion
of conformational entropy would have brought the predicted
binding free energies to realistic values.
DynaD/Auto combined with 3D-RISM calculations
provides the best correlation between predicted
binding free energies and experimental data

While investigating the binding properties of each small
molecule using the DynaD and DynaD/Auto calculations,
66 initial bound states were used to run 66 MD simulations,
in which the 66 trajectories were combined to perform clus-
ter analyses. The combined MD trajectories in DynaD and
DynaD/Auto correspond to 7.92 ms MD time. Table 1 dis-
plays the total number of clusters determined for each small
molecule/RNA system using DynaD and DynaD/Auto. Us-
ing the MM/3D-RISM approach, we calculated the binding
free energies for each cluster (Tables S13–S30). Bound
states with lowest binding free energies are the proposed
global minima for each system (Table 1). Predicted binding
energies are then compared with experimental data display-
ing r(CUG)12/MBNL1 complex formation rates when small
molecules are present (Fig. 3) (38). When there are no small
molecules present in the system, r(CUG)12/MBNL1 com-
plex will form 100%, which is the reference value used in
the analyses (Fig. 3 and Table 1). When small molecules
are present, which are known to specifically target RNA
CUG repeats to inhibit r(CUG)12/MBNL1 complex forma-
tion, rates will decrease. The in vitro activity for disruption
of the r(CUG)12/MBNL1 complex as determined by TR-
FRET exhibits complex formation rates between 20% and
70% when one of the nine small molecules is present. It
was discovered that the predicted binding free energies are
positively correlated with the experimental data (Fig. 3).
Namely, the higher the binding affinities predicted, the
lower the r(CUG)12/MBNL1 complex formed depending
on the type of the small molecule targeting RNA CUG re-
peats. While the correlation coefficient, R, for predictions
using DynaD is calculated to be 0.70, predictions using



TABLE 1 Results displaying properties of nine small molecules (Fig. 2) targeting RNA CUG repeats predicted by DynaD and DynaD/

Auto

Small

molecule

Experimental r(CUG)12/

MBNL1 formation

rates (%)a

Predicted DG binding free energies

(kcal/mol) No. of clusters determinedc
c Torsions of uridines in

global minimum bound states

DynaD DynaD/Auto DDGb DynaD DynaD/Auto DynaD DynaD/Auto

A 24.6964 �16.77 �17.69 �0.92 117 (41) 111 (34) anti/anti anti/syn

B 25.5061 �18.10 �19.37 �1.27 85 (51) 117 (39) anti/anti anti/anti

C 40.0810 �13.63 �15.62 �1.99 91 (32) 54 (23) anti/anti anti/anti

D 40.4858 �12.45 �15.62 �3.17 101 (46) 56 (20) anti/anti anti/anti

E 43.7247 �13.88 �14.02 �0.14 113 (48) 61 (29) anti/anti anti/syn

F 52.6316 �14.34 �15.15 �0.81 117 (38) 60 (10) anti/syn anti/anti

G 52.6316 �13.82 �15.71 �1.89 89 (10) 67 (4) anti/anti anti/syn

H 61.9433 �12.12 �12.76 �0.64 47 (23) 102 (17) anti/anti anti/syn

I 69.2308 �13.89 �14.53 �0.64 103 (49) 88 (41) anti/syn anti/syn

aProportion of the RNA CUG/MBNL1 complex formed relative to control group (100%) (38).
bDDG ¼ DGDynaD/Auto � DGDynaD.
cThe values in parentheses represent the common structures determined by the two methods. For example, for A, cluster analyses found 117 and 111 clusters

using DynaD and DynaD/Auto, respectively, where 41 clusters of DynaD are structurally similar to 34 clusters of DynaD/Auto with RMSD % 1 Å.

RNA binding via dynamic docking
DynaD/Auto have a higher accuracy with R ¼ 0.81 (Fig. 3).
The predicted binding free energies by DynaD/Auto were
always lower than the predictions of DynaD (Fig. 3). The
lowest DDG ¼ DGDynaD/Auto – DGDynaD was observed in
E, with DDG ¼ �0.14 kcal/mol while the highest DDG
was observed in D, with DDG ¼ �3.17 kcal/mol (Table 1).
Even though DynaD/Auto outperforms DynaD, increasing
the initial docked states in DynaD not only improves the
predicted correlation but also the predicted binding free en-
ergies (Fig. S5). In DynaD/Auto, 66 unique RNA structures
representing the critical RNA orientations important in
the small molecule/RNA-binding process were utilized.
DynaD, however, does not have such precise initial docked
FIGURE 3 Correlation between predicted binding free energies (in kcal/

mol) as calculated by MM/3D-RISM approach and in vitro activity of nine

small molecules for disruption of r(CUG)12/MBNL1 complex as deter-

mined by TR-FRETassay (38). Color notation is used to display predictions

of DynaD (black) and DynaD/Auto (red). Predicted binding free energies of

global minimum states for each small molecule are used in the figure. Note

that the lower the percent r(CUG)12/MBNL1 value, the higher the inhibition

of r(CUG)12/MBNL1 complex due to higher binding affinity of the small

molecule to the 1 � 1 UU internal loops in r(CUG)12. To see this figure

in color, go online.
states as DynaD/Auto while searching for the global mini-
mum bound state. Naturally, increasing the number of initial
docked states would be advantageous in DynaD to discover
major binding modes, but this will require more sampling of
the conformational space and, thus, more computational po-
wer. To obtain a sense of how the predictions of DynaD
improve with respect to the total number of initial docked
states used, we calculated the binding free energies for
each small molecule using 10, 20, 30, 40, 50, and 66 initial
docked states (Fig. S5). The variation of correlation coeffi-
cient with respect to the total number of initial docked states
used is shown in Fig. S5 a. As expected, the accuracy of pre-
dictions determined by correlation coefficient is improved
with the increase of the total number of initial docked states
from Rz 0.5–0.7 (Fig. S5 b). Increasing the total number of
initial docked states in DynaD improves the predicted bind-
ing free energies and, thus, the predicted trendlines by shift-
ing them downward toward the trendline predicted by
DynaD/Auto (Fig. S5 a). Nevertheless, DynaD/Auto still
has an improved correlation compared with DynaD, as it
uses prior knowledge about the RNA-binding site.
Both DynaD and DynaD/Auto predict almost the
same global minimum bound states for E and I
with RMSD < 1 Å

As described above, both DynaD and DynaD/Auto sample
the complex conformational space using two different
approaches, whereby the former utilizes a distance-based
reaction coordinate while the latter combines structural
data extracted from umbrella sampling calculations with
AutoDock calculation to create initial bound states. If
enough sampling is performed, both methods should
converge to the same global minimum as observed in E
and I (Figs. 2–4). RMSD between the global minimum
bound states predicted by DynaD and DynaD/Auto for E
and I are 0.58 Å and 0.17 Å, respectively (Fig. 4).
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FIGURE 4 The global minimum bound states

determined by DynaD (blue) and DynaD/Auto

(red) for the small molecules targeting RNA CUG

repeats (Fig. 2). NewRibbons and CPK representa-

tions are used to display the RNA and small mole-

cules, respectively. For simplicity, no hydrogen

atoms are displayed. RMSD values are displayed un-

der each system to highlight how similar the blue

and red structures are (see main text for details).

To see this figure in color, go online.

TABLE 2 Properties of nine small molecules (Fig. 2) in apo

state extracted from explicit solvent MD simulations

Small molecule SASAa (Å2) No. of clusters determined

A 290.70 4

B 249.53 1

C 386.71 15

D 373.03 17

E 346.13 9

F 382.79 22

G 383.42 13

H 230.21 1

I 334.44 4

Each small molecule was individually studied to determine its flexibility.
aSASA, solvent-accessible surface area.

Wang et al.
DDG, defined as DGDynaD/Auto � DGDynaD, for E and I
are �0.14 and �0.64 kcal/mol, respectively, implying that
both methods predict the same structures with similar bind-
ing energies (Fig. 3 and Table 1). The global minimum
bound state of small molecule E/RNA CUG predicted by
DynaD/Auto displays one of the uridines in syn state while
it is anti in DynaD prediction (Table 1). As noted above,
DynaD/Auto uses conformations extracted from umbrella
sampling calculations, which have syn states in it, while
DynaD mimics the physical binding phenomenon using a
distance-based reaction coordinate while scanning the
conformational space, which might require a longer time
in finding the global minimum bound states. Indeed, the
global minimum bound states of small molecule I/RNA
CUG predicted by DynaD and DynaD/Auto are identical
and display the 1 � 1 UU internal loop in anti-syn orienta-
tion (Table 1). Furthermore, comparisons of the clusters pre-
dicted by DynaD and DynaD/Auto reveal that half of the
clusters determined by each method are in common. For
example, for the small molecule I/RNA CUG interaction,
49 out of 103 predicted by DynaD can be described by 41
out of 88 clusters predicted by DynaD/Auto (Table 1). A
similar result is found for small molecule E/RNA CUG,
where 48 out of 113 clusters predicted by DynaD can be
described by 29 out of 61 clusters predicted by DynaD/
Auto (Table 1). When a small molecule targets a dynamic
system, such as RNA 1� 1 UU internal loops, both the con-
formations of the binding site and the small molecule will
determine the final bound states. For example, we studied
the dynamic behavior of each small molecule in explicit sol-
vent and performed cluster analyses to determine their
188 Biophysical Journal 122, 180–196, January 3, 2023
conformational flexibility. Results showed that E and I
have nine and four clusters, respectively, implying that
they are not as disordered as C, D, F, and G (Table 2). As
a result, DynaD and DynaD/Auto could predict the same re-
sults for these two small molecules, which is partly due to
sampling similar conformational space.
The global minimum structures predicted by
DynaD and DynaD/Auto for small molecules A, B,
and H display RMSD < 3.7 Å

Investigation of conformational flexibility of A, B, and H
(Fig. 2 b) using explicit solvent MD simulations followed
by cluster analyses yielded four clusters for A, and one clus-
ter for B and H implying that these small molecules are
entropically ordered (Table 2). We calculated the solvent-
accessible surface areas (SASAs) of these molecules using
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explicit solvent MD simulations in their apo state to display
their apparent sizes. SASAs of these small molecules are
between 230 and 290 Å2 (Table 2), where B and H are
structurally the smallest small molecules we investigated
(Fig. 2 b). Comparison of the global minimum bound
states predicted by DynaD and DynaD/Auto display
RMSD values <3.7 Å (Fig. 4). Even though these com-
pounds are more ordered than E and I, DynaD and
DynaD/Auto predict different conformations for the global
minimum. While the orientations of the compounds in the
bound states predicted by DynaD and DynaD/Auto are
fairly similar, the orientations of uridine residues in the
binding site are very different, which is the reason for the
high RMSDs (Fig. 4). As described above, conformations
of both the RNA-binding site and small molecules will
determine the final bound states. Even though the small mol-
ecules ofA, B, andH are relatively rigid and ordered, proper
sampling of the RNA target site determines the accuracy of
the predictions. In the cases of A and H, the orientations of
small molecules are exactly the same except the final orien-
tations of the RNA loop sites, where one of the uridines is in
syn state and the other one is flipped out from the helical
axis, which is why we observe DDG values of �0.92 and
�0.64 kcal/mol, respectively (Figs. 2 and 3; Table 1). In
the case of B, the predicted lowest binding energy states
display the benzimidazole ring of B in different orientations
as well as one of the uridines in the RNA-binding site flip-
ped out, which is likely the reason why we observe a DDG
value of �1.27 kcal/mol (Figs. 2 and 4; Table 1). Even
though the orientations of small molecules are the same in
the predictions of DynaD and DynaD/Auto, DynaD requires
more simulation time to sample other RNA loop conforma-
tions to predict the global minimum bound state predicted
by DynaD/Auto, which utilizes prior knowledge about the
RNA-binding site. DynaD predicted 117, 85, and 47 clus-
ters, respectively, for A, B, and H, interacting with RNA
CUG repeats, while DynaD/Auto predicted 111, 117, and
88 clusters, respectively (Table 1). Although more than
half of the clusters predicted for B and H by DynaD are
observed in the predictions of DynaD/Auto, less than 33%
of the clusters predicted by DynaD/Auto are observed in
DynaD. For example, only 34, 39, and 17, respectively, of
111, 117, and 102 clusters predicted by DynaD/Auto for
A, B, and H are observed in the DynaD approach (Table 1).
A wider conformational space is scanned by DynaD/Auto
compared with DynaD, which caused differences in pre-
dicted binding energies (Table 1).
Lowest energy bound states for small molecules
C, D, F, and G are different as predicted by DynaD
and DynaD/Auto with RMSD > 3.86 Å

The small moleculesC,D,F, andG have SASA over 370 Å2,
representing the biggest molecules in the set we studied
(Table 2). Furthermore, MD simulations of these small
molecules display more than 13 clusters preferred by these
small molecules, implying that they are disordered (Table 2).
As a result, the lowest energy bound states predicted by Dy-
naD and DynaD/Auto are different with RMSD > 3.86 Å
(Fig. 4). DynaD predicted 91, 101, 117, and 89 clusters,
respectively, for C, D, F, and G interacting with RNA CUG
repeats, while DynaD/Auto predicted 54, 56, 60, and 67 clus-
ters, respectively (Table 1). Not many common structures are
predicted by both methods. For example, while studying the
binding properties of G, only 10 out of 89 clusters predicted
by DynaD can be described by 4 out of 67 clusters predicted
by DynaD/Auto (Table 1). Similar behavior was observed
while studying C, D, and F. As a result, DDG for C, D, F,
andG are�1.99,�3.17,�0.81, and�1.89 kcal/mol, respec-
tively, implying that DynaD requires more sampling
compared with DynaD/Auto results (Fig. 3 and Table 1). Pre-
diction of global minimum bound state of a disordered small
molecule targeting a dynamic RNA-binding site, such as
1� 1 UU internal loops, is a challenging problem. Thus, uti-
lization of prior knowledge about the binding site, such as
DynaD/Auto utilizing the energy landscape of 1 � 1 UU in-
ternal loops predicted by umbrella sampling calculations, can
expedite the calculations. Nevertheless, DDG values are
within error limits, and thus the predicted binding energies
can still help in in silico drug-design processes. For example,
if a set of small molecules known to target an RNA-binding
sitewere investigated usingDynaD, the predicted binding en-
ergies could provide enough data to determine the most
potent small molecule within that set, which then could be
studied in detail.
Undersampling of syn orientations in DynaD
hinders the predictions

The energy landscape representing the binding of a small
molecule to the model RNACUG is very complex, whereby
both methods investigate specific points in the energy land-
scape that matter in the binding process. One of the differ-
ences between DynaD and DynaD/Auto is that the latter
investigates a relatively wider conformational space of the
bound states compared with former. For example, the 2D
(c,q) conformational space, where c and q represent the
base orientation with respect to sugar and a pseudo-torsion
mimicking base stacking 4 unstacking, respectively, of
uridine residues in model RNA CUG targeted by C and I,
display that DynaD/Auto scans 17% and 25% of the avail-
able 2D (c,q) landscape, respectively, while DynaD only
scans 11.5% and 17.2% of it (Fig. 5). A similar trend is
observed in the other systems (Fig. 5, c and d). It is impor-
tant to note that the 2D (c,q) energy landscape predicted for
uridine residues in RNA CUG repeats display conforma-
tions with high energies, such as the red regions in
Fig. S1, which are 16 kcal/mol less stable than the global
minimum. Thus, MD simulations will not sample 100%
of the conformational space displayed in the 2D (c,q)
Biophysical Journal 122, 180–196, January 3, 2023 189



FIGURE 5 Two-dimensional (c,q) conforma-

tional space sampled by uridine residues in C/

RNA CUG and I/RNA CUG complexes. c and q

represent base orientation with respect to sugar

and base stacking 4 unstacking, respectively.

Snapshots observed in the clusters are analyzed to

create the results. Small molecules of C (a) and I

(b) interacting with the model RNA CUG display

that a wider conformational space is sampled in

DynaD/Auto (blue) compared with DynaD (or-

ange). 2D PMF surface of 1 � 1 UU internal loops

in a model RNA CUG predicted by umbrella sam-

pling calculations (Fig. S1) is in line with the

sampled regions in C/RNA CUG and I/RNA CUG

complexes. Percentage of 2D (c,q) space sampled

by each small molecule (c) in DynaD (orange)

and DynaD/Auto (blue) exhibit similar results. In

(c), grid points are created in 2D (c,q) space to

determine whether a grid point is sampled, which

is then used to calculate the percentages. Percentage

of anti and syn orientations sampled by each small

molecule in DynaD and DynaD/Auto (d) show

that one of the reasons for wider sampling observed

in DynaD/Auto is because of broader sampling of

anti (c z 200�) and, mainly, syn (c z 60�) orien-
tations. For example, results of I shown in (d)

display that 14% and 3% of 2D (c,q) space repre-

senting anti and syn regions are sampled in DynaD,

while 19% and 7% of the corresponding regions are

sampled in DynaD/Auto. Note that sum of anti and

syn percentages shown in (d) produces results

shown in (c). To see this figure in color, go online.
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landscape. As already described, we performed cluster ana-
lyses to determine the stable bound states. The 2D (c,q)
points observed in these clusters for the cases of C and I
are plotted to explicitly highlight the 2D space sampled in
each case, where orange and blue colored points represent
the results of DynaD and DynaD/Auto, respectively
(Fig. 5, a and b). Compared with Fig. S1, DynaD/Auto sam-
ples almost all the minima discovered for RNACUG repeats
while DynaD samples a subset of them (Fig. 5, a and b). One
of the reasons why DynaD/Auto was able to produce better
results is that it samples the uridine residues with syn orien-
tation much better. Pyrimidine residues such as uridine and
cytidine are known to prefer anti (cz 200�) over syn (cz
60�) (42). As a result, when small molecules are forced to
interact with the 1 � 1 UU internal loops as in DynaD using
a distance-based reaction coordinate, uridine residues will
tend to stay in the anti orientations, causing a limited num-
ber of syn states being investigated by DynaD compared
with DynaD/Auto. To quantify the results, we divided the
2D surface into two categories representing anti and syn
conformations. DynaD/Auto generally sampled a wider
anti region, except for A, D, E, F, and G, where the anti re-
gion was sampled equally by both methods (Fig. 5 d).
Nevertheless, the syn region was sampled much better by
DynaD/Auto regardless of the type of small molecule stud-
ied, where on average 5% and 2% of regions representing
190 Biophysical Journal 122, 180–196, January 3, 2023
syn orientations were sampled by DynaD/Auto and DynaD,
respectively (Fig. 5 d). Analyses of the 1 � 1 UU internal
loop conformations observed in the global minima struc-
tures predicted by DynaD/Auto and DynaD, respectively,
show five and two systems out of nine having syn-anti UU
orientations (Table 1), which implies that DynaD cannot
capture the syn conformations as much as DynaD/Auto. Re-
sults suggest that if prior knowledge about an RNA target
site is available, DynaD/Auto can yield a better prediction
than DynaD.
Conformational flexibility of small molecules can
hinder convergence

RNA internal loops are typically dynamic, which is one of
the reasons why we utilized 66 different 1 � 1 UU internal
loop conformations in the DynaD/Auto approach to over-
come the sampling problem while determining the global
minimum bound states. Even though conformational flexi-
bility of an RNA-binding site is an important factor in
deciding the efficiency of the binding study, conformational
flexibility of small molecules can have a significant impact
in efficient sampling of conformational space.

The flexibility of small molecules can be quantified by
finding the total number of unique conformations possessed
by each small molecule in apo state. As described above, we
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studied the dynamics of each small molecule in explicit sol-
vent followed by cluster analyses to determine the total
number of unique conformations preferred by each
(Table 2). While we found that A, B, H, and I have fewer
than four unique conformations representing their apo
states, C, D, F, and G are observed to have over 13 unique
conformations implying dynamics. The flexibility of a small
molecule is partly related to its molecular size, whereby
small-sized molecules usually tend to be stiff due to the
reduced rotatable bonds such as the cases in B, H, and I
(Fig. 2 b). In the case of A, however, even though the mole-
cule has several rotatable bonds connecting two benzimid-
azole rings, A in apo form displays stacked conformations
and, therefore, rigid-like behavior. Rigidification of molec-
ular structures of small molecules creates lower SASAs
(Table 2), which in the binding process allows the RNA-
binding site to sample a wider conformational space while
searching for the global minimum bound states in small
molecule/RNA CUG complexes (Fig. 5 c). For example,
in the binding process of B, H, and I, DynaD/Auto samples
over 26% of the available 2D (c,q) space, while less than
18% of the 2D (c,q) space was sampled in C, D, F, and G
(Fig. 5 c). Undersampling of the 2D (c,q) space can hinder
the determination of binding modes, especially the global
minimum bound state, of a small molecule/RNA complex.
For example, in the case of D, DynaD and DynaD/Auto
sampled around 9% and 14%, respectively, of the 2D
(c,q) space (Fig. 5 c), which is the reason why we predict
DDG ¼ �3.17 kcal/mol (Table 1). Similar results were
also observed in C (Table 1 and Fig. 5 c). Thus, conforma-
tional flexibility of small molecules should be taken into
serious consideration while investigating the binding pro-
cess of a small molecule targeting a dynamic RNA site.
van der Waals interactions are deciding the fate of
small molecule/RNA CUG binding

In a binding process, the nonbonded interactions are going
to direct what the governing forces are. The binding free
energy has four nonbonded terms, which will have crucial
roles in binding: van der Waals (vdW), electrostatics, and
polar and nonpolar (apolar) solvation free energies. We de-
composed the binding free energies (DG) into these
nonbonded terms for all the clusters predicted for small
molecules A to I (Fig. 2 b). Correlation analyses showed
that almost all the small molecules have strong positive
correlations between vdW and DG (Fig. S6). This result
is due to the small molecules preferring intercalated/
stacked states while targeting the RNA-binding site and in-
dicates the importance of vdW interactions in the binding
process (Fig. S6). Furthermore, relatively weak negative
correlations between DGsolv and DG were observed in
almost all the cases, where DGsolv is the sum of polar
and apolar solvation free energies (DGpolar þ DGapolar).
This result is, again, due to the small molecules preferring
intercalated/stacked states, which disfavor polar and apolar
interactions.
Dendrogram analysis of small molecule/RNA
CUG interaction presents a unique way to
visualize bound states predicted by DynaD and
DynaD/Auto

Dendrograms (tree representations) can be used as a visual-
ization method whereby both the relationships between the
clustered conformations and corresponding binding en-
ergies within the data can be seen in a simple way. Both
DynaD and DynaD/Auto predict the global minimum
conformation as well as many local minimum conforma-
tions, which can be connected based on structural similarity
to draw a picture of the potential structural transformations
between predicted bound states. Fig. 6 a is an example
dendrogram representing the results for D targeting RNA
CUG repeats using DynaD/Auto. Dendrograms of other
small molecules are displayed in Figs. S7–S14. The y axis
in a dendrogram represents the index numbers of the clus-
ters while the x axis corresponds to half of the average devi-
ation of RMSD calculated between two structures, which
can be used as a measure of how different two selected
bound states are (see supporting material for details). De-
pending on the system, if the RMSD value of a structure
with respect to another is less than 1.0, we may consider
those two bound states structurally similar. Thus, we display
the gray dotted line on the dendrogram representing an
average RMSD value of 2 � 0.5 ¼ 1.0 Å to highlight that
clusters connected with RMSD/2 % 0.5 Å are structurally
alike (Fig. 6 a). Furthermore, relative binding free energies
of each bound states with respect to global minimum are
displayed on the left-hand side of each dendrogram as yel-
low bars to characterize each state by their binding free en-
ergies and structural similarities. In Fig. 6 a, the largest
RMSD deviation from the global minimum is 2 � 3.06 ¼
6.12 Å, representing cluster #158 located at the very top
of the dendrogram. As can be easily verified, structural het-
erogeneity of cluster #158 as well as the binding free energy
gap compared with global minimum is very large, implying
different binding properties. One of the uses of dendrograms
is that they allow one to find potential transformation path-
ways between two bound states with intermediate states to
offer a transformation mechanism. By following the con-
nected structures on the dendrogram and using decrease in
energy as a guide, one can easily deduce a possible transfor-
mation between any two bound states. To demonstrate this, a
path highlighted in red in Fig. 6 a displays a path between
cluster #2442 and the global minimum (cluster #2649),
where bound states shown in Fig. 6 b corresponding to clus-
ters #2442, #2163, #490, and #2649 highlight the states fol-
lowed by a transformation from cluster #2442 to cluster
#2649. Cluster 2442 has one of its uridines flipped out at
the major groove side interacting with the bromobenzene
Biophysical Journal 122, 180–196, January 3, 2023 191



FIGURE 6 Predicted results ofD/RNACUG binding using DynaD/Auto. (a) Dendrogram analysis displaying how predicted bound states are connected to

each other, based on the structural similarity with respect to RMSD. In (a), x and y axes represent RMSD/2 and bound states extracted from cluster analyses,

respectively. Yellow bars left of each index represent the relative binding free energies with respect to global minimum, which is the lowermost cluster in the

figure (Table S20). The gray vertical dashed line is drawn at x ¼ 0.5 to indicate clusters with RMSD < 2 � 0.5 ¼ 1.0 Å, implying relatively similar bound

states. (b) An example of a structural transformation highlighted in red in (a), which displays the use of dendrogram analysis to visualize potential structural

transformation observed in the small molecule/RNA-binding phenomenon. In (b), bound states of clusters #2442, #2163, #490, and #2649 are displayed from

left to right. Molecular surface representation is used to highlight individual regions in D/RNA CUG complex, where solid colors are used to represent RNA

regions. In (b), gray- and silver-colored regions represent the RNA and 1 � 1 UU internal loops, respectively, while default atom colors are used in D. Note

that in (b), bromine of bromobenzene ring is highlighted in pink. To see this figure in color, go online.
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ring ofD. In clusters #2163 and #490, uridine reorients itself
in such a way that D moves toward the helical axis to in-
crease intercalation with the RNA CUG binding site.
Finally, in cluster #2649, both uridine and D optimize their
conformation to maximize binding. Using the simplistic
display of the dendrograms, one can easily visualize various
transformations in the small molecular/RNA-binding pro-
cess. Furthermore, the structural data representing bound
states of a small molecule/RNA binding combined with po-
192 Biophysical Journal 122, 180–196, January 3, 2023
tential pathways extracted from dendrogram analyses can be
used in future studies to investigate the fine details of how
small molecules behave near RNA-binding sites.

As described above, the binding phenomenon of a small
molecule targeting an RNA loop is very complex, which
can dramatically change both the conformation of the small
molecule and RNA loop. During the binding process, mul-
tiple different conformations representing stable bound
states can be observed (Figs. 6 and S7–S14). While it is
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determined that the global minimum state has the lowest
binding free energy, it is possible that there are local minima
with binding free energies close to the global minimum rep-
resenting alternative binding mechanisms. For example, in
the studies of A/RNA CUG binding there are at least two
local minima, which are structurally different than global
minimum but have binding free energies close to the global
minimum (Fig. S7, clusters #143 and #804). Similar obser-
vations are also made in the studies of B/RNA CUG
(Fig. S8, cluster #1490), E/RNA CUG (Fig. S10, cluster
#193), H/RNA CUG (Fig. S13, cluster #93), and I/RNA
CUG (Fig. S14, cluster #552) binding. These results can
be crucial while optimizing a small molecule to enhance
binding affinities.
How can DynaD and DynaD/Auto be extended to
study other systems?

Compared with well-structured RNA stem regions, RNA
loop motifs are dynamic, and thus can be targeted with small
molecules and ligands. To find the binding modes of a small
molecule to a dynamic RNA loop motif, one needs to sam-
ple the conformational space sufficiently. A single confor-
mational state representing the RNA loop motif will not
guarantee the discovery of the global minimum bound state.
DynaD and DynaD/Auto try to overcome this issue by
creating initial bound states close to the local and global
minima states. As described above, the general procedures
of DynaD and DynaD/Auto can be described as first finding
initial bound states for small molecule/RNA complex and
then investigating these states using explicit solvent MD
simulations. While DynaD uses a distance-based reaction
coordinate to find the initial bound states, DynaD/Auto
combines the predicted energy landscape of an RNA-bind-
ing site with the AutoDock Vina calculations. The initial
bound states can be pictured as structures with small mole-
cules placed nearby an RNA target site, which is reasonable
enough to study the binding phenomenon. If there are no en-
ergetics data available to the RNA-binding site, one can uti-
lize DynaD to create the initial bound states by repeatedly
forcing the small molecule to interact with the RNA-binding
site using a distance-based reaction coordinate. If there are
energetics data available, one can extract the unique RNA
loop conformations and then utilize AutoDock Vina calcu-
lations to create the initial bound states. As an example, if
one wants to investigate how a small molecule would target
a tetraloop RNA hairpin system, one can design a model
system for the RNA hairpin structure and utilize the DynaD
approach. A forced binding process can be then followed by
moving the small molecule to the RNA hairpin site, where
everything except the tetraloop RNA residues is restrained
to stay in an A-form orientation. Once enough initial bound
states are created, one can then run conventional MD simu-
lations to scan the conformational space. Cluster analyses
and MM/3D-RISM calculations will then yield the local
and global minimum binding modes. If, however, one has
energetics data available for the tetraloop RNA hairpin sys-
tem such as energy landscapes predicted by umbrella sam-
pling (51,54), replica exchange (55,56), and/or discrete
path sampling calculations (43,51,57,58), the DynaD/Auto
approach can be followed to investigate the binding phe-
nomenon. Finally, it is worthy of mention that DynaD and
DynaD/Auto are not limited to the study of only RNA sys-
tems. Because DynaD and DynaD/Auto try to exploit the
physical properties of ligands and their targets, these two
methods can be utilized to investigate small molecules and
ligands interacting with proteins, DNA, carbohydrates, and
lipids.
CONCLUSION

As described above, while there are several in silico molec-
ular docking programs available in the literature to study
ligand-receptor interactions, they have specific limitations
while predicting bound states. Most of these programs
rigidify the ligand and/or the receptor, which will not
work when dynamic regions such as RNA loop motifs
are targeted. Furthermore, most of the docking software
utilizes energy-based scoring functions, which can cause
challenges while different receptor conformations are tar-
geted with ligands, as the scores are specifically calculated
to the receptor conformation. Finally, use of knowledge-
based tools performed by some docking programs can
miss the binding poses if they are not in the database. In
this contribution, we describe two dynamic docking
methods, DynaD and DynaD/Auto, and apply them to
nine small molecules targeting RNA 1 � 1 UU internal
loops in RNA CUG repeat expansions causing DM1. While
DynaD utilizes a distance-based reaction coordinate to
create initial bound states, DynaD/Auto combines the re-
sults of 2D (c,q) energy landscape predicted by umbrella
sampling calculations with AutoDock Vina calculations to
create the initial bound states. Both methods then follow
the same methodology, whereby explicit solvent MD simu-
lations are performed on each initial bound state followed
by cluster analyses performed on combined MD trajec-
tories, and finally MM/3D-RISM calculations to determine
the global minimum bound states. Predictions are then
compared with experimental data, where we observe a pos-
itive correlation between the predictions and experiments
with correlation coefficient (R) values of 0.70 and 0.81
for DynaD and DynaD/Auto, respectively. Comparison of
different binding free energy calculations show that the
best correlation between predictions and experiments is
achieved with MM/3D-RISM compared with MM/GBSA
and MM/PBSA, owing to the inclusion of solvation in
MM/3D-RISM calculations.

If no prior knowledge about the structure is available for
an RNA-binding site, forced targeting can be achieved by
DynaD, which is particularly useful in determining the
Biophysical Journal 122, 180–196, January 3, 2023 193
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bound states even in bigger systems. If the binding site is
known, DynaD can be utilized to target the site with a small
molecule continuously to create initial bound states, which
then can be utilized in explicit solvent MD simulations.
For example, DynaD can be utilized to study how lead com-
pounds can target different sites in RNA riboswitches,
which then can be used to optimize the lead compounds.
If, however, prior information is available about the RNA-
binding site, such as free energy landscape data, accurate
calculations are possible as displayed by DynaD/Auto cal-
culations. We show that by following the DynaD/Auto
approach, we can improve the correlation between the pre-
dictions and experimental results in the studies of small
molecule/RNA CUG binding. The use of prior knowledge
about the RNA CUG binding site overcomes the sampling
problem generally observed in challenging systems, such
as 1 � 1 UU internal loops in RNA CUG repeats, and
thus helps determination of the global minimum bound
state. The challenge is partly due to the dynamics of the
RNA-binding site and the flexibility of small molecules.
Thus, both DynaD and DynaD/Auto will converge to the
same result if conformational space is sampled sufficiently,
as observed in several systems we studied. Furthermore, the
binding studies produce more than a dozen bound states, for
which the structural connectivity between each other is diffi-
cult to present in traditional ways. Therefore, we designed a
simple diagram using dendrograms, which are often used in
gene network analysis. These dendrograms display all the
bound states and how they are connected to each other using
RMSD as the metric, which helps one to see the bigger pic-
ture of a small molecule when targeting an RNA site. The
two dynamic docking methods we describe in this article,
DynaD and DynaD/Auto, will allow researchers to perform
in silico calculations using two physics-based approaches
for small molecules targeting dynamic RNA loops, and
will allow us to rethink the traditional assumption that dock-
ing is related to the global minimum conformation of a bind-
ing site obtained from experiments.
Data and software availability

The data set representing the predicted structures using
DynaD and DynaD/Auto can be found at https://cescos.
fau.edu/�iyildirim/rna_cug_compounds.tar.gz.
SUPPORTING MATERIAL

Supporting material can be found online at https://doi.org/10.1016/j.bpj.

2022.11.010.
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