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Abstract

Towards Collaborative Generative AI for Vision-and-Language Studies

by

Wanrong Zhu

In recent years, the field of vision-and-language studies has witnessed significant ad-

vancements, aiming to bridge the gap between visual perception and linguistic under-

standing. These studies have explored various approaches to enhance the capabilities of

AI systems in generating natural language or visual content, understanding multimodal

scenarios, and conducting commonsense reasoning. Despite these advancements, there

remains a crucial need for further progress to enable more collaborative and comprehen-

sive interactions between vision and language modalities. This dissertation addresses this

need through three primary contributions:

First, I introduce the concept of machine imagination for natural language processing

studies. Specifically, I present the use of visual information generated by machines for

the automatic evaluation of natural language generation, natural language understanding,

and natural language generation.

Second, I explore the utilization of large language models (LLMs) to enhance the

performance of vision and multimodal tasks. In particular, I examine the effectiveness

of applying LLMs for prompt editing in text-to-image generation, compositional layout

planning and generation, and vision-and-language navigation.

Third, I outline my contributions to publicly available open-source vision-and-language

research. Specifically, we introduce Multimodal C4, a large-scale multimodal dataset con-

taining interleaved images and text, which we used to train the large-scale multimodal

model OpenFlamingo. Additionally, we introduce VisIT-Bench, a public benchmark for

x



evaluating instruction-following vision-language models in real-world applications.

This dissertation aims to push the boundaries of vision-and-language integration,

providing new insights and tools for developing more sophisticated AI systems capable

of seamless multimodal interactions.
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Chapter 1

Introduction

1.1 Overview

Human cognition is inherently multimodal, simultaneously engaging senses such as

vision and sound to perceive the world. Studies in cognitive neuroscience, such as those

highlighting neural activation in vision-related brain areas when reading text [1], or those

illustrating the close relationship between areas processing linguistic and visual semantic

information [2], support this viewpoint. Furthermore, visual imagery has been shown to

enhance comprehension during language processing [3].

The intersection of visual perception and linguistic understanding within artificial in-

telligence has undergone remarkable transformations in recent years. Vision-and-language

studies aim to bridge the gap between these two modalities, enhancing the ability of AI

systems to generate natural language, create visual content, and perform commonsense

reasoning. Despite significant progress, a more integrative and collaborative approach is

necessary to foster deeper, more effective interactions between vision and language.

This dissertation is motivated by recent technological advances that allow for the

visualization of machine imagination, which is the ability of AI to generate and manip-

1
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Figure 1.1: Dissertation overview.

ulate images in response to textual context [4, 5, 6, 7]. This capability, combined with

the emergence of large language models (LLMs) [8, 9, 10] that provide a wealth of com-

monsense knowledge interactively, sets the stage for innovative approaches in multimodal

studies.

Figure 1.1 shows an overview of this dissertation. The contributions of this disserta-

tion are threefold:

• Introduction of Machine Imagination to NLP Tasks: I explore how machine-generated

visual information can enhance traditional NLP tasks, bridging the gap between

textual data and visual understanding to improve automatic evaluations in natural

language generation and understanding.

• Utilization of Large Language Models for Vision and Multimodal Studies: The

capabilities of LLMs are harnessed to bolster vision and multimodal tasks. This

includes their application in prompt editing for text-to-image generation, composi-

tional layout planning, and navigation within multimodal contexts.

• Development of Multimodal Resources: Recognizing the need for robust datasets

2



Introduction Chapter 1

to train sophisticated models, I have developed and made publicly available large-

scale vision-and-language datasets, models, and benchmarks. These resources are

designed to advance the field by providing the necessary tools for future research

and application.

By addressing these areas, the dissertation aims to push forward the boundaries

of how AI systems can integrate and leverage multimodal information, providing new

pathways for enhancing machine understanding and interaction in a world where visual

and linguistic inputs are intertwined.

1.2 Machine Imagination for NLP Studies

In the first part of this dissertation, I focus on introducing machine imagination for

natural language processing (NLP) studies. Specifically, I present the use of visual infor-

mation generated by machines for natural language understanding (NLU) [11], natural

language generation (NLG) [12], and the automatic evaluation of NLG [13].

Human brains integrate linguistic and perceptual information simultaneously to un-

derstand natural language, and hold the critical ability to render imaginations. Such

abilities enable us to construct new abstract concepts or concrete objects, and are essen-

tial in involving practical knowledge to solve problems in low-resource scenarios. How-

ever, most existing methods for natural language understanding are mainly focused on

textual signals. They do not simulate human visual imagination ability, which hinders

models from inferring and learning efficiently from limited data samples. In Chapter 2,

we introduce iACE to solve natural language understanding tasks from a novel learning

perspective—imagination-augmented cross-modal understanding. iACE enables visual

imagination with external knowledge transferred from the pre-trained generative vision-

and-language models. Extensive experiments on GLUE [14] and SWAG [15] show that

3
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iACE achieves consistent improvement over visually-supervised pre-trained models. More

importantly, results in extreme and normal few-shot settings validate the effectiveness of

iACE in low-resource natural language understanding circumstances.

When generating text, human writers are gifted at creative visualization, which en-

hances their writings by forming imaginations as blueprints before putting down the

stories in words. Inspired by such a cognitive process, we ask the natural question of

whether we can endow machines with the same ability to utilize visual information and

construct a general picture of the context to guide text generation. In Chapter 3,

we propose iNLG that uses machine-generated images to guide language models (LM)

in open-ended text generation. The experiments and analyses demonstrate the effec-

tiveness of iNLG on open-ended text generation tasks, including text completion, story

generation, and concept-to-text generation in both few-shot and full-data scenarios. Both

automatic metrics and human evaluations verify that the text snippets generated by our

iNLG are coherent and informative while displaying minor degeneration.

Automatic evaluations for natural language generation conventionally rely on token-

level or embedding-level comparisons with the text references. This is different from hu-

man language processing, for which visual imagination often improves comprehension. In

Chapter 4, we propose ImaginE, an imagination-based automatic evaluation metric for

natural language generation. With the help of StableDiffusion [4], a state-of-the-art text-

to-image generator, we automatically generate an image as the embodied imagination for

the text snippet and compute the imagination similarity using contextual embeddings.

Experiments spanning several text generation tasks demonstrate that adding machine-

generated images with our ImaginE displays great potential in introducing multi-modal

information into NLG evaluation, and improves existing automatic metrics’ correlations

with human similarity judgments in both reference-based and reference-free evaluation

scenarios.

4
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1.3 LLM for Vision and Multimodal Studies

The second part of this dissertation explores the utilization of large language models

(LLMs) to enhance the performance of vision and multimodal tasks. In particular, I

examine the effectiveness of applying LLMs for prompt editing in text-to-image genera-

tion [16], compositional layout planning [17], and vision-and-language navigation [18].

The field of text-to-image (T2I) generation has garnered significant attention both

within the research community and among everyday users. Despite the advancements

of T2I models, a common issue encountered by users is the need for repetitive editing

of input prompts in order to receive a satisfactory image, which is time-consuming and

labor-intensive. Given the demonstrated text generation power of large-scale language

models, such as GPT-k, we investigate the potential of utilizing such models to improve

the prompt editing process for T2I generation in Chapter 5. We conduct a series of

experiments to compare the common edits made by humans and GPT-k, evaluate the

performance of GPT-k in prompting T2I, and examine factors that may influence this

process. We found that GPT-k models focus more on inserting modifiers while humans

tend to replace words and phrases, which includes changes to the subject matter. Ex-

perimental results show that GPT-k are more effective in adjusting modifiers rather

than predicting spontaneous changes in the primary subject matters. Adopting the edit

suggested by GPT-k models may reduce the percentage of remaining edits by 20-30%.

Attaining a high degree of user controllability in visual generation often requires

intricate, fine-grained inputs like layouts. However, such inputs impose a substantial

burden on users when compared to simple text inputs. To address the issue, we study

how Large Language Models (LLMs) can serve as visual planners by generating layouts

from text conditions, and thus collaborate with visual generative models. In Chap-

ter 6, we propose LayoutGPT, a method to compose in-context visual demonstrations

5
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in style sheet language to enhance the visual planning skills of LLMs. As a result, Lay-

outGPT can generate plausible layouts in multiple domains, ranging from 2D images

to 3D indoor scenes. LayoutGPT shows superior performance in converting challenging

language concepts to layout arrangements for faithful text-to-image generation. When

combined with a downstream image generation model, LayoutGPT outperforms text-to-

image models/systems by 20-40% and achieves comparable performance as human users

in designing visual layouts for numerical and spatial correctness. Lastly, LayoutGPT

achieves comparable performance to supervised methods in 3D indoor scene synthesis,

demonstrating its effectiveness and potential in multiple visual domains.

Incremental decision making in real-world environments is one of the most challenging

tasks in embodied artificial intelligence. One particularly demanding scenario is vision

and language navigation which requires visual and natural language understanding as

well as spatial and temporal reasoning capabilities. The embodied agent needs to ground

its understanding of navigation instructions in observations of a real-world environment

like Street View. Despite the impressive results of LLMs in other research areas, it is an

ongoing problem of how to best connect them with an interactive visual environment. In

Chapter 7, we propose VELMA, an embodied LLM agent that uses a verbalization of

the trajectory and of visual environment observations as contextual prompt for the next

action. Visual information is verbalized by a pipeline that extracts landmarks from the

human written navigation instructions and uses CLIP to determine their visibility in the

current panorama view. We show that VELMA is able to successfully follow navigation

instructions in Street View with only two in-context examples. We further finetune the

LLM agent on a few thousand examples and achieve around 25% relative improvement

in task completion over the previous state-of-the-art for two datasets.
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1.4 Towards Publicly-Available Vision-and-Language

Studies

The third part of this dissertation outlines my contributions to publicly available

open-source vision-and-language research. Specifically, we introduce Multimodal C4, a

large-scale multimodal dataset containing interleaved images and text [19], which we

used to train the large-scale multimodal model OpenFlamingo [20]. Additionally, we

introduce VisIT-Bench, a public benchmark for evaluating instruction-following vision-

language models in real-world applications [21].

In-context vision and language models like Flamingo [22] support arbitrarily inter-

leaved sequences of images and text as input. This format not only enables few-shot

learning via interleaving independent supervised (image, text) examples, but also, more

complex prompts involving interaction between images, e.g., “What do image A and im-

age B have in common?” To support this interface, pretraining occurs over web corpora

that similarly contain interleaved images+text. To date, however, large-scale data of this

form have not been publicly available. In Chapter 8, we release Multimodal C4 (mmc4),

an augmentation of the popular text-only c4 corpus with images interleaved. We use a

linear assignment algorithm to place images into longer bodies of text using CLIP fea-

tures [23], a process that we show outperforms alternatives. mmc4 spans everyday topics

like cooking, travel, technology, etc. A manual inspection of a random sample of docu-

ments shows that a vast majority (88%) of images are topically relevant, and that linear

assignment frequently selects individual sentences specifically well-aligned with each im-

age (80%). After filtering NSFW images, ads, etc., the resulting mmc4 corpus consists of

101.2M documents with 571M images interleaved in 43B English tokens.

InChapter 9, we introduce OpenFlamingo, a family of autoregressive vision-language

models ranging from 3B to 9B parameters. OpenFlamingo is an ongoing effort to pro-

7
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duce an open-source replication of DeepMind’s Flamingo models [22]. On seven vision-

language datasets, OpenFlamingo models average between 80 - 89% of corresponding

Flamingo performance. This technical report describes our models, training data, hyper-

parameters, and evaluation suite.

In Chapter 10, we introduce VisIT-Bench (Visual InsTruction Benchmark), a

benchmark for evaluation of instruction-following vision-language models for real-world

use. Our starting point is curating 70 “instruction families” that we envision instruction

tuned vision-language models should be able to address. Extending beyond evaluations

like VQAv2 and COCO, tasks range from basic recognition to game playing and cre-

ative generation. Following curation, our dataset comprises 592 test queries, each with a

human-authored instruction-conditioned caption. These descriptions surface instruction-

specific factors, e.g., for an instruction asking about the accessibility of a storefront for

wheelchair users, the instruction-conditioned caption describes ramps/potential obsta-

cles. These descriptions enable 1) collecting human-verified reference outputs for each

instance; and 2) automatic evaluation of candidate multimodal generations using a text-

only LLM, aligning with human judgment. We quantify quality gaps between models

and references using both human and automatic evaluations; e.g., the top-performing

instruction-following model wins against the GPT-4 reference in just 27% of the compar-

ison.

8



Part I

Machine Imagination for Natural

Language Processing Studies
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Chapter 2

Imagination-Augmented Natural

Language Understanding

2.1 Introduction

Cognitive neuroscience studies reveal neural activation in vision-related brain areas

when reading text [1] and show a tight relationship between brain areas processing lin-

guistic and visual semantic information [2]. In addition, visual imagery improves com-

prehension during human language processing [3]. Such imagination empowers human

brains with generalization capability to solve problems with limited supervision or data

samples.

However, the field of Natural language Understanding has mainly been focused on

building machines based solely on language, ignoring the inherently grounded imagination

from the external visual world. These studies either learn text-only representations from

language corpora [24, 25, 26] or implicitly involve retrieved visual supervision in pre-

trained language models [27]. Thus, their approaches appear limited in transferring the

connection between language understanding and visual imagination to downstream tasks,

10
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Premise: A senior is waiting at 
the window of a restaurant that 
serves sandwiches. 

Hypothesis: A man is waiting 
in line for the bus.

?
Contradiction? 

Entailment? 

Neutral?

Figure 2.1: Rendering visual imagination is an intuitive way to activate perception
for linguistic understanding, e.g. natural language inference.

which are essential to solving low-resource circumstances. In addition, these methods are

limited to text-only augmentations, whereas visual imaginations leverage cross-modal

augmentations to deal with low-resource situations.

Human brains are multi-modal, integrating linguistic and perceptual information si-

multaneously. Intuitively, the machines could achieve a higher-level understanding of

natural language and better learning transference by imitating the procedure of human

imagination behavior.

Inspired by this, we propose to understand language with the integration of linguis-

tic and perceptual information via introducing imagination supervision into text-only

NLU tasks. To imitate the imagination-augmented understanding process as shown in

Figure 2.1 with text-only data, we devise a procedure with two steps: 1) pre-train a

visually-supervised Transformer over paired text and images retrieved from large-scale

language corpus and image set, and 2) construct the imagination with a generative model

and fine-tune on downstream NLU datasets by learning the paired imagination and nat-

ural language in a cross-modal embedding. We show a detailed description of the cross-

modal imagination process for a specific Natural Language Inference task in Figure 2.2.

In this way, we utilize machine imagination to improve the performance of natural lan-

guage understanding.

11
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premise tpre
A person is hanging on to 
the bottom of an airplane 
preparing to skydive

ipre
! VQGAN

hypothesis thyp
A person is driving a tractor ihyp

! VQGAN

Cross-modal 
Encoder Contradiction

Figure 2.2: A detailed view of our iACE framework fine-tunes on natural language
inference task.

We adopt the few-shot learning setting to study the potential of using less human

effort of annotation for our proposed iACE to learn the natural language with the help

of imagination. Large margin performance gain in both extreme and normal few-shot

settings demonstrate the effectiveness of iACE in solving problems with limited data

samples. In the full data setting of GLUE [14] and SWAG [15], we observe the consis-

tent performance gain of our proposed iACE over the visually-supervised approach (e.g.,

VOKEN [27]) upon four language base models (e.g., BERT, RoBERTa).

In summary, the main contributions of our work are as follows:

• We propose to solve the text-only learning problem in natural language understand-

ing tasks from a novel learning perspective: imagination-augmented cross-modal

language understanding.

• To address the problem mentioned above, we devise iACE to generate imagina-

tions in a cross-modal representation space to guide the fine-tuning of the visually

supervised language models.

• Experimental results in the few-shot setting validate the consistent superiority of

iACE over baselines in tackling the low-resource situation. In full settings, iACE

maintains the improvement in GLUE and SWAG.

12
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2.2 Related Work

Visually-aided Language Learning Previous research attempt to introduce visual

information to improve language learning on various Natural Language Processing (NLP)

scenarios, including but not limited to machine translation [28, 29], information re-

trieval [30, 31], semantic parsing [32, 33], natural language inference [34], bilingual lexicon

learning [35, 36], natural language generation evaluation [13], spatial commonsense rea-

soning [37] and language representation learning [23, 27, 38, 39, 40, 41, 42, 43, 44, 45,

46, 47]. While most of these studies acquire visual information through retrieval from

the web or large-scale image sets, a recent line of studies attempt to generate visual

supervision from scratch. The visual information can either be provided in the form of

representation [40, 48] or concrete images [13, 31]. Though previous studies generate

machine imagination, they only tackle specific tasks, such as machine translation [48]

or information retrieval [31]. To the best of our knowledge, we are the first to utilize

machine abstract imagination from large pretrained vision and language models to im-

prove general NLU tasks. Recently, VOKEN [27] incorporate retrieved token-level visual

information into existing transformer models and achieve consistent improvement. iACE

is different from this work for two aspects: 1) we explicitly encode visual imagination

during fine-tuning. 2) we propose a novel model to borrow knowledge from imagination

in both training and inference.

Few-shot Natural Language Understanding Natural Language Understanding

(NLU) is a subfield in NLP that involves a broad range of tasks such as question an-

swering, sentiment analysis, and textual entailment. Researchers have collected specific

language corpus [14, 15, 49] to train the machines on NLU learning. However, the gen-

eral language understanding problem remains a challenge. Few-shot learning is a learning
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paradigm that aims to predict the correct class of instances with a relatively small amount

of labeled training examples [50, 51]. It has been receiving increasing attention for its

potential in reducing data collection effort and computational costs and extending to rare

cases. To deal with data-scarcity in NLU problems, previous research introduces exter-

nal knowledge [52], utilizes meta-learning [53, 54, 55] and adopts data augmentation to

generate labeled utterances for few-shot classes [56, 57]. Recent studies [8, 9] have shown

that large-scale pre-trained language models are able to perform NLU tasks in a few-shot

learning manner. The pre-trained multimodal models also display similar few-shot learn-

ing ability [58]. Unlike previous studies on pre-trained multimodal Transformers that

target solving multimodal tasks, our study introduces imagination from the visual world

into language models and aims to improve NLU.

2.3 Our Approach

We illustrate how we solve the existing text-only learning problem in natural language

understanding tasks as the Imagination-augmented Cross-modal Language Understand-

ing (ICLU) problems in Section 2.3.1. Then we give a detailed illustration of our proposed

iACE’s architecture in Section 2.3.2. Finally, we describe the procedure and training pro-

tocol of the perceptual-enhanced linguistic understanding paradigm in Section 2.3.3.

2.3.1 Problem Definition

NLU is concerned with understanding the semantic meaning of the given utterances.

Data pieces for NLU can be structured as (xcontext,X , y), where xcontext represents the

text context, X = {x1, x2, ..., xm,m ∈ N} denote a set of text snippets, and m denotes

the number of text samples for a specific task. The model learns to predict the ground

truth label y, which is either regression or a classification label. While NLU is usually
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Text Input

Imagination

L
LImagine

LLang

Step 2: Fine-tuning on Downstream NLU Tasks

Visually 
Supervised 
Transformer

Language 
Corpus

Image 
Set

Step 1:Pre-training on Large-scale Language and Vision Datasets

Generator Vision 
Encoder

Language 
Encoder

Language 
Encoder

LGAN

+

+

Cross-Modal Encoder

Figure 2.3: Overview of iACE. The generator G visualize imaginations close to
the encoded texts by minimizing LGAN . The cross-modal encoder Ec learns imagi-
nation-augmented language representation. Two-step learning procedure consists of:
1) pre-train a Transformer with visual supervision from large-scale language corpus
and image set, 2) fine-tune the visually supervised pre-trained Transformer and the
imagination-augmented cross-modal encoder on downstream tasks.

regarded as a language-only task, we attempt to solve it from a cross-modal perspective

by introducing the novel ICLU problem.

In our ICLU problem, data pieces are structured as (xcontext, icontext,X , I, y), in which

icontext represents the visual context related to the text context, and I = {i1, i2, ..., in, n ∈

N} denotes the imagination set. The “imagination” refers to the images that are visu-

alized from the text. Here, n is the number of visualized sentences for a specific task,

which is the same as m by default.

To solve this problem, we devise a novel iACE to construct imagination from textual

data and learn the bi-directional alignment between the imagination and text. Specifi-

cally, for each piece of text xj in the sentence set X , we first follow Radford et al. [23]

and Esser et al. [59] and use a generative model to render a descriptive illustration ij.

The visualized imagination will later serve as the visual input in the ICLU problem.

15



Imagination-Augmented Natural Language Understanding Chapter 2

2.3.2 Model Architecture

Overview Figure 2.3 provides an overview of the iACE framework. iACE consists

of two modules: 1) the imagination generator G , 2) the imagination-augmented cross-

modal encoder Ec. Given the textual sentence x = {w1, w2, ..., wk, k ∈ N} (wj denotes the

j-th token in the sentence), G generates corresponding visual imagination i. The cross-

modal encoder then encodes x and i as t and v, respectively. iACE explicitly provides

imagination supervision to the visually-supervised Transformer during fine-tuning on

downstream NLU tasks.

Imagination Generator Previous studies introduce visual supervision through re-

trieval from the web or image sets. However, it is hard to find visuals that perfectly

match the topics discussed in each text snippet, especially for the relatively complicated

text input for the NLU tasks. Such misalignment between the input text and the retrieved

visuals might hinder the model from general language understanding learning. Out of

consideration for cross-modal feature alignment, we choose to render specific visualiza-

tion corresponding to each piece of input text from scratch. Specifically, we construct

imagination of the textual input with a large-scale vision and language model guided

generative framework - VQGAN+CLIP [60]. For each piece of input text x, we treat it

as the prompt and use the VQGAN [59] model to render the imagination i with 128×128

resolution and 200-step optimization. At each optimization step, we use the CLIP [23]

model to assess how well the generated image corresponds to the text.

LGAN = 2[arcsin(
1

2
∥t− v∥)]2 (2.1)

To be specific, CLIP encodes the input text x and the corresponding imagination i as

t and v, and the training objective is to minimize the distance between t and v in the
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cross-modal embedding space.

Cross-modal Encoder We adopt CLIP as the cross-modal encoder to encode the

input text and the generated imaginations. CLIP [23] is trained on large-scale image-text

pairs and is able to align visual and textual input in the embedding space. Specifically, we

use the V iT−B/32 version of Vision Transformer as the image encoder, and Transformer

[61] with the architecture modifications described in GPT-2 [9] as the text encoder.

For each modality, the self-attention (SA) module is applied to model the regions of

imagination or the words of the text as follows:

SA(F ) = concat(softmax
FWQ

j FWK
j

T

√
dk

FW V
j , ...)W (2.2)

where F denotes the set of regions of the imagination or the words of the textual sentence.

WQ
j , WK

j , and W V
j represents the weight in the j-th head for query, key and value

respectively. dk is the dimension of the embedding. W is the weight matrix for multiple

heads.

To solve the ICLU problem, we learn the bi-directional relationship between the text

input and the visualized imagination. We apply late fusion on the text feature t and

visual feature v to construct the cross-modal feature. Given the set of visual features Sv

and textual features St, the fused embedding XS can be given with:

XS = [ReLU(WtSt + bt), ReLU(WjSv + bj)] (2.3)

where W and b are of two separate fully connected layers to the visual and text embed-

dings. The fused embeddings XS will go through two fully connected layers before we

receive the final imagination-augmented language representation.
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Visually-supervised Transformer We implement the visually-supervised Transformer

language model proposed in Tan et al. [27]. The model architecture is a BERT-like pure-

language-based masked language model.

2.3.3 Learning Procedure

We introduce a novel paradigm to better understand natural language by incorpo-

rating existing language models with visual imagination. As shown in Figure 2.3, the

procedure consists of two steps: (1) pre-train the visually-supervised Transformer, and

(2) fine-tune the framework with imagination on downstream tasks.

Step 1: Visually-supervised Pre-training We pre-train a visually-supervised Trans-

former following the scheme proposed in VOKEN [27], which extrapolates cross-modal

alignments to language-only data by contextually mapping language tokens to the re-

lated images. In addition to masked language modeling, VOKEN proposed a voken

classification task: given a set of tokens with masks, the model is asked to predict the

best-matching image (the voken) for each tokens. The pre-training loss can be given as:

L = −λ1

∑
wj∈ŝ

log qj(wj|š)− λ2

∑
wj∈ŝ

log pj(v(wj; s)|š) (2.4)

Here s is the token set, ŝ is the masked tokens, and š is the unmasked tokens. The qj

and pj represent the conditional probability distribution of the j-th token given the token

wj and voken v(wj; s) respectively, and λ1 and λ2 are the balance factor of the masked

language modeling task and the voken-classification task. The cross-modal classification

task enables the model to learn the matching between the tokens from the language

corpus (e.g., wiki) and its most-related images from the image set (e.g., MSCOCO).
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Step 2: Imagination-augmented Fine-tuning We use GLUE [14] and SWAG [15]

as the downstream datasets in the following sections. Our proposed iACE learns to

minimize the cross-entropy loss below:

LImagine = −
|D|∑
j=1

K∑
k=1

yk log pk(dj(t;v)|D) (2.5)

where j denotes the j-th data sample in dataset D, and K os the class number. The pk

represents the conditional probability distribution of dj. During fine-tuning, the visually-

supervised Transformer language model only relied on the textual input to make predic-

tions. The loss are computed as:

LLang = −
|D|∑
j=1

K∑
k=1

yk log pk(dj(t)|D) (2.6)

Notice that we use MSE loss for the regression task. The imagination-augmented loss

and pure-language based loss are summed up with a balance factor λ in a jointly training

schema as:

L = λLImagine + (1− λ)LLang (2.7)

We use Adam Optimizer with a learning rate 1e−4 for the GLUE benchmark and 2e−5

for the SWAG dataset. We discuss more details in Section 2.4.

2.4 Experiments

2.4.1 Experimental Setup

Datasets & Metric We conduct experiments to evaluate the performance of our pro-

posed method over SST-2 [62], QNLI [63], QQP [64], MultiNLI [65], MRPC [66], STS-
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B [67] from GLUE [14] Benchmark, and SWAG [15] dataset. We construct few-shot

setting subsets by taking 0.1%, 0.3%, and 0.5% of training instances as the Extreme

Few-shot Setting, and 1%, 3%, and 5% as the Normal Few-shot Setting. We train the

model with the subsets and evaluate its performance on the complete development set.

We use accuracy as the default evaluation metric and compare such results in the follow-

ing sections.

Baselines We choose BERT [24] and RoBERTa [26] as the base language models, and

apply our iACE framework on top of their small and base architectures for compari-

son. A recent study proposes a visually-supervised language model VOKEN [27] that

introduces visual supervision into language model pre-training by borrowing external

knowledge from retrieved images of the tokens. In natural language understanding tasks,

VOKEN achieved improvements over language-based baselines BERT and RoBERTa.

Thus we also use VOKEN built upon these language-based models as a set of powerful

baselines. In the following experiments, each model is first pre-trained with visual su-

pervision introduced in Tan et al. [27] upon the four base models (BERTsmall, BERTbase,

RoBERTasmall and RoBERTabase). Then the models will be fine-tuned on downstream

tasks.

Notice that base models and VOKEN use pure-language training objectives dur-

ing fine-tuning. Neither of them utilizes the visual signals inherent in the downstream

language corpora. In contrast, our iACE explicitly introduces visual imagination super-

visions into fine-tuning and inference stages.

Implementation Details We train RoBERTa with the same configurations as a ro-

bustly optimized pre-training approach based on BERT of the same size. BERTsmall has

6 repeating layers, 512 hidden dimension. BERTbase has 12 repeating layers, 768 hidden
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dimension.

The imagination of the texts is generated interactively by using VQGAN+CLIP,

with 128×128 size, 500 iterations. We use pre-trained VQGAN (imagenetf16) and CLIP

(ViT-B/32). We leverage CLIP (ViT-B/32) as our language and vision model for premise

and hypothesis, and imagination of them. The text and image dimension is 512. The

dropout rate is set to 0.1. We use Cross-Entropy loss for our cross-modal classification.

Each model was first pre-trained on 4 TITAN RX GPUs for 30 epochs with early stopping

and a batch size of 32 and a sequence length of 126. The optimizer used is Adam with

a learning rate of 2e − 4 and a weight decay of 0.01. The models are then fine-tuned

on GLUE benchmark and SWAG dataset for 3 epochs with 32 batch size. We adopt

the joint training strategy for our proposed iACE and visually supervised transformer

during fine-tuning. The learning rate of the Adam optimizer is set as 1e− 4 and 2e− 5

for GLUE and SWAG, respectively.

2.4.2 Few-shot Learning Results

We claim that introducing imagination into language processing helps the existing

language-based system tackle the low-resource situation. Thus, the automatically gener-

ated imagination helps reduce the human effort to annotate textual data. To verify this,

we define two situations, a normal few-shot setting, and an extreme few-shot setting. For

the normal few-shot setting, we keep 1%, 3%, and 5% of the training dataset for each task

in GLUE Benchmark. For the extreme few-shot setting, we keep a lower number of the

training dataset, which is reduced to 0.1%, 0.3%, and 0.5% of the training dataset. We

train the models with the same configuration under these two settings and compare them

with visually supervised transformer baselines to confirm the benefit that our proposed

iACE brings to the few-shot situation.
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SST-2 QNLI QQP MNLI

Extreme Few-shot 0.1% 0.3% 0.5% 0.1% 0.3% 0.5% 0.1% 0.3% 0.5% 0.1% 0.3% 0.5%

V OKEN(Bertbase) 54.70 77.98 80.73 50.54 51.60 61.96 44.10 60.65 65.46 37.31 54.62 58.79
iACE(Bertbase) 77.98 80.96 81.42 51.64 58.33 64.03 49.36 63.67 71.17 40.07 56.49 59.57
V OKEN(Robertabase) 70.99 71.10 77.86 54.37 62.23 65.78 62.32 67.25 70.18 48.59 49.76 58.23
iACE(Robertabase) 75.34 78.66 83.60 54.79 65.03 65.83 65.43 68.11 70.77 48.94 52.74 59.39

Normal Few-shot 1% 3% 5% 1% 3% 5% 1% 3% 5% 1% 3% 5%

V OKEN(Bertbase) 81.40 86.01 84.75 64.17 77.36 80.19 72.55 78.37 80.50 60.45 62.73 72.35
iACE(Bertbase) 82.45 87.04 86.47 65.09 79.54 80.52 74.31 78.69 80.52 62.15 70.43 73.73
V OKEN(Robertabase) 83.78 84.08 87.61 75.00 81.16 81.23 73.14 79.09 79.63 63.51 70.68 74.02
iACE(Robertabase) 83.83 84.63 89.11 79.35 81.41 81.65 73.72 79.38 79.81 65.66 70.76 74.10

Table 2.1: Model-agnostic Improvement in Few-shot Setting. iACE and VO-
KEN upon BERT and RoBERTa base size architecture are fine-tuned in Extreme
Few-shot (0.1%, 0.3%, 0.5%) and Normal Few-shot setting (1%, 3%, 5%). For the
few-shot setting, we use large and stable datasets from GLUE Benchmark. We com-
pare accuracy on SST-2, QNLI, QQP, and MNLI and the average of accuracy and F1
score on QQP. BEST results are highlighted.

Results of the few-shot setting are reported in Table 2.1. Following Tan et al. [27], we

only report the four largest and stable tasks in GLUE for the model-agnostic comparison.

We report the accuracy for SST-2, QNLI, MNLI. For QQP and MRPC, we report the

average of F1 and accuracy. For SWAG, we report the correlation. We observe that

the imagination information remarkably helps with both the normal few-shot curriculum

and extreme few-shot curriculum. We assume the imagination-augmented fine-tuning

successfully transfers the language understanding from the large-scale vision and language

model. Thus iACE achieves consistent performance gain and shows great superiority of

generalization and transferring ability.

2.4.3 Ablation Studies

We conduct ablation studies over both the method side and data side to validate their

contribution to our proposed iACE.
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SST-2 QNLI QQP MNLI ALL

Base Model Method 0.1% 1.0% 3.0% 0.1% 1.0% 3.0% 0.1% 1.0% 3.0% 0.1% 1.0% 3.0% Avg.

BERTbase Direction 49.01 79.59 87.15 51.31 52.55 66.90 56.74 31.58 31.59 32.73 61.54 70.72 55.95
BERTbase Unify 48.96 77.98 86.92 50.54 52.02 67.20 55.29 56.93 79.09 39.05 63.29 70.86 62.34
BERTbase iACE 77.98 82.45 87.04 51.64 65.09 79.54 49.36 74.31 78.69 40.07 62.15 70.43 68.23

RoBERTabase Direction 72.71 80.38 84.63 54.91 74.68 78.58 61.57 74.68 31.59 32.95 61.96 70.62 64.94
RoBERTabase Unify 75.11 80.04 88.07 53.62 74.64 78.47 64.94 74.85 76.84 51.12 65.42 70.74 71.15
RoBERTabase iACE 75.34 83.83 84.63 54.79 79.35 81.41 65.43 73.72 79.38 48.94 65.66 70.76 71.93

Table 2.2: Method Design Ablation in Few-shot Setting. We compare the
results of two variants over 0.1%, 1.0%, 3.0% of SST-2, QNLI, QQP and MNLI dataset.
Details of Direction and Unify are illustrated in Section 2.4.3.

Method Design Ablation Two method variants of our imagination-augmented en-

coder are built as baselines to validate the importance of our bi-directional cross-modal

imagination design in iACE. The variants are built upon RoBERTabase and BERTbase

base models. Specifically, we develop variant Direction and Unify. Direction repre-

sent alignment between text input and imagination into a directional embedding as

FUSE(tsen1 − isen1, tsen2 − isen2). Unify encode the text and imagination, considering

the direction from vision to language by encoding as FUSE(tsent1, tsent2, isent1, isent2).

While iACE consider direction from visoin to language and language to vision by en-

coding as the combination of FUSE(tsent1, isent2) and FUSE(isent1, tsent2). As shown in

Table 2.2, our bi-directional imagination and language learning achieve stable and best

average performance. These results indicate that our bi-directional imagination method

design obtain generalization and transferring ability. We assume iACE benefits from both

learning from language to vision and learning from vision to language simultaneously.

Imagination Composition Ablation The composition of the imagination is essential

for the performance. To further study the importance of full imagination, we ablate the

data side by constructing a textual-only model denoted as Textual Only, a visual-only

imagination denoted as Visual Only and a single directional imagination input denoted

as Visual+Textual. Visual Only and Visual+Textual represent the imagination model
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Extreme Few-shot (0.1%) Normal Few-shot (3.0%) ALL

Base Model Composition SST-2 QNLI QQP MNLI SST-2 QNLI QQP MNLI Avg.

BERTbase Textual-Only 49.08 50.54 55.48 38.82 87.50 67.05 77.42 71.00 62.11
BERTbase Visual-Only 59.97 50.56 49.01 39.05 86.81 67.23 79.06 70.80 62.81
BERTbase Visual+Textual (VT) 53.89 50.54 49.15 38.83 87.04 66.81 79.16 70.77 62.02
BERTbase Bi-directional VT 77.98 51.64 49.36 40.07 87.04 79.54 78.69 70.43 66.84
RoBERTabase Textual-Only 75.57 53.85 64.96 35.28 84.07 78.51 75.76 51.48 64.93
RoBERTabase Visual-Only 75.11 54.18 65.01 47.22 84.17 79.88 76.88 70.56 69.12
RoBERTabase Visual+Textual (VT) 74.20 53.98 65.43 47.35 83.94 79.96 76.87 70.73 69.05
RoBERTabase Bi-directional VT 75.34 54.79 65.43 48.94 84.63 81.41 79.38 70.76 70.08

Table 2.3: Imagination Composition Ablation in Few-shot Setting. Bi-direc-
tional VT represents the full input for iACE. More details about Textual Only, Visual
Only and Visual+Textual are illustrated in Section 2.4.3.

use visual pairs (isent1, isent2) and one direction visual and textual pairs (isent1, tsent2) as

input respectively. Our full approach use Bi-directional VT which takes (isent1, tsent2)

and (tsent1, isent2) as input.

Results are reported in Table 2.3 for Extreme Few-shot setting and normal few-shot

setting. We observe Bi-directional VT data input achieve the most stable and the best

average performance. Results show the importance of bi-directional imagination from all

the textual input to construct an imagination-augmented cross-modal encoder.

2.4.4 Model-agnostic Improvement

iACE is a model-agnostic training paradigm that could help existing models achieve

consistent gain over GLUE and SWAG with both the few-shot setting and full data

setting. To validate such model-agnostic effectiveness of our proposed novel paradigm

in processing natural language, we compare the performance with two language models

(BERT and RoBERTa) of two architectures (”6L/512H” and ”12L/768H”), and a strong

visually supervised pre-trained baseline VOKEN [27].

Table 2.4 shows the metric comparison on GLUE and SWAG. The base models are

trained with a masked language model. The VOKEN model is pre-trained with a masked
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Base Model Method SST-2 QNLI QQP MNLI MRPC STS-B SWAG Avg.

BERTsmall VOKEN 89.7 85.0 87.3 78.6 78.2 80.4 57.6 79.5
BERTsmall iACE 89.8 86.2 87.7 78.9 78.4 82.7 57.9 80.2

BERTbase VOKEN 92.2 88.6 88.6 82.6 83.5 86.0 70.6 84.6
BERTbase iACE 91.7 88.6 89.1 82.8 85.8 86.6 70.8 85.1

RoBERTasmall VOKEN 87.8 85.1 85.3 76.5 78.5 78.6 53.6 77.9
RoBERTasmall iACE 89.2 85.1 86.5 76.8 79.0 78.7 53.7 78.3

RoBERTabase VOKEN 90.5 89.2 87.8 81.0 87.0 86.9 68.5 84.4
RoBERTabase iACE 91.6 89.1 87.9 82.6 87.7 86.9 68.5 84.9

Table 2.4: Model-agnostic Improvement in Full Data Setting. Results of iACE
and VOKEN upon BERT and RoBERTa of small(6L/512H) and base(12L/768H)
architecture are reported. The models are fine-tuned over GLUE Benchmark and
SWAG with access to the full dataset. BEST results are highlighted.

Premise:
At an outdoor event in an Asian-themed area, a 
crowd congregates as one person in a yellow 
Chinese dragon costume confronts the camera.

A single man is next to a camera.
Hypothesis:

ImgPre.

ImgHyp.

Ground Truth: Contradiction
Baseline: Entailment Ours: Contradiction

Text 1:
The lady cracked an egg for the mixer.

The lady sliced up the meat.

Ours: 3.62 / 5.00Baseline: 4.14 / 5.00 
Ground Truth: 3.75 / 5.00

Img 1

Img 2
Text 2:

(a) STS-B (b) SNLI 

Figure 2.4: Case studies on the STS-B and SNLI tasks. The baseline models yield
predictions solely based on the text input, while our approach takes both the text
input and corresponding visualization into consideration. On both tasks, our iACE
gives predictions that are more aligned with the ground truth.

language model with an additional voken-classification task as introduced visual super-

vision. iACE achieves model-agnostic improvement over the model that solely fine-tune

based on textual information, including the pure-language-based model and visually su-

pervised pre-trained model. The gain is consistently observed from different architectures

of models.

2.4.5 Case Study

Figure 2.4 lists out our examples for the case study. We show the results from the

natural language inference and sentence similarity task. We use examples from the STS-B
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and SNLI datasets. Our contextual imagination describes the textual input as expected

and provides an external prediction reference.

For example (a), given the structurally diversified sentence and low n-grams overlaps

but high semantic similarity, we observe that the pure language-based model predicts the

wrong label. While the imagination helps the model capture the semantic similarity be-

tween two textual inputs via comparing the cross-modal semantics with the imagination

information. From example (b), we observe the pure language-based model predicts the

wrong label based on the similar sentence structure and high n-grams overlaps. While

the imagination helps the model capture the difference between the similar premise and

hypothesis text.
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Chapter 3

Imagination-Guided Open-Ended

Text Generation

3.1 Introduction

One great resource human writers cherish is the ability of imagination, with which

they render mental images about an actual or vicarious experience and link knowledge

that would later make the writing more concrete, sensible, and intriguing. Cognitive

studies show that visual imagery improves comprehension during language processing [3,

68, 69], and that mental imagery facilitates humans’ written language expression at young

ages [70].

When it comes to the study of Artificial Intelligence (AI), one classic challenge for

AI systems is to generate informative and coherent text snippets. Open-ended text

generation is such a task that provides an input context, and asks the model to generate

a piece of text that is consistent with the context. This is the cornerstone of a wide range

of downstream tasks such as text completion [9, 71], story generation [72, 73, 74, 75], and

dialogue systems [76, 77, 78, 79, 80], and has received much attention throughout the

27



Imagination-Guided Open-Ended Text Generation Chapter 3

Context: The individual adds chicken to the pan and cooks it. The 
individual adds chopped onions and mushrooms to the pan and cooks 
them. The individual adds some other ingredients…

Repetitive to the input context.  
Not informative.

: and the individual adds them to the pan.

Text-only Input

: and stirs them into the soup.

Text Input + Visual Imagination

Machine
Imagina!on

Context 1: One of the guys hits the ball over to the other side and they 
hit it back. Then on the other side of the beach there is a group of 
women also playing volleyball. They…

(a1) Retrieved Image (b1) Generated Image

Context 2: A boy is talking to a camera. He goes into a bathroom and 
drinks a cup of mouthwash. He…

(a2) Retrieved Image (b2) Generated ImageFigure 3.1: When performing open-ended text generation, the language models
prompted with text-only input may generate repetitive or unilluminating contents,
which is also known as degeneration. Hereby, we propose to use machine-generated
images as additional visual supervision to guide the language models in generating
more informative and coherent text with the given context.

years. Inspired by human writers’ common practice of creative visualization, we ask the

following question: Can we endow machines with the same ability to construct a general

picture of the context and use it as a blueprint to guide text generation?

Recent advances in text-to-image generation make it possible to visualize machine

imaginations for a given context [4, 6, 60, 81, 82]. Moreover, this line of work shows great

potential in utilizing textual information to guide image synthesis. It comes naturally

that one may attempt to complete the loop by using visual supervision to guide text

generation.

In this work, we propose using machine-generated images to guide the language model

(LM) in open-ended text generation. More specifically, we visualize machine imagination

for the input context by rendering images with StableDiffusion [4], a state-of-the-art

text-to-image generator. The machine imagination acts as additional visual supervision

to guide LMs in generating informative and coherent text in two ways. Firstly, the

machine-generated images are introduced as the input to the LM in the form of the

visual prefix. Secondly, we designed a contrastive training objective that enforces the

generated text to be semantically similar to the visual supervision.
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We conduct experiments on three open-ended text generation tasks, namely text com-

pletion, story generation, and concept-to-text generation. Extensive experiments in the

few-shot settings show better or competitive performance to state-of-the-art baselines on

both automatic metrics and human evaluation. Experiments with full-data settings show

that introducing machine-generated visual supervision with our iNLG yields consistent

improvements on various LM models including GPT-2 [9], BART [83], and T5 [84].

Our main contributions are as follows:

• We introduce a novel paradigm that leverages machine-generated images to guide

open-ended text generation. This endows the machines with the ability of creative

visualization that human writers often demonstrate.

• We distill the vision information from the pre-trained multimodal models and fur-

ther construct visual prefixes to guide language models performing text generation

with teacher forcing and contrastive objectives.

• Extensive experiments show the effectiveness of iNLG as a model-agnostic frame-

work in open-ended text generation tasks, including text completion, story gener-

ation, and concept-to-text in both few-shot and full-data settings.

3.2 Related Work

Open-ended Conditional Text Generation is the task of generating a coherent

portion of the text based on the given context. Recent advances in pre-trained mod-

els have pushed frontier in the open-ended conditional text generation, such as text

completion[85, 86], story generation [72, 87, 88] and concept-to-text generation [89, 90].

Despite the success of large language models, text degeneration and semantic coverage

still remain as two core technical challenges in few-shot open-ended text generation. To
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improve the text coverage, StoryEndGen [71] leverages the knowledge graph to encode

context sequentially. Fan et al. [72] and Yao et al. [88] plan the content (premise or key-

words) first and then encourage the generation based on planned content. To mitigate

the text degeneration, SimCTG [74] uses a contrastive training strategy to encourage the

model to learn isotropic token embeddings. Similar to our approach, Wang et al. [91] gen-

erates a scene graph for each concept and combines them with text for the model input.

Previous work has proposed to add visual information to LM by retrieving images from

the Internet or large-scale image sets [92, 93, 94]. However, the retrieved images may

fail to fully incorporate the context, which will misguide the LM from yielding contextu-

ally consistent predictions. Unlike prior work, our approach leverages images generated

conditioning on the context to assist the text generation process.

Visually-aided NLP Recent work show the power of visual guidance in natural lan-

guage processing, spanning from the language representation learning [11, 39, 43, 44,

45, 46, 47, 27], the downstream tasks [11, 28, 29, 32, 33, 34] and evaluation [13]. They

either leverage visual information from an external vision-and-language corpus or obtain

such visual knowledge from the large pre-trained model. In this line of work, imagina-

tion achieves promising performance in various NLP domains [11, 13, 48, 91]. Previous

imagination-based work in NLP either study non-generation problems [11, 13] or utilize

non-visual information [48, 91]. Our work explores the potential of generating visual

imagination to improve open-ended text generation tasks.
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Input Context x  
A man is seen skiing behind a boat. He holds on tight as he is pulled through the water. The man …

Target :  is water skiing until the end of the clip.y
Prediction : then moves to the side and begins to swim.̂y

AE Decoder

AE Encoder

CLIP 
Visual 

Encoder

...Mapping 
Network

... Language 
Model

Projection 
Layer

Machine Imagination I 

v 

 ̂t

c1 c2 cl t1 t2 tm 

Text Emb.Visual Prefix

Input Visual Feature

L"acherLcon#as!ve

Predicted Text Feature

Text-to-Image 
Generation

Visually-Guided Text Generation
Diffusion 

Model

Text Encoderrandomly 
initialized 

image

Figure 3.2: An overview of our iNLG. Given an input context x, we first visualize the
context with the text-to-image generation model. Then we use the machine-generated
image I as the additional visual supervision to guide the language model in open-ended
text generation. The visual feature is provided as a source of input to the LM in the
form of the visual prefix. Aside from the teacher forcing objective Lteacher, we also
enforce the LM to generate text that is semantically similar to the machine imagination
with a contrastive training objective Lcontrastive.

3.3 Method

3.3.1 Overview

Open-ended text generation is a task that provides an input context, and asks the

model to generate a piece of text that is consistent with the context.

This work mainly focused on introducing machine-rendered images to assist LM in

performing open-ended text generation. More specifically, given the context xi, we first

use a text-to-image generator to illustrate an image I i that depicts the input context.

The LM is prompted with image I i as the visual prefix along with the text context xi,

and will incorporate the multimodal input to generate the output text ŷi.

Figure 3.2 provides an overview of our iNLG framework, which mainly involves two

modules. The first module is a text-to-image generator that takes in the input context and

illustrates a descriptive image, which we also refer to as the machine imagination. The
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second module is a visually-guided language model that utilizes the machine imagination

as a source of input and also a supervision that encourages the LM to generate text that

is semantically similar to the visual information.

3.3.2 Text-to-Image Rendering

In this work, we propose to use images generated conditioning on the context by

the machines as additional visual information to the LM. The text-to-image generation

backbone is StableDiffusion [4], which mainly consists of a text encoder, a diffusion model,

and an autoencoder. The text encoder is from the frozen CLIP ViT-L/14 [23] and encodes

the input text to textual embeddings. The diffusion model uses UNet [95] to provide noise

estimation. The UNet is modified so as to attend to the input textual embeddings. The

encoder of the pretrained autoencoder encodes images into the lower-resolution latent

maps zT . At each step t, the diffusion model provides the noise estimation ϵ and modifies

zt correspondingly. The decoder of the pretrained autoencoder takes the final noise-free

latent map z and generates the image prediction. StableDiffusion is trained with LAION-

5B [96].

3.3.3 Visually Guided Text Generation

Visual Prefix Construction One can encode the visual information with the pre-

trained visual models. However, such visual embedding may lie in a representation

space different from the LM due to the discrepancy between models. One way of intro-

ducing features extracted by another network to the current model is through feature

mapping [97]. With a dataset of image-text pairs (I ′,x′), we can pre-train a mapping

network F for a given LM in an image captioning formulation. More specifically, we

encode I ′ with the visual encoder Encvisual and receive its visual features v′. Then we
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apply the mapping network F over v′, and receive a sequence of l visual prefixes:

c′1, c
′
2, . . . , c

′
l = F(v′) = F(Encvisual(I

′)) (3.1)

We provide the list of visual prefix as input to the LM with the corresponding text x′

as the target output. Such a pre-training process enables F to project visual features

into the visual prefix that lies within the same embedding distributions as the LM. The

mapping network is agnostic of the downstream task, and only depends on the visual

source and the LM.

After generating a descriptive image I i for the input context xi, we use CLIP to

encode I i and receive its visual features vi. We apply the pre-trained mapping network

F over vi, and receive the visual prefix ci of length l:

ci = {ci1, ci2, . . . , cil} = F(CLIP(I i)) (3.2)

Visually-guided Language Modeling We use the visual information to guide text

generation in two ways, reflected in the following two training objectives. Firstly, we

directly introduce the machine-generated visual information as input to the LM. We

concatenate the visual prefix ci and the text embeddings ti for the input context xi

with m tokens. LM input can be denoted as [ci; ti] = {ci1, . . . , cil, ti1, . . . , tim}. With

yi = {yi1, yi2, . . . , yin} denoting the target output of n tokens, and θ denoting the trainable

parameters, we can list out the teacher forcing training objective as follows:

Lteacher = −
n∑

j=1

log pθ(y
i
j|ci; ti;yi

<j) (3.3)

In addition, we design a contrastive objective to enforce the generated text to be
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semantically similar to the input visual supervision with the InfoNCE loss [98, 99]:

Lcontrastive = − log
exp(sim(vi, t̂i)/τ)∑
j ̸=i exp(sim(vi, t̂j)/τ)

(3.4)

in which t̂ is the projected representation of the decoder’s last layer’s output, and can

be viewed as the sentence-level representation of the generated text. Here sim(·, ·) first

normalizes the two vectors, then compute their cosine similarity, and τ is the temperature.

3.3.4 Training & Inference

We first pre-train the mapping network on the pre-training dataset with the teacher-

forcing objective. Such pre-training is agnostic of the downstream task, and only depends

on the type of base LM.

When applying our iNLG on downstream tasks, we train the base LM with the

teacher forcing objective for the first Nno contra epochs. Then, we introduce the contrastive

objective and tune the base LM together with the mapping network and projection layer

by minimizing the following loss L. Here ep denotes the epoch and λ is the factor:

L =


Lteacher, ep < Nno contra,

Lteacher + λLcontrastive, ep > Nno contra,

(3.5)

During inference, we provide the context and machine-generated image to the LM.

We use beam search during decoding with a beam width of 10.
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3.4 Experimental Setup

3.4.1 Tasks, Datasets, and Baselines

We apply our iNLG on three open-ended text generation setups: sentence completion,

story generation, and concept-to-text generation. Table 3.1 shows examples for each task.

Task Input Context Target Output

Text Completion
Different people are interviewed on camera while several others
are shown raking up the leaves. A man is seen sitting in his car
and another puts his gloves on. The camera

pans over the raked up leaves while several others discuss their
hard work.

Story Generation Live Show. Tim was in his school’s play.
He was nervous about their first show. He almost dropped out.
The show went smoothly. Tim was excited for his second show.

Concept-to-Text grow, flower, pavement Wild flower growing through crack in the tiled pavement.

Table 3.1: Exemplars of the input context and corresponding target output for three
open-ended text generation task covered in this study, namely story generation, text
completion, and concept-to-text generation.

Sentence Completion is a task of finishing the sentence in a commonsense inference

scenario. We conduct experiments on the ActivityNet [100] subset1 of HellaSwag [101],

which is a benchmark for commonsense natural language inference that ask the model

to predict the most likely follow-up among several choices given a specific context. We

compare with StoryEndGen [71] which encodes the given context incrementally and at-

tends to the one-hop knowledge graph retrieved from ConceptNet for the context tokens.

We implement our iNLG on top of the GPT-2 [9], which by nature, can generate the

follow-up for an arbitrary input in a zero-shot manner.

Story Generation requires the model to compose a story based on the given title

or context. We conduct experiments on the widely used story generation benchmark

ROCStories [102]. Each data item consists of a story title and a human-written five-

114740/982/2261 samples for train/validation/test.
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sentence everyday life story that incorporates commonsense related to the title.2 We

provide the story title and the story’s first sentence as the input context, and ask the LM

to predict the following four sentences. We consider the following methods as baselines:

Action-Plan [72] first predicts the premise of a story with the convolutional LM [103],

then use the fusion mechanism [104] to encourage a convolutional seq2seq model [105]

to generate the story from the premise. Plan-and-Write [88] first plans a storyline that

consists of keywords, then generate the story conditioned on the storyline. Its model

structure is built upon GRU [106]. SimCTG [74] proposes a contrastive training objective

that encourages the LM to learn discriminative and isotropic token representations, and

is implemented on GPT-2 [9].

Concept-to-Text is a relatively more constrained conditional text generation task

involving commonsense reasoning. This task provides a set of concepts as input, and

requires the model to generate a piece of text that incorporates the concepts and describes

an everyday scenario. We conduct experiments on the CommonGen [107] benchmark.3

We compare against the following models: KG-BART [89] encompasses the relations of

concepts with the knowledge graph and augments the BART [83] encoder and decoder

with graph representations. ModelAdapt [108] is built upon BART and removes the

positional embedding in the encoder. Imagine-and-Verbalize (I&V) [91] predicts a scene

graph for each set of concepts, and uses it as an additional input to the LM. In contrast

to I&V, we directly visualize the concepts and use the machine-generated images as the

auxiliary information to assist the concept-to-text generation.

2We use the split provided by Su et al. [93], which is based on the ROCStories Winter 2017 release
and contains 49666/1500/1500 items for the train/validation/test sets.

3We use the in-house split provided by Wang et al. [91], which contains 65323/2066/4018 samples for
train/validation/test.
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3.4.2 Evaluation

Automatic For sentence completion and story generation, we follow previous work and

evaluate the quality of the generated text from the aspect of model degeneration level

(rep-n, diversity, distinct-n), text distribution divergence (MAUVE), and semantic simi-

larity (BERTScore): (1) rep-n = 1.0 - |unique n-grams|
|total n-grams| measures sequence level repetition by

computing the portion of duplicate n-grams [109]. (2) diversity =
∏4

n=2(1− rep-n) mea-

sures the diversity of n-grams [93]. (3) distinct-n = |unique n-grams|
|length of text| measures the portion

of distinct n-grams in the text [110]. (4) MAUVE measures the learned distributions

divergence between the generated text and human-written text [111],4 a low MAUVE

indicates a great difference between the distributions of generated text and human text.

(5) BERTScore assesses contextual text similarity between two pieces of texts by com-

puting the cosine similarities between their tokens’ embeddings [112],5 a low BERTScore

means the generated text is contextually different from the ground-truth.

For concept-to-text, following prior work, we report the metrics scores on BLEU [113],

METEOR [114], CIDEr [115], SPICE [116], and BERTScore [112].

Human We also set up a human evaluation as a complementary evaluation beyond

the automatic metrics. We select 100 samples from the test set for sentence completion

and story generation and perform the head-to-head comparison between the text snip-

pets generated by our iNLG and the baseline models. We invite human annotators to

compare the text quality from the following three independent aspects: (1) Coherence:

Which snippet is more semantically consistent with the context, and follows the logic

of the context more naturally. (2) Fluency : Which snippet is more fluent in English.

(3) Informativeness : Which snippet contains more interesting content, and describes

4We report MAUVE with gpt2-large as the base model.
5We report BERTScore with roberta-large as base model.
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the scenes that are more likely to happen in real life. Three human judges rate each

comparison.

3.4.3 Implementation Details

We use StableDiffusion-v1-1 [4] to render a 512x512 image from the context, and use

CLIP ViT/B-32 to extract features offline. The mapping network is an 8-layer Trans-

former, and the visual prefix length is 20. For the sentence completion and story gener-

ation tasks, the mapping network is pre-trained on the MSCOCO [117] dataset. For the

concept-to-text task, the mapping network is pre-trained on VIST [118].6 We pre-train

the mapping network for 5 epochs with a batch size of 128. Results are reported on three

repeat runs.

3.5 Result and Analysis

3.5.1 Few-Shot Learning Results

Open-ended text generation is a broad topic with flexible and inexhaustible setups,

many of which have low resources. Collecting annotations is often extremely expensive

and time-consuming. Therefore, we first report few-shot results to check if our iNLG

can rapidly adapt to new task setups with a few examples, which is more practical in

real-life.

More specifically, we report few-shot open-ended text generation results with 1% of

the training data. For sentence completion and story generation tasks, the base LM is

GPT2-base [9]. For concept-to-text, we test it with BART-base [83] as the base LM.

6CommonGen is built upon image and video captioning datasets including MSCOCO. To avoid data
leakage, we choose to pre-train the mapping network on VIST, which is not revealed to CommonGen.
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Task * Setting rep-2 ↓ rep-3 ↓ rep-4 ↓ diversity ↑ distinct-2 ↑ MAUVE↑ BERTScore↑

Sentence
Completion

0 Human 0.45 0.05 0.01 99.50 77.32 - -
1 GPT2 no finetune [9] 6.71 6.87 10.13 78.07 74.83 44.19 22.57

2 StoryEndGen [71] 39.53 35.11 39.30 34.12 44.57 0.45 -47.29
3 GPT2 text-only finetune 4.20 4.03 5.53 86.85 75.14 49.45 24.13
4 GPT2 +iNLG 2.43 2.61 3.57 91.63 75.92 60.30 24.25

Story
Generation

5 Human 1.76 0.38 0.15 97.71 56.34 - -
6 GPT2 no finetune 37.65 22.76 21.92 45.67 43.42 0.43 -7.77

7 Action-Plan [72] 52.05 35.58 28.11 26.97 21.43 0.41 -18.32
8 Plan-and-Write [88] 45.22 32.86 23.34 30.71 20.83 0.41 -37.35
9 SimCTG [74] 28.72 24.02 20.61 43.00 42.06 0.43 18.01

10 GPT2 text-only finetune 25.41 18.51 14.41 52.10 46.60 9.10 21.23
11 GPT2 +iNLG 10.73 5.64 3.42 81.36 51.91 35.94 23.03

Table 3.2: Generation quality scores for few-shot text completion on the ActivityNet
and few-shot story generation on ROCStories. “Human” shows the human perfor-
mance and “GPT2 no finetune” denotes the vanilla GPT2 model without tuning. All
the other listed models are trained with 1% of the training data. “+iNLG” denotes
introducing machine-generated images on top of the base LM.

Sentence Completion As shown in Table 3.2, StoryEndGen (#2) suffers from de-

generation with the highest rep-n and the lowest diversity. Training with only 1% of

the training data improves GPT2’s performance on all metrics (#3 vs. #1). Under the

same few-shot setting, adding additional machine-generated images with our iNLG (#4)

further alleviate model degeneration. The improvement on MAUVE also indicates that

introducing visual input can aid GPT2 in generating text that is more similar to the

human-written ones.

Story Generation As shown in Table 3.2, for the story generation task that requires

the LM to compose longer text, we see the vanilla GPT2 without tuning suffering from

more severe degeneration compared to rendering a sentence ending (#6 vs. #1). The

high rep-n scores indicate that the two non-Transformer-based baselines Action-Plan (#7)

and Plan-and-Write (#8) stammer with repetitive tokens, which greatly differs from the

human-written text (leads to low MAUVE) and does not have concrete meanings (leads to

low BERTScore). The models based on GPT-2 (#9-#10) yield more complete sentences

with concrete meanings (BERTScore gets higher). However, they keep repeating the
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* Setting B-4 M. CIDEr SPICE BertS.

1 BART-base text-only finetune 20.72 25.47 114.49 24.58 59.76
2 +KG [89] 15.26 24.44 98.53 23.13 52.76
3 +Adapt [108] 23.11 25.96 123.44 25.14 61.53
4 +I&V [91] 24.50 25.89 119.61 25.59 57.29
5 +iNLG 25.07 26.48 127.93 26.32 63.37

Table 3.3: Automatic metrics scores for few-shot concept-to-text generation on Com-
monGen with 1% of the training data. All listed models are implemented on
BART-base. “+KG” adds knowledge graph, “+Adapt” applies model adaption,
“+I&V” adds scene graph, and “+iNLG” introduces machine-generated images as
input. B-4: BLEU-4; M.: METEOR; BertS.: BERTScore.

same sentence, which is still quite different from human language (MAUVE remains low).

Applying iNLG to GPT-2 leads to minor degeneration and has the best performance on

all metrics (#11).

Concept-to-Text Table 3.3 shows that knowledge graph information may not be fully

exploited under the few-shot setting (#2), while removing the information of relative

positions between input concepts helps the LM write better sentences (#3). Introducing

machine-generated images can improve the base LM’s performance on concept-to-text

generation (#5 vs. #1). While both I&V and our iNLG involve machine “imagination”,

we provide such information in different forms (scene graphs vs. images). Comparing #4

and #5, our iNLG outperforms I&V with BART-base as the base LM. This suggests that

the additional information introduced by I&V and iNLG is complementary.

Human Evaluation Table 3.4 lists out human evaluation results on text completion

and story generation. Our iNLG outperforms the compared baselines on all three criteria

in the model-level head-to-head comparisons. This further verifies the effectiveness of our

iNLG in generating fluent and informative text snippets that better align with the given

context.
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Task Models
Coherence Fluency Informativeness

Win(%) Tie(%) Lose(%) Win(%) Tie(%) Lose(%) Win(%) Tie(%) Lose(%)

Sentence Completion
Ours vs. StoryEndGen 51.67 20.33 28.00 44.67 19.33 36.00 41.33 18.33 40.33
Ours vs. GPT2 no finetune 51.00 22.67 26.33 45.00 22.33 32.67 41.00 21.00 38.00
Ours vs. GPT2 text-only finetune 58.00 24.33 17.67 43.33 18.67 38.00 42.33 21.67 36.00

Story Generation

Ours vs. Action-Plan 51.00 24.67 24.33 54.67 16.33 29.00 52.00 15.00 33.00
Ours vs. Plan-and-Write 45.33 25.67 29.00 53.00 16.67 30.33 54.67 17.00 28.33
Ours vs. SimCTG 42.00 27.67 30.33 40.33 25.67 34.00 43.33 18.33 38.33
Ours vs. GPT2 no finetune 43.33 24.33 32.33 43.67 20.33 36.00 44.67 19.00 36.33
Ours vs. GPT2 text-only finetune 39.33 26.67 34.00 38.67 26.67 34.67 44.33 22.67 33.00

Table 3.4: Human evaluation results for the sentence completion task and the story
generation task. The scores indicate the percentage of win, tie or lose when comparing
our iNLG with the baseline models.

3.5.2 Model-Agnostic Improvement

We further report open-ended text generation results with various base LM when

trained with the full set of data. For concept-to-text, we experiment with BART-

base/large [83] and T5-base/large [84]. For sentence completion and story generation,

we record results on GPT2-base/large [9]. As shown in Table 3.5, introducing machine-

generated visual supervision with our iNLG leads to model-agnostic improvements over

text-only finetuning. This holds true for all the listed base LM with different architectures

and verifies that our iNLG is a model-agnostic framework.

3.5.3 Performance Analysis

Source of Image We first perform an ablation study to understand how the source of

visual information affects our iNLG framework. We compare retrieved/generated images

from four sources: (1) the first returned result by Yahoo Image Search;7 (2) images

rendered by VQGAN+CLIP [60];8 (3) images rendered by OFA [82],9 and (4) images

rendered by StableDiffusion [4], with which we report the main results.

As shown in Figure 3.3(a), the images generated by machines act as a more effective

7https://images.search.yahoo.com/
8https://github.com/nerdyrodent/VQGAN-CLIP
9https://github.com/OFA-Sys/OFA
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Base LM Setting Metrics

Concept-to-Text B-4↑ MET.↑ CIDEr↑ SPICE↑ BertS.↑

BART-base
text-only 30.32 31.35 158.92 31.22 68.50
+iNLG 30.60 31.44 160.63 31.42 69.02

BART-large
text-only 32.38 33.06 169.69 33.01 70.33
+iNLG 32.76 33.17 171.47 33.35 70.79

T5-base
text-only 30.39 30.87 163.67 32.77 70.03
+iNLG 31.09 31.18 165.52 32.81 70.35

T5-large
text-only 34.13 32.91 175.67 34.30 72.44
+iNLG 34.50 33.87 177.65 35.48 72.70

Sentence Completion rep-4↓ div.↑ dist-2↑ MAUVE↑ BertS.↑

GPT2-base
text-only 4.20 87.46 72.87 61.42 29.84
+iNLG 3.95 89.33 74.09 64.01 30.10

GPT2-large
text-only 1.77 96.54 76.74 87.81 31.66
+iNLG 2.05 95.90 76.80 89.11 32.15

Story Generation rep-4↓ div.↑ dist-2↑ MAUVE↑ BertS.↑

GPT2-base
text-only 7.83 68.42 49.53 33.13 28.81
+iNLG 6.80 71.17 49.92 38.86 29.13

GPT2-large
text-only 1.02 91.91 54.17 82.81 31.86
+iNLG 0.85 92.51 54.54 87.83 32.03

Table 3.5: Automatic metric scores when trained with the full set of data with
ablations of the base LM. Introducing our iNLG leads to model-agnostic improve-
ments across the board. B-4: BLEU-4; MET.: METEOR; BertS.: BERTScore; div.:
diversity; dist-2: distinct-2.

supervision than the retrieved images. This validates our motivation of introducing

machine-generated images over retrieved ones to guide LM in performing text generation.

Among the three text-to-image generators, VQGAN+CLIP is slightly inferior to the

other two, while StableDiffusion and OFA have mixed performance. Images generated

by StableDiffusion rank first on CommonGen, while images rendered with OFA score

slightly higher on ActivityNet. Figure 3.3(b) reports the average image rendering time,

where StableDiffusion is 10× faster when rendering images than the other two.

Contrastive Training We examine the effect of the contrastive training objective on

CommonGen, and the results are presented in Figure 3.4. We notice that introducing
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Context 1: One of the guys hits the ball over to the other side and they 
hit it back. Then on the other side of the beach there is a group of 
women also playing volleyball. They…

(a1) Retrieved Image (b1) Generated Image Context: The individual adds chicken to the pan and cooks it. The 
individual adds chopped onions and mushrooms to the pan and cooks 
them. The individual adds some other ingredients…

Repetitive to the input context.  
Not informative.

: and the individual adds them to the pan.

Text-only Input

: and stirs them into the soup.

Text Input + Visual Imagination

Machine
Imagina!on

Context 2: A boy is talking to a camera. He goes into a bathroom and 
drinks a cup of mouthwash. He…

(a2) Retrieved Image (b2) Generated Image

Text2Img Model trender

StableDiffusion   5s

OFA 57s

VQGAN+CLIP 63s

(a) (b)

Figure 3.3: (a) iNLG’s performance on CommonGen and ActivityNet with visual
supervisions retrieved from the web or generated by machines. Scores are reported
with error bars. (b) Average time to render an image on TITAN RTX with each
text-to-image generator.

0.1 0.5 1.0 5.0 10.0
Amount of Data for Few-shot Training (%)

20

25

30

SP
IC

E

w/o Lcontrastive w/ Lcontrastive

Figure 3.4: Performance of applying our iNLG on BART-base for few-shot concept–
to-text with ablated training objective Lcontrastive on various few-shot settings. Scores
are reported with error bars.

Lcontrastive improves iNLG’s performance on 4 out of 5 listed few-shot setups, which sug-

gests that our contrastive training objective generally can assist the LM in composing

open-ended text snippets. One exception is in the extreme few-shot setting with only

0.1% of training data, where the amount of data is insufficient to let the LM form a

decent representation. In this case, enforcing the sentence representation to be similar

to the visual supervision with Lcontrastive might misguide the LM.

Mapping Network & Visual Prefix We discuss the effects of different types of

mapping networks and various visual prefix lengths. Aside from the 8-layer Transformer

we used in the main experiments, we also tried a simple Multi-Layer Perceptron (MLP)

with two fully-connected layers. As shown in Figure 3.5, the Transformer-based mapping
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5 10 15 20 25
Visual Prefix Length l

88

90

92

94

di
ve

rs
ity

MLP Transformer

Figure 3.5: Performance of our iNLG on few-shot sentence completion with various
visual prefix lengths and with MLP and Transformer as mapping network. Scores are
reported with error bands.

Tune LM Pretrain Map. Tune Map. diversity ↑ MAUVE ↑
✗ ✗ ✗ 15.52 0.47
✗ ✗ ✓ 78.20 33.79
✗ ✓ ✗ 27.06 1.83
✗ ✓ ✓ 76.36 25.15
✓ ✗ ✗ 87.45 48.06
✓ ✗ ✓ 88.68 51.81
✓ ✓ ✗ 89.05 55.61
✓ ✓ ✓ 92.68 60.62

Table 3.6: Performance of our iNLG on few-shot sentence completion with ablated
settings on whether to tune the LM, pretrain the mapping network (Pretrain Map.)
and tune the mapping network (Tune Map.).

network outperforms MLP on all listed l. MLP has the best performance when visual

prefix length l = 15, while the Transformer-based mapping network scores highest when

l = 20.

Model Weight Tuning Table 3.6 compares the influence of pre-training/tuning the

weights of different modules of our iNLG. Generally speaking, tuning the weights during

training outperforms freezing the weights, which applies to both the base LM and the

mapping network. In addition, considering our few-show setup, pre-training the mapping

network also helps our iNLG gain better performances. The best combination is applying

the pre-trained mapping network, and tuning it together with the base LM on the few-

44



Imagination-Guided Open-Ended Text Generation Chapter 3

Context: They mix the eggs around a bowl and place butter and milk into 
another bowl and mix them all together. They…

GPT2

(no finetune)

will be very soft and fluffy.

GPT2 

(text-only finetune)

are ready to use.

GPT2 + iNLG then put a bowl on the end of the sink and 
put the mixture in the sink.

Generated 
Image:

Context:    Barry at the Mall. Barry and his friends spent a day at the mall.

SimCTG

Barry was at the mall with his friends. They were 
all very excited to see him at the mall. They all 
had a great time at the mall. They all had a great 
time at work. They all had a great time at school

GPT2 

(text-only)

They went to the local mall and bought a new car. 
They drove to the mall and bought a new car. 
They drove to the mall and bought a new car. 
Barry's friends were very happy they bought a 
new car.

GPT2 

+iNLG

They were swamped by the crowds. Barry was 
scared to go home. They tried to avoid the mall, 
but they were stopped by the people at the mall.

Generated 
Image:

Context:      Two girls are standing in a yard wearing cheerleading outfits. 

                     A girl…

GPT2 

(text-only)

is standing in a yard with a group of girls.

GPT2 

+iNLG is wearing a white bikini and blue shorts.

Generated Image:

(a) Sentence Completion

(b) Story Generation

Figure 3.6: Sentence ending and stories generated by GPT2-based methods tuned
with 1% of the training data. Repetitive contents are underlined. The sentence ending
and story written by our iNLG is coherent with the context, related to the machine–
generated image, and has minor degeneration.

shot downstream task.

Showcase Figure 3.6 provides two showcases on few-shot sentence completion and

story generation to compare our iNLG with the GPT2-based baselines. SimCTG and

GPT2 tuned with text-only corpus rendering repeated segments, either copying from

the input context, or simply repeating themselves. In comparison, our iNLG has minor

degeneration and writes coherent sentence endings or stories with more creative details

in both tasks.
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Chapter 4

An Imagination-Based Automatic

Evaluation Metric for Natural

Language Generation

4.1 Introduction

A major challenge for natural language generation (NLG) is to design an automatic

evaluation metric that can align well with human judgments. To this end, many ap-

proaches have been investigated. Metrics that base on matching mechanisms such as

BLEU [113], METEOR [114], CIDEr [115], have been widely adopted in the field. Edit-

distance based metrics, such as CharacTER [119], WMD [120], SMD [121], have also been

explored. Recently, BERTScore [112] and BLEURT [122] attempt to leverage BERT [24]

to compare text embedding similarities, which correlates better with human judgments

than previous methods. These automatic evaluation metrics make use of textual infor-

mation from various angles extensively.

But what happens in our minds when we read, comprehend, and evaluate text? Re-
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search [1, 123] has found that, unlike commonly designed automatic evaluation meth-

ods that compare the generated candidates with the references on the text domain

only, humans, in contrast, leverage visual imagination and trigger neural activation in

vision-related brain areas when reading text. Cognitive studies show that visual im-

agery improves comprehension during language processing [3, 68, 69]. Inspired by this

imagination-based multi-modal mechanism in human text comprehension, we ask a crit-

ical research question: can machines create a visual picture of any underlying sentence,

and use their imaginations to improve natural language understanding? The advances of

recent pre-trained vision-language models such as CLIP [23] provide an excellent oppor-

tunity for us to utilize the learned image-text representations. This enables us to explore

the possibility of incorporating multi-modal information into NLG evaluation.

In this work, we propose ImaginE, an imagination-based automatic evaluation metric

for text generation. Specifically, we first use the state-of-the-art text-to-image generator

StableDiffusion [4] to visualize machine imagination from sentences, which is to gener-

ate descriptive images for the candidate text and the references. Then we receive the

ImaginE scores by computing two sets of similarity scores with the pre-trained CLIP

model [23]: the visual similarity of the generated images, and the cross-modal similarity

between the text and the generated image. Figure 4.1 shows an example.

To understand the role the machine-generated images play in NLG evaluation, we

conduct a series of experiments with ImaginE on multiple NLG tasks and datasets,

including machine translation, text summarization, and sentence completion for open-

ended text generation, aiming to answer the following questions:

1. How influential is ImaginE in NLG evaluation in terms of correlations with hu-

man judgments? Can it provide additional reference information on top of existing

metrics?
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Reference: 
Basketball: Garnett makes triumphant return as 
Celtics top Pistons


Metric Score

BLEU-4 0.0

ROUGE-1 12.5

ROUGE-2 0.0

ROUGE-L 10.9

BERTScore 5.7

ImaginEimage 91.2

ImaginEtext&image 63.7

Human 4.2/5.0

GigaWord, idx=148

Hypothesis: 
Celtics sink Detroit ##-## in NBA semi-final rematch

Text for Summarization:  
Kevin Garnett scored ## points in his return after a one-game suspension and the Boston Celtics ripped Detroit 
##-## here Thursday in a rematch of last season's NBA semi-finals.

ImaginationRef ImaginationHyp

IMAGINEimage
Cosine Similarity

Render 
Imagination

!StableDiffusion Render 
Imagination

!StableDiffusion

"CLIP "CLIP

❌

❌

❌

❌

❌

✅

✅

✅

"CLIP

IMAGINEtext&image

Cosine Similarity

"CLIP

Figure 4.1: An evaluation example on GigaWord for text summarization. ImaginE
visualizes machine imagination with StableDiffusion [4] and extracts textual and vi-
sual representations with CLIP [23]. While traditional evaluation metrics for natural
language generation rely on n-grams matching or textual embeddings comparison,
ImaginE incorporates machine-generated images into the evaluation process and en-
hances the understanding of the text snippet as a whole through the integration of
multi-modal information.

2. What are the applicable scenarios of introducing ImaginE to NLG evaluation?

When and why do machine-generated images help?

3. What are the potentials and limitations of introducing machine-generated images

with ImaginE to NLG evaluation?

Experimental results show that ImaginE can serve as a complementary evaluation

metric to text-based ones, and adding ImaginE scores to existing metrics surprisingly

improves most of the popular metrics’ correlations with human performance on various

text generation tasks. This holds for both reference-based evaluation and reference-free

evaluation. We further conduct comprehensive quantitative analyses with case studies to

verify its effectiveness. Overall, ImaginE displays great potential in introducing multi-

modal information into NLG evaluation.
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4.2 Related Work

Automatic Metrics for Natural Language Generation Common practices for

NLG evaluation compare the generated hypothesis text with the annotated references.

Metric performance is conventionally evaluated by its correlation with human judgments.

Existing automatic evaluation metric calculations are mainly based on three mechanisms:

n-grams overlap, edit distance, and embedding matching. BLEU [113], ROUGE-n [124],

METEOR [114] and CIDEr [115] are a few widely used n-gram based metrics for text

generation tasks. Another direction is based on edit distance [119, 125, 126, 127, 128],

where they calculate the edit distance between the two text snippets with different opti-

mizations. Embedding-based metrics [121, 120, 129, 130, 131] evaluate text quality using

word and sentence embeddings, and more recently, with the help of BERT [112, 122].

Multi-Modal Automatic Metrics Aside from previous text-only metrics, some met-

rics utilize pre-trained multi-modal models and introduce visual features on top of text

references for NLG evaluation. TIGEr [132] computes the text-image grounding scores

with pre-trained SCAN [133]. ViLBERTScore-F [134] relies on pre-trained ViLBERT [45]

to extract image-conditioned embeddings for the text. The CLIPScore [135] proposes a

metric for image captioning by directly comparing images with captions using CLIP [23].

Our method differs in that we use visual picture generation as embodied imagination and

apply our metric to various text-to-text generation tasks.

Mental Imagery The debate between pictorialists and propositionalists about how

imagery information is stored in the human brain is still an open question in the neu-

roscience and psychology community [136]. We follow the views from pictorialists that

information can be stored in a depictive and pictorial format in addition to language-like

forms [137, 138]. In pictorialists’ model, mental imagery is constructed in the “visual
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Text 1 x1 :  
Beef Kway Teow originates from Singapore 
and is also made in Indonesia. One of the 
ingredients in the dish is oyster sauce.

Metric Score
BLEU 3.91

METEOR 19.14
ROUGE_L 15.21

CIDEr
 5.38
BERTScore 39.04

ImaginE_text 73.63
ImaginE_image 69.04

Human 4/3/2/2/1

Imagination_Ref
Imagination_Hyp

Text 2 x2 : 
Oyster sauce is a dish from Singapore, where 
Oyster sauce is a dish from Indonesia.

Stable 
Diffusion

CLIP

Stable 
Diffusion

STEP 1: 
Render Imagination

text representations

visual representations

IMAGINEimage

I2

I1 v2
v1

STEP 2: 
Extract Feature

STEP 3: 
Measure Similarity

t1
v2

v1
t2

IMAGINEtext&image

Figure 4.2: Illustration of the computation process of the ImaginE metric. Given the
two pieces of text for comparison, x1 and x2, we render the machine imagination by
generating two images I1 and I2 with the pre-trained StableDiffusion [4]. We extract
features of the input text and corresponding generated images with CLIP [23]. We
receive two variants of ImaginE by computing the cosine similarity of the extracted
features, in which ImaginEimage measures mono-modal similarities on the visual side,
while ImaginEtext&image conducts cross-modal matching.

buffer” either from the retinal image in seeing or from a long-term memory store of “deep

representations” in the brain. Our image generation method is to mimic the generation

of deep representations in machines, with the help of recent powerful text-to-image mod-

els. Inspired by empirical studies from cognitive science that visual imagination improves

human text comprehension [1, 3, 68, 69, 139], we are interested in exploring if one can

draw similar conclusions from automatic text evaluations by machines.

4.3 ImaginE

This section describes how our ImaginE metric evaluates the similarity between two

pieces of text with the help of machine imagination. Figure 4.2 provides an overview of

our method.
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4.3.1 Model Details

CLIP We use the cross-modal retrieval model, CLIP [23], for our evaluation purposes.

CLIP jointly trains an image encoder and a text encoder to predict the correct pairing

of image-text pairs with InfoNCE [98] on 400M image-text pairs gathered from the web.

We utilize the CLIP-ViT-B/32 variant, which consists of a 12-layer, 8-head Transformer

text encoder with a hidden size of 512, and a Vision Transformer (ViT) [61, 140] image

encoder adopting the BERT-base configuration and using a 32×32 input patch size. Both

the text and image representations are normalized and projected into the multi-modal

space before computing pairing likelihood through cosine similarity.

StableDiffusion We perform text-to-image generation with StableDiffusion [4], which

is a denoising diffusion probabilistic model [141]. The model comprises three key com-

ponents: a text encoder, a diffusion model, and an autoencoder. The text encoder,

adopted from the frozen CLIP-ViT-L/14 [23], is utilized to encode the input text into

textual embeddings. The diffusion model, which leverages UNet [95] for noise estimation,

is modified to attend to the input textual embeddings. We conduct experiments with

StableDiffusion-v1-1, which was trained with LAION [96], using 256 × 256 images for

pre-training, followed by 512× 512 images for fine-tuning.

4.3.2 ImaginE Similarity Score

In our proposed approach, as depicted in Figure 4.2, the computation of Imag-

inE consists of three sequential steps. Firstly, the StableDiffusion model [4] is utilized

to generate descriptive images, referred to as machine imagination, from the two text

snippets being compared. Secondly, both the text snippets and the generated images are

encoded using the CLIP model [23]. Finally, ImaginE is calculated by computing the
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cosine similarities of the resulting text and visual features, both in a mono-modal and

cross-modal manner.

Step 1: Render Imagination For each image, StableDiffusion randomly initializes

a latent matrix H from the standard normal distribution and uses the encoder of the

pre-trained autoencoder to encode H into the lower-resolution latent map zT (T is the

total inference steps). At each step t, the diffusion model estimates the noise, ϵ, and

subtracts it from zt. The decoder of the pretrained autoencoder takes the final noise-free

latent map z and generates the image prediction I of size 512× 512.

Step 2: Extract Feature In the previous step, we generate the corresponding images

I1 and I2 for the pair of text x1 and x2 for comparison with the text-to-image synthesis

backbone. Then we pass the machine-generated images I1 and I2 and the input text x1

and x2 through corresponding CLIP encoders to receive the visual representations v1,

v2, and the textual representation t1, t2.

Step 3: Measure Similarity With sim(·, ·) denoting the process of first normalizing

the two vectors, then computing their cosine similarity, we compute two types of similarity

scores for ImaginE with the extracted textual and visual features:

(1) ImaginEimage computes the visual representation similarity between v1 and v2:

ImaginEimage = F (sim(v1,v2)) (4.1)

(2) ImaginEtext&image (ImaginEt&i) takes both the text and the generated image

into consideration, and conducts cross-modal comparisons between (t1, v2), as well as

(t2, v1):

ImaginEt&i = F
(
sim(t1,v2) + sim(t2,v1)

2

)
(4.2)
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The cosine similarity between the text and image representations theoretically has

a range of [−1, 1]. However, in practice, the ImaginE similarity scores tend to cluster

within a more narrow interval [l, h]. Following Hessel et al. [135], we use a linear function

F to stretch the similarity score distribution to the range of [0, 1], which is also the score

range for most of the automatic metrics covered in this study. Eq. (4.3) shows how we

re-scale the similarity score s into s′.

s′ =
s− l

h− l
,

[l, h] =


[0.1, 1.0], for ImaginEimage,

[0.1, 0.4], for ImaginEtext&image.

(4.3)

4.3.3 Integration with Existing Metrics

The ImaginE similarity scores can serve as standalone automatic metrics. Addi-

tionally, ImaginE can be incorporated as an extension to existing metrics, as it offers

multimodal references and addresses the limitations of current text-only evaluations that

only compare tokens or text embeddings. This mimics the human process of compre-

hending text, where both text and visual imagination are utilized. The integration of

ImaginE with other automatic metrics is straightforward, achieved by summing the

ImaginE similarity score with the other automatic metric’s score for each example:

metric score′ += ImaginEsimilarity score (4.4)
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4.4 Experimental Setup

4.4.1 Tasks, Datasets, and Models

We evaluate our approach on three popular natural language generation tasks: ma-

chine translation, abstractive text summarization, and open-ended text generation.

Machine Translation We use Fairseq [142] to generate English translation from Ger-

man on IWSLT’14 [143] and WMT’19 [144] datasets.

Abstractive Text Summarization We use the implementation of Li et al. [145]

to generate summarization on DUC20041 and use ProphetNet [146] for generation on

Gigaword.2 Both datasets are built upon news articles.

Open-ended Text Generation We perform experiments on the ActivityNet [100]

subset of HellaSwag [101], which is a benchmark for commonsense natural language

inference that ask the model to predict the most likely follow-up among several choices

given a specific context. The dataset is derived from ActivityNet video captions and we

use it for the task of sentence completion, where the model is given a context and asked to

complete the sentence. The predicted sentence endings generated by StoryEndGen [71]

and GPT-2 [9] are collected and used in the following evaluation.

4.4.2 Automatic Metrics

Machine Translation & Summarization In the evaluation of machine translation

and text summarization tasks, it is a common practice to compare the predicted text with

the reference. Adhering to previous studies, we present results using reference-based

1https://duc.nist.gov/duc2004/
2https://catalog.ldc.upenn.edu/LDC2011T07
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metrics. For machine translation, we present scores using BLEU-n (n=1,2,3,4) [113],

METEOR[114], and CIDEr [115]. Meanwhile, for text summarization, we present ROUGE-

n (n=1,2) [124] precision scores. Additionally, we report the scores of ROUGE-L [124],

BERTScore [112], and BLEURT [122] for both tasks.

Open-ended Text Generation In the context of open-ended text generation, where

the number of possible answers for a given scenario can be inexhaustible, evaluating

the quality of generated text through a comparison with a fixed set of references is

challenging. To address this issue, previous studies have proposed to utilize reference-

free metrics to evaluate the quality of the generated text. In this work, we experiment

with the following reference-free metrics which assess model degeneration: (1) div-n =

|unique n-grams|
|total n-grams| measures sequence level repetition by computing the portion of duplicate n-

grams (n=2,3,4) [109]. (2) diversity =
∏4

n=2 rep-nmeasures the diversity of n-grams [74],

and assesses the model degeneration. (3) distinct-n = |unique n-grams|
|length of text| measures the portion

of distinct n-grams (here n=2) in the text [110]. In addition, we report results on

BERTScore [112] and BLEURT [122] for comparison of contextual similarity.

4.4.3 Human Evaluation

We invite Amazon Mechanical Turk3 annotators to evaluate the quality of the gen-

erated text. Due to cost constraints, when conducting human evaluation, we randomly

sample 1,000 test examples for each dataset, except for DUC2004 which has 500 examples

in the test set. Each example is evaluated by three human judges using a 5-point Likert

scale, which assessed the fluency, grammar correctness, and factual consistency of the

generated text with the reference text. The overall human assessment score is calculated

as the mean of the scores obtained from the three aspects. We compute the Pearson

3https://www.mturk.com/
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Metric
IWSLT’14 WMT’19

Original +IEimage +IEtext&image Original +IEimage +IEtext&image

BLEU-1 21.47 21.38±1.53 21.86±0.82 13.74 14.71±1.19 16.40±0.73
BLEU-2 20.82 21.17±1.45 21.53±0.68 12.50 12.93±1.13 15.11±0.64
BLEU-3 19.17 19.88±1.39 20.31±0.62 11.31 12.07±1.09 13.90±0.58
BLEU-4 17.60 18.57±1.36 19.08±0.60 9.10 9.15±1.06 11.84±0.54
METEOR 20.60 21.44±1.54 21.30±0.99 13.47 14.77±1.33 16.80±0.91
ROUGE 20.55 20.69±1.54 21.26±0.80 11.40 11.58±1.16 14.34±0.68
CIDEr 21.98 22.12±0.24 22.25±0.07 11.82 11.86±0.18 12.05±0.07
BERTScore 23.95 24.02±1.41 24.09±0.65 17.01 17.08±1.22 18.88±0.78
BLEURT 22.93 22.99±0.64 23.40±0.41 18.81 19.36±0.82 19.59±0.37

Table 4.1: The effect of applying our ImaginE similarities on automatic metrics
for machine translation, reflected in the Pearson correlation with human judgments.
The image generation process is conducted over five different random seeds for each
piece of text. We report the mean and standard deviation of the repeated runs. IE:
ImaginE.

correlation [147] between the human scores and the scores obtained from the automatic

metrics, and the results are reported as a multiple of 100 for clarity.

4.5 Results and Analysis

4.5.1 Main Results

Machine Translation Table 4.1 presents the results of the system-level Pearson cor-

relation with human judges when extending the ImaginE similarity metric to various

existing automatic natural language generation (NLG) metrics on the IWSLT’14 and

WMT’19 German-to-English datasets. The results demonstrate that the addition of

both ImaginEimage and ImaginEtext&image improves the Pearson correlation for all met-

rics listed. Among the two variants, the mean of ImaginEtext&image consistently per-

forms better on both datasets. It is observed that there is a more substantial variance in

ImaginEimage, which is attributed to the difference in the images generated by the Sta-

bleDiffusion model [4] due to varying random seed and initialization values. As a result,

56



An Imagination-Based Automatic Evaluation Metric for Natural Language Generation Chapter 4

Metric
DUC2004 GigaWord

Original +IEimage +IEtext&image Original +IEimage +IEtext&image

ROUGE-1 13.66 16.77±1.31 13.45±0.80 12.90 17.52±0.73 16.78±0.66
ROUGE-2 9.74 15.71±1.65 11.19±1.08 7.75 14.26±0.83 13.33±0.77
ROUGE-L 13.14 16.35±1.47 13.17±0.95 14.31 17.44±0.77 16.78±0.70
BERTScore 19.44 20.60±1.29 20.26±0.78 19.59 20.47±0.64 20.10±0.57
BLEURT 23.59 25.20±0.72 24.46±0.42 20.23 21.08±0.39 20.74±0.35

Table 4.2: The effect of applying our ImaginE similarities on automatic metrics
for text summarization, reflected in the Pearson correlation with human judgments.
The image generation process is conducted over five different random seeds for each
piece of text. We report the mean and standard deviation of the repeated runs. IE:
ImaginE.

ImaginEimage, which compares two machine-generated images, has a higher standard

deviation compared to ImaginEtext&image.

Abstractive Text Summarization The results in Table 4.2 demonstrate the system-

level Pearson correlation with human judges when incorporating our ImaginE similarity

into existing automatic NLG metrics on the DUC2004 and Gigaword datasets. In align-

ment with the observations made in the machine translation task, the addition of both

ImaginEimage and ImaginEtext&image results in an improvement in Pearson correlation

across all metrics. On the two summarization datasets, we notice that the correlation

after incorporating ImaginEimage exhibits higher mean values along with larger variances

compared to the correlation with ImaginEtext&image.

Open-ended Text Generation For the sentence completion task, we conduct evalua-

tions in two setups. In the reference-based evaluation, we compare the predicted sentence

ending with the ground-truth ending provided in the dataset. In reference-free evalua-

tion, we compare the predicted sentence ending with the input context. This setup is

designed to assess the coherence of the prediction with the input context, as it is hypoth-

esized that a high-quality prediction for open-ended text generation should be consistent
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Metric
Reference-based Reference-free

Original +IEimage +IEtext&image Original +IEimage +IEtext&image

div-2 27.21 28.01±0.49 28.08±0.34 27.21 26.51±0.42 27.29±0.58
div-3 26.80 27.67±0.49 27.78±0.35 26.80 26.17±0.43 26.98±0.59
div-4 26.20 27.14±0.48 27.28±0.36 26.20 25.71±0.44 26.55±0.60
diversity 27.40 28.19±0.41 28.23±0.30 27.40 26.89±0.36 27.55±0.50
distinct-2 26.72 27.76±0.56 27.90±0.40 26.72 25.54±0.48 26.49±0.66
BERTScore 23.47 25.92±0.50 25.43±0.36 25.10 23.47±0.56 25.26±0.78
BLEURT 19.99 22.47±0.83 21.55±0.72 18.70 19.67±0.88 20.56±1.25

Table 4.3: The effect of applying our ImaginE similarities on ActivityNet for
open-ended text generation, reflected in the Pearson correlation with human judg-
ments. In the “Reference-based” setting, we compare the predictions with the refer-
ences, while in the “Reference-free” setting, we compare the predictions with the input
contexts. The image generation process is conducted over five different random seeds
for each piece of text. We report the mean and standard deviation of the repeated
runs. IE: ImaginE.

with the input context.

The results of extending our ImaginE similarity metric to existing automatic NLG

metrics for the sentence completion task on the ActivityNet dataset are shown in Ta-

ble 4.3. In the reference-based setting, both ImaginE variants demonstrate improvement

over the listed metrics and exhibit comparable performances. In the reference-free set-

ting, the introduction of ImaginEtext&image continues to enhance the Pearson correlation,

while the implementation of ImaginEimage results in a decrease in correlation. One pos-

sible reason for the decline in correlation when ImaginEimage is used in the reference-free

setting of the sentence completion task on ActivityNet (which is comprised of video cap-

tions) is that, despite the requirement for the predicted continuation to be coherent with

the given context, the visual representation of the context and continued text may differ

greatly in this scenario (e.g., due to a plot twist in the video). Consequently, direct

comparison of images through ImaginEimage may result in a decrease in correlation.

However, the inherent coherence between the input text and the continued text may be

captured through cross-modal comparison, which may explain why ImaginEtext&image
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Src.: Also entschied ich mich eines tages den filialleiter zu besuchen, und 
ich fragte den leiter, "funktioniert dieses modell, dass sie den menschen all 
diese möglichkeiten bieten wirklich?" 
Ref.:  So I one day decided to pay a visit to the manager, and I asked the 
manager, "is this model of offering people all this choice really working?"

Hyp.:  So I decided to visit the filialler one day, and I asked the ladder, "does 
this model work that you really offer to the people all these possibilities?"

ImaginationRef ImaginationHyp

Metric Score

BLEU-1 69.70

ROUGE-L 50.00

BERTScore 58.88

BLEURT 55.73

ImaginEimage&text 23.85

Figure 4.3: A case study on IWSLT’14 German-to-English translation with images
rendered by StableDiffusion-v2-1. Src.: input source text. Ref.: reference text. Hyp.:
generated hypothesis text.

still improves the correlation for the listed metrics.

4.5.2 Performance Analysis

Why is ImaginE helpful? As shown in Tables 4.1 to 4.3, the incorporation of certain

variants of ImaginE improves the correlation between the reference-based and reference-

free metrics and human scores in the majority of cases. This indicates the usefulness

of extending text-only metrics with multi-modal knowledge. However, how do these

machine imaginations actually help text understanding and evaluation? In this section,

we further explore how and why ImaginE works. We first provide a case study to show

the uniqueness of ImaginE over text-based metrics, then systematically analyze the

effectiveness of our method from different perspectives.

Case Study Figure 4.3 shows an example in which ImaginE effectively detects the

dissimilarity in keywords between two text snippets. Despite the similarity in sentence

structure between the reference and hypothesis, the crucial distinction lies in the inclu-

sion of the terms “manager” and “ladder”. While traditional automatic metrics that rely
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Metric Original +IEi(dVAE) +IEi(BigGAN) +IEi(VQ-GAN) +IEi(SD)

ROUGE-1 13.7 15.9 ± 0.9 15.7 ± 1.0 15.9 ± 0.8 16.8 ± 1.3
ROUGE-2 9.7 14.9 ± 1.2 14.6 ± 1.3 14.9 ± 1.0 15.7 ± 1.7
ROUGE-L 13.1 16.0 ± 1.0 15.8 ± 1.1 16.0 ± 0.9 16.4 ± 1.5

Table 4.4: The Pearson correlations with human judges when using ImaginEimage

(IEi) to augment ROUGE-1/2 and ROUGE-L on DUC2004. We compute four sets
of ImaginEimage similarity scores (mean±std) with dVAE, BigGAN, VQGAN, and
StableDiffusion (SD).

on n-grams matching (BLEU, ROUGE) or textual embedding comparison (BERTScore,

BLEURT) may exhibit high scores, the quality of the generated text remains question-

able. In contrast, ImaginE generates distinctive images and exhibits a relatively low

cross-modal similarity score, which aligns with human perception.

Sensitivity to Different Image Generation Backbones In previous sections, we

utilize StableDiffusion [4] as the image generation backbone for ImaginE. Here, we ex-

amine the influence of the image generation backbone on the evaluation performance of

ImaginE by conducting experiments on the DUC2004 dataset for summarization and

comparing StableDiffusion with three alternative models: dVAE [81], BigGAN [148], and

VQGAN [59]. The results, as shown in Table 4.4, indicate comparable performance of

ImaginEimage with dVAE and VQGAN, both of which outperform BigGAN across all

metrics. StableDiffusion achieves the highest mean value, but also displays the largest

variance among the models. These findings highlight the significance of considering the

image generation architecture when evaluating text, as it can result in varying machine-

generated images and affect the final evaluation outcomes.

Reliability of Machine-Generated Images The reliability of ImaginE’s visualiza-

tion capability is further evaluated on the Flickr30k Entities dataset [149], which consists

of annotated image captions. We randomly sample 100 captions and use the four gen-
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dVAE BigGAN VQGAN StableDiffusion

Entity Recall 88.8% 41.2% 87.2% 94.1%

Table 4.5: Entity recall rate on the visualizations for Flickr30k captions. We report
results for images generated by dVAE, BigGAN, VQGAN, and StableDiffusion.

People sitting at a bench talking to each other by a body of water .

dVAE BigGAN VQGAN StableDiffusion

Figure 4.4: An example caption from Flickr30k Entities, and images rendered by
dVAE, BigGAN, VQGAN and StableDiffusion. The bounding boxes point to the
visualizations of the entities marked in the same color.

erative backbones to render images. We present the captions and generated images to

human annotators, and ask them to indicate if the entities mentioned in the captions

are visually represented. The results, in terms of entity recall rates, are presented in Ta-

ble 4.5. A higher recall rate indicates that the text-to-image generator is more capable

of visualizing the content described in the text. The results show that StableDiffusion

has the highest entity recall rate of approximately 94%, followed closely by dVAE and

VQGAN. In contrast, BigGAN has the lowest recall rate of around 41%. An example

of entity recall for a set of images generated by the four generative backbones is shown

in Figure 4.4.

Syntax Importance to Machine-Generated Images We evaluate the significance

of different syntax tokens in the image generation process using the DUC2004 summa-

rization dataset. We utilized the Stanza [150] part-of-speech (POS) tagger to parse the

text and created ablated examples by masking out a token of a specific syntax tag.4 The

visual similarity of the images generated from the ablated examples is then compared to

4We report Universal POS tags in this study: https://universaldependencies.org/u/pos/
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Figure 4.5: The influence on visualization when masking tokens of different syntax
tags. Upper: The occurrence frequency of each syntax tag in DUC2004. Lower:
The relative image similarity decrease after masking each syntax tag. Baseline: The
average intra-group pairwise image similarity. The top-10 syntax tags that have the
most significant impact on visualization are listed here.

the visualization of the original text. The results, as reported in Figure 4.5, indicated

that the removal of PROPN and ADJ tags has a significant impact on the visualization

results, resulting in a 12% decrease in visual similarity. Conversely, removing NOUN

tokens has a comparatively smaller effect. The most frequent NOUN, PROPN, and ADJ

tokens in the DUC2004 dataset were listed in Table 4.6. For DUC2004 built upon new

clusters, PROPN and ADJ tokens cover concrete concepts such as nations, corporations,

and celebrities, while NOUN tokens involve more abstract concepts such as government,

party, and right. For this particular dataset, our ImaginE approach pays more attention

to PROPN and ADJ tokens that are easier to visualize by nature.

Which ImaginE Variant to Report? From Tables 4.1 to 4.3, we can see a mixed

trend of performance between the two ImaginE variants. In general, ImaginEtext&image
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POS Tag 10 Most Frequent Tokens

NOUN
president, minister, government, space, party, station,
budget, game, right, arrest

PROPN
U.S., Clinton, China, Korea, Gaza, Microsoft, Congo,
Israel, Livingston, Lebanon

ADJ
new, prime, Russian, international, Asian, possible,
Cambodian, first, human, economic

Table 4.6: The most frequent NOUN, PROPN, and ADJ tokens in DUC2004.

IWSLT’14 WMT’19 DUC2004 GigaWord AN(w/ ref) AN(w/o ref)

IEi 19.1±1.5 13.8±1.7 10.6±1.5 15.9±1.1 18.9±1.5 16.8±1.9
IEt&i 18.0±1.5 12.9±1.8 9.6±1.6 15.3±1.1 18.4±1.6 18.2±1.8

Table 4.7: The Pearson correlation between ImaginE variants and human assessments
on each dataset. Here we use ImaginEimage (IEi) and ImaginEtext&image (IEt&i)
as two individual metrics. AN: ActivityNet, “w/ ref”: reference-based, “w/o ref”:
reference-free.

has smaller variances among repeated runs. Nevertheless, we would still suggest reporting

both ImaginE variants since they conduct comparisons from different aspects, with

ImaginEimage comparing similarity within the visual modality, while ImaginEtext&image

compares cross-modal similarity.

ImaginE as a Standalone Metric Table 4.7 presents the Pearson correlation with

human evaluations on each dataset when utilizing the two ImaginE variants as stan-

dalone metrics. The results reveal that both ImaginE variants demonstrate a lower

correlation compared to other metrics as reported in Tables 4.1 to 4.3. Additionally,

the scores produced by ImaginE are not determinate, given the probabilistic nature of

text-to-image models that generate various images with different random seeds. Hence,

ImaginE may not be an optimal choice as a standalone metric. Nonetheless, it is im-

portant to emphasize the capability of ImaginE in introducing multimodal aspects to

traditional text-only metrics. In this study, integrating ImaginE with text-only metrics
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leads to an improvement in the Pearson correlation with human evaluations. Future

work may explore alternative methods of integrating multimodal information in text

evaluation.

64



Part II

LLM for Vision and Multimodal

Studies

65



Chapter 5

Integrating GPT-k for Efficient

Editing in Text-to-Image Generation

5.1 Introduction

The task of text-to-image (T2I) generation, which involves generating images from

natural language descriptions, holds significant potential to create new avenues and job

opportunities for content creators while also providing insights into the grounding of

natural language in the visual world through the application of generative AI. A number

of models have demonstrated exceptional performance in terms of image quality, such as

StableDiffusion [4], Midjourney [5], Imagen [6], and DALLE-2 [7]. Despite the popularity

of T2I generation and the ability of these models to generate impressive images, the

difficulty of “prompt-engineering” – which is writing accurate prompts to describe the

desired image in this scenario – still remains a significant challenge. Users often need

to edit the prompt for several rounds before arriving at a satisfactory image, which

makes the process of T2I generation time-consuming and laborious (and expensive for

commercialized models). Figure 5.1 shows the #edits distribution in the editing traces
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Figure 5.1: The histogram plots #edit per trace in DiffusionDB [151] while the
lineplot shows the cumulative percentage of traces less than certain #edit. The y-axis
on the left is on log-scale. On average, there are 6.9 edits being made in each user
editing trace.

made by StableDiffusion Discord server users [151]. This phenomenon highlights the need

to improve the efficiency and effectiveness of prompting T2I models.

Recently, large language models (LLMs) such as GPT-k [8, 9, 10] have demonstrated

impressive abilities in text generation. This leads to the natural question of whether these

models can be utilized to improve the T2I prompting process [152]. However, LLMs and

T2I models have different architectures and are often trained on different modalities,

which makes it challenging to integrate them seamlessly.

In this paper, we conduct a series of experiments and analyses on user editing traces

on StableDiffusion,1 and attempt to modify the T2I prompts with eight GPT-k models.

The primary objective of our research is to examine the potential of modifying T2I

prompts with GPT-k models. More specifically, we aim to investigate the common edits

made by humans and by GPT-k, as well as the performance of prompting T2I generation

with GPT-k models. Additionally, we aim to identify and investigate possible factors

that might influence the performance of GPT-k in T2I generation tasks.

Through our experiments, we observe that:

• While GPT-k models tend to focus more on inserting modifiers, human users have

a greater tendency towards replacing words and phrases, which may include spon-

1Our experiments are conducted upon StableDiffusion since it is a wide-adopted open-source large
text-to-image generative model with SoTA performance at the time of this research around Dec. 2022.
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taneous changes to the subject matter of the prompt.

• Modifying the T2I prompt with GPT-k models may not necessarily result in a

direct increase in similarity to the final target image in the editing trace. Instead,

the edit suggested by GPT-k may be closely related to intermediate editing steps,

and the percentage of remaining edits may decrease by 20-30% if the edit suggested

by GPT-k is adopted.

• These findings suggest that instead of attempting to predict spontaneous changes

made by human users on the primary subject matter, GPT-k models are more ef-

fective in improving prompts by rewriting and performing edits related to modifiers

adjustment.

5.2 Research Questions and Settings

To investigate the potential of modifying T2I prompts with GPT-k models, we con-

duct a series of experiments and analysis, aiming to answer the following questions:

1. To what extent can GPT-k models help prompt text-to-image generation?

2. What are the common types of edits made by humans and by GPT-k models?

3. What are the factors that may influence GPT-k prompting text-to-image genera-

tion?

We describe the dataset, models and evaluation metrics used in this study below.

Dataset DiffusionDB-2M [151] scrapes 2M groups of user prompts, hyperparameters

and images generated by StableDiffusion [4] from the official Stable Diffusion Discord

server. We group the prompts by anonymized user id, then cluster the user prompts

68



Integrating GPT-k for Efficient Editing in Text-to-Image Generation Chapter 5

GPT-k Model Name #Parameters

GPT-2 [9]

gpt2-base 117M
gpt2-medium 345M
gpt2-large 774M
gpt2-xl 1.2B

GPT-3 [8]
text-ada-001 350M
text-babbage-001 1.3B
text-curie-001 6.7B

GPT-3.5 [10] text-davinci-003 175B

Table 5.1: The names and corresponding parameter sizes of the GPT-k models
covered in our study.

into traces of edits based on the prompt contents. More specifically, we encode prompts

with Universal Sentence Encoder [153], then cluster upon the prompt embeddings with

DBSCAN [154]. The order of edits within each trace is determined by the timestamps.

We receive 100k traces of edits, the mean #edit per trace is 6.9, with a standard deviation

of 16.1. Figure 5.1 plots the #edit in the clustered traces, which shows a long-tail

distribution with about 5% of the traces having more than 20 edits. Thus, in the following

experiments, the evaluation results were reported on traces with at most 20 edits.

GPT-k & Text-to-Image Models Table 5.1 lists the names and parameter sizes of

the eight GPT-k models we covered in this study. We conduct T2I experiments with the

open-source StableDiffusion-v1-4 [4], which is used to render images in DiffusionDB [151].

Annotations For each trace of length n, we denote the prompts as (t1, t2, . . . , tn),

and the generated images as (i1, i2, . . . , in). We refer to the GPT-k-modified prompt as

t′, and refer to the image rendered from the modified prompt as i′.

Metrics We use the cosine similarity of CLIP-ViT/B-32 [23] visual features to evaluate

the similarity between images. Let ik denote the image in the original edit trace that

is most similar to i′, we define the Relative Number of Edits (RNE) as n−k
n−1

. The RNE
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metric reflects the relative position of the edit in the original trace that is most similar

to the edit suggested by GPT-k and also represents the percentage of remaining edits

after the edit suggested by GPT-k is performed.

5.3 Prompting T2I w/ GPT-k

In the following experiments, we only reveal the initial prompts in the user editing

traces to GPT-k, and ask the models to perform one round of edit.

Procedure We split the 100k trace of edits into two parts, with 30k traces used for

evaluations and the remaining 70k serving as heldout set. For each of the listed GPT-k

models, we provide the first prompt t1 in each evaluation trace to the model, and let

GPT-k generate the modified prompt t′.

GPT-2 models are finetuned with the prompts in the heldout traces for two epochs

with a learning rate of 5e − 5 and a batch size of 128. For GPT-3/3.5 models, an in-

context learning approach is adopted. Following previous studies [22, 155], supporting

examples for in-context learning are selected by comparing the similarity of the prompt

text features and retrieving (t̂1, t̂n) pairs from the top-m most similar traces. Modified

prompts are generated through 16-shot in-context learning with m=16.

After receiving the GPT-k-modified prompt t′, we provide it to StableDiffusion to

generate image i′. The effectiveness of GPT-k in prompting T2I generation is evaluated

by comparing the similarity of the generated image i′ to images in the original trace.

The results reported in the following sections are the mean of three repeated runs.

Automatic Evaluation The CLIP cosine similarity scores, as listed in Table 5.2,

are used to evaluate image similarity. Two model-agnostic baselines are established for
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Model i1-in in−1-in i′-in i′-iMS RNE(%)

gpt2-base

71.72 74.82

69.58 80.16 75.28
gpt2-medium 69.63 80.39 78.28
gpt2-large 69.70 80.50 78.88
gpt2-xl 69.57 80.37 75.25
gpt3-ada 66.95 76.37 69.43
gpt3-babbage 68.79 78.81 72.33
gpt3-curie 68.45 78.28 71.41
gpt3.5-davinci 68.79 78.09 69.22

Table 5.2: The CLIP cosine similarity scores between images and the relative number
of edits (RNE). Here, i1, in−1, in denotes the first, last-but-one, and last image in
the trace of edits; i′ is the image generated from the modified prompt, and iMS

is the image that is most similar to i′ with regard to CLIP cosine similarity. RNE
scores suggest a 20-30% decrease in the percentage of remaining edits if adopting edits
suggested by GPT-k.

comparison: the similarity between the first and last images (i1-in), and the similarity

between the last-but-one and last images (in−1-in).

We denote iMS as the image in the original trace that is most similar to the generated

image i′ (has the highest CLIP cosine similarity score). Examining results in Table 5.2,

we notice that the image i′ generated from the modified prompt may not be directly

similar to the final target in, as (i
′-in) is lower than the baselines. However, it appears

that i′ may be related to the intermediate steps in the editing trace, as evidenced by

the significantly higher similarity between i′ and iMS compared to the baselines. RNE

scores show that, i′ is most similar to images in the first one-third of the trace, and that

the percentage of remaining edits decreases by 20-30% if the edit suggested by GPT-k is

adopted.

Human Evaluation For each editing trace, we present MTurk annotators with the

initial prompt and image (t1, i1), and two candidate edits: (1) the GPT-k-modified

prompt, t′; (2) the human edit, tMS, from the original editing trace. Here, tMS is the

corresponding prompt to iMS, which has the highest CLIP cosine similarity with i′. The
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Effectiveness Likelihood

Win(%) Tie(%) Lose(%) Win(%) Tie(%) Lose(%)

gpt2-xl 38.57 29.77 31.66 38.99 22.01 38.99
gpt3-curie 40.89 21.33 37.78 39.33 21.56 39.11
gpt3.5-davinci 39.58 21.67 38.75 38.13 25.00 36.87

Table 5.3: Human evaluation results of head-to-head comparison between edits sug-
gested by GPT-k and human-made edits. We evaluate the effectiveness of the edit
and the likelihood of this edit being adopted by humans. “Win” and “Tie” indicate
that GPT-k-suggested edits are better than or comparable to human edits.

annotators are then asked to decide which edit was more effective and more likely to be

adopted by human editors, t′ or tMS. We evaluate each listed GPT-k model with 200

traces. For each trace, three annotators are invited to provide their judgments.

As shown in Table 5.3, the three GPT-k models all show tight wins against the human

edits regarding both effectiveness and likelihood of being adopted. This verifies that the

edits made by GPT-k models are similar or comparable to the intermediate steps in the

human editing trace.

5.4 Human’s Common Edits vs. GPT-k’s

Upon examination of the user editing traces, we identify four types of edits commonly

made by humans: (1) Insert: adding descriptive terms such as modifiers to the prompt

to specify the style, artistic technique, camera view, lighting, etc; (2) Delete: removing

certain terms; (3) Swap: changing the order of certain terms in the prompt; (4) Replace:

changing the modifiers or the main subject of the prompt. Table 5.4 presents an excerpt

from an editing trace and provides examples of the four types of common edits, including

insert, delete, swap, and replace.

To count the frequency of edits, we first remove punctuation marks and stopwords us-

ing NLTK [156]. We then utilize the SequenceMatcher2 to compare the adjacent prompts

2https://docs.python.org/3/library/difflib.html
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User Input Prompt Generated Image

circular ornated ceiling highly detailed

photo of an ornated circular ceiling,

full of paintings of angels, centered

symmetrical, highly detailed

SWAP: “circular ornated” → “ornated circular”
INSERTION: “full of painting of angels”,
“centered symmetrical”

ornate marble and gold wall, full of

paintings of angels, highly detailed

REPLACE: “ceiling” → “marble and gold wall”
DELETION: removed “centered symmetrical”

Table 5.4: Common types of edits.

in the trace and detect the edit type. Table 5.5 lists the frequency of common edits made

by humans and by GPT-k models. We notice a discrepancy between the distribution

of human edits and the ones made by GPT-k. Nearly half of human edits pertain to

replace, followed by insert and delete. GPT-2 models, due to their autoregressive

training nature, have a tendency towards continual generation, resulting in a majority of

edits being insert. While GPT-3/3.5 also undergoes autoregressive training, its exten-

sive training data and enlarged model size empower it for emergent ability. Unlike GPT-2,

which solely receives the specific prompt requiring editing during testing, GPT-3/3.5 is

also provided with additional editing instances as supportive exemplars for in-context

learning. Consequently, while GPT-2 indeed adheres to its autoregressive inference man-

ner, the emergent capability of GPT-3/3.5 enables it to attempt other edit types that

simulate human-like editing behavior. For GPT-3, as the model size increases, we see an

increase in the frequency of insert and a decrease in replace. For GPT-3.5, the most

frequent edit is insert, followed by replace; while delete and swap are relatively rare.
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Insert Delete Swap Replace

Human - 29.9% 21.1% 2.0% 47.0%

GPT-k

gpt2-base 95.4% 0.0% 0.0% 4.6%
gpt2-medium 95.6% 0.1% 0.0% 4.4%
gpt2-large 95.0% 0.1% 0.0% 4.9%
gpt2-xl 95.9% 0.0% 0.0% 4.1%
gpt3-ada 36.5% 14.9% 2.0% 46.6%
gpt3-babbage 39.6% 18.8% 3.3% 38.3%
gpt3-curie 42.9% 17.7% 4.1% 35.3%
gpt3.5-davinci 68.5% 3.9% 2.3% 25.3%

Table 5.5: The distribution of the common types of edits made by human and by
GPT-k models.

65 66 67 68 69 70 71

All-mixed
Insert
Delete
Swap
Replace

Figure 5.2: The CLIP cosine similarity scores between the image generated from
the GPT-3.5-modified prompt and the last image. Results are reported on Seval (Al-
l-mixed), Sinsert, Sdelete, Sswap and Sreplace.

5.5 Ablations & Analyses

Effects of Edit Types To investigate the effects of each individual edit type ei, we

create four subsets Sinsert, Sdelete, Sswap and Sreplace from the evaluation set Seval. Each

subset Sei , comprises of traces that meet the criteria of “if and only if edit ei is applied

on the first prompt can we receive the last prompt.” For each edit type ei, the image

similarity between the image generated from the modified prompt and the last image

for traces in Sei is calculated and compared to the baseline results obtained from the

complete Seval that mixes all types of edits.

Figure 5.2 illustrates the impact of different edit types on image similarity. The

CLIP cosine similarities of traces that solely consist of insert, delete, and swap edits

are higher or comparable to the all-mixed baseline. This suggests that GPT-k per-

forms better at adding, removing, and reordering modifiers. Conversely, we observe that
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Figure 5.3: The CLIP cosine similarity (upper) and RNE (lower) on traces with #edit

ranging from 2 to 20. Prompts for T2I generation are modified with GPT-3.5. Here,
i1, i⌊n−1

2
⌋, in−1, in denotes the first, middle, last-but-one, and last image in the trace

of edits; i′ is the image generated from the modified prompt, and iMS is the image
that is most similar to i′.

replace edits lead to lower image similarities. This is likely due to the fact that the

replace edit sometimes results in a change of the subject matter, which can drastically

alter the painting. It is worth noting that shifting the primary subject matter of the

painting is a relatively spontaneous action made by humans. The vast number of poten-

tial replacements makes it particularly difficult for GPT-k to accurately select the desired

edit.

Effects of #Edits Figure 5.3 depicts how the CLIP cosine similarity changes with

the #edit in the trace. As #edit increases, the similarity between the last image in

and those at the beginning or middle of the trace (i1 or i⌊n−1
2

⌋) decreases. This trend

may be attributed to the higher likelihood of changing primary subject matters in longer

traces. Meanwhile, the similarity between the last-but-one and the last images (in−1 vs.

in) remains consistent, suggesting that the majority of edits made towards the end of

the prompt editing process are minor in nature. As the trace of edits gets longer, the

similarity between the image i′ generated from the modified prompt and the most similar

image iMS in the trace remains constant, while the RNE metric gradually increases to
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approximately 80%. This indicates that the modified prompt is related to the early

edits in the trace. This aligns with our previous findings, which suggest that GPT-k

is proficient in rewriting prompts and adjusting modifiers, but may struggle to predict

spontaneous changes in the main subject matter of the painting.
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Chapter 6

Compositional Visual Planning and

Generation with Large Language

Models

6.1 Introduction

Can Large Language Models (LLMs) comprehend visual concepts and generate plau-

sible arrangments in visual spaces? Recently, LLMs have shown significant advancement

in various reasoning skills [157, 158] that remain challenging to visual generative models.

For instance, text-to-image generation (T2I) models suffer from generating objects with

specified counts, positions, and attributes [159, 160]. 3D scene synthesis models face chal-

lenges in preserving furniture within pre-defined room sizes [161]. Addressing these issues

necessitates the development of compositional skills that effectively arrange components

in a coherent manner, accurately reflecting object specifications and interactions.

Visual layout is an essential symbolic representation that has been widely studied as

it reflects the compositions of a visual space [162, 163, 164, 165]. For instance, layout

77



Compositional Visual Planning and Generation with Large Language Models Chapter 6

[2D Spatial Reasoning] A carrot and some onion next to 
a knife on a cutting board.

[2D Numerical Reasoning] There are three elephants 
standing beside a pool of water.

LayoutGPT  
+ GLIGEN

StableDiffusion 
(v2.1)

Attend-and- 
Excite

[3D Living Room] Room Type: Living Room;           
                              Room Size: 7.7m x 3.6m

LayoutGPTATISS

[3D Bedroom] Room Type: Bedroom;  
                         Room Size: 3.0m x 4.8m

LayoutGPTATISS

Furnitures 
Overlapped

Furnitures 
Out-of-Boundary

LayoutGPT  
+ GLIGEN

StableDiffusion 
(v2.1)

Attend-and- 
Excite

Figure 6.1: Generated layouts from LayoutGPT in 2D images and 3D indoor scenes.
LayoutGPT can serve as a visual planner to reflect challenging numerical and spatial
concepts in visual spaces.

generation models [166, 167, 168, 169, 165] can be combined with region-controlled im-

age generation methods [170, 171] to improve image compositionality [172]. But unlike

LLMs, these models are restricted to discrete categories or have limited reasoning skills

for complicated text conditions. Recently, LLMs like ChatGPT [10], are adopted as a

centralized module of frameworks or systems where multiple foundational computer vi-

sion models are integrated. Through defined action items or API calls, LLMs can interact

with visual generative models to extend the systems’ capability into image generation

tasks [173].

Despite the advancement, existing approaches that involve the collaboration between

LLMs and image generation models are either limited to executing the latter through

program generation or using LLMs for language data augmentation for image editing

[174]. Current LLM-based systems fail to improve the compositional faithfulness of a

generated image by simply using T2I models through API calls. While one could addi-

tionally integrate models that synthesize images with the guidance of layouts [170, 171],
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keypoints [170], or sketches [175, 176], users still have to create fine-grained inputs on

their own, leading to extra efforts and degraded efficiency compared to pure language

instructions.

To address these challenges, we introduce LayoutGPT, a training-free approach that

injects visual commonsense into LLMs and enables them to generate desirable layouts

based on text conditions. Despite being trained without any image data, LLMs can learn

visual commonsense through in-context demonstrations and then apply the knowledge to

infer visual planning for novel samples. Specifically, we observe that representing image

layouts is highly compatible with how style sheet language formats images on a webpage.

Therefore, as LLMs are trained with program data, constructing layouts as structured

programs may enhance LLMs’ ability to “imagine” object locations from merely language

tokens. Our programs not only enable stable and consistent output structures but also

strengthen LLMs’ understanding of the visual concepts behind each individual attribute

value. When combined with a region-controlled image generation model [170], Layout-

GPT outperforms existing methods by 20-40% and achieves comparable performance as

human users in generating plausible image layouts and obtaining images with the correct

object counts or spatial relations.

In addition, we extend LayoutGPT from 2D layout planning to 3D indoor scene

synthesis. With a slight expansion of the style attributes, LayoutGPT can understand

challenging 3D concepts such as depth, furniture sizes, and practical and coherent fur-

niture arrangements for different types of rooms. We show that LayoutGPT performs

comparably to a state-of-the-art (SOTA) supervised method. Our experimental results

suggest that LLMs have the potential to handle more complicated visual inputs. Our

contribution can be summarized as the following points:

• We propose LayoutGPT, a program-guided method to adopt LLMs for layout-

79



Compositional Visual Planning and Generation with Large Language Models Chapter 6

based visual planning in multiple domains. LayoutGPT addresses the inherent

multimodal reasoning skills of LLMs and can improve end-user efficiency.

• We propose Numerical and Spatial Reasoning (NSR-1K) benchmark that includes

prompts characterizing counting and positional relations for text-to-image genera-

tion.

• Experimental results show that LayoutGPT effectively improves counting and spa-

tial relations faithfulness in 2D image generation and achieves strong performance

in 3D indoor scene synthesis. Our experiments suggest that the reasoning power of

LLMs can be leveraged for visual generation and handling more complicated visual

representations.

6.2 Related Work

Image Layout Generation Layout generation has been an important task for auto-

matic graphical design for various scenarios, including indoor scenes [177, 178], document

layouts [179, 180, 181], and graphical user interface [182]. Previous work has proposed

various types of models that need to be trained from scratch before generating layouts.

LayoutGAN [169] is a GAN-based framework to generate both class and geometric labels

of wireframe boxes for a fixed number of scene elements. LayoutVAE [167] generates

image layouts conditioned on an input object label set. Transformer-based methods are

proposed to enhance flexibility in the layout generation process. For instance, Layout-

Transformer [166] adopts self-attention to learn contextual relations between elements

and achieve layout completion based on a partial layout input. BLT [168] proposes a

hierarchical sampling policy so that any coordinate values can be modified at the sam-

pling stage to enable flexible and controlled generation. However, existing methods are
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restricted to class labels and fail to reason over numerical and spatial concepts in text

conditions. In contrast, LayoutGPT can convert challenging textual concepts to 2D

layouts and generate free-form, detailed descriptions for each region.

Compositional Image Generation Recent studies have shown that text-to-image

generation (T2I) models suffer from compositional issues such as missing objects, in-

correct spatial relations, and incorrect attributes [160, 183]. StructureDiffusion [159]

proposes to adjust text embeddings by utilizing prior knowledge from linguistic struc-

tures. Attend-and-Excite [184] optimizes attention regions so that objects attend on

separate regions. Another line of work strives to introduce extra conditions as inputs.

For example, ReCo [171], GLIGEN [170], and Layout-Guidance [185] can generate images

based on bounding box inputs and regional captions. Wu et al. [172] combines a layout

generator and a region-controlled method to achieve accurate generation results. While

we focus on layout generation, we also employ layout-to-image models to generate final

images and show the effectiveness of LayoutGPT.

Indoor Scene Synthesis Indoor scene synthesis aims at generating reasonable fur-

niture layouts in a 3D space that satisfies room functionality. Early work adopting

autoregressive models requires supervision of 2D bounding boxes and other visual maps

[177]. Later, SceneFormer [186] proposes to apply a set of transformers to add furniture

to scenes. While previous work adopts separate models to predict different object at-

tributes, ATISS [187] demonstrates that a single transformer model can generate more

realistic arrangments while being more efficient. In this work, we investigate leveraging

LLMs to achieve scene synthesis without any fine-tuning.

LLMs for Vision Language inputs have been an essential part of many vision lan-

guage tasks [188, 189, 190, 191]. With the strong generalization ability of contemporary
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LLMs, recent work attempts to adapt the power of LLMs on multimodal tasks [192, 193].

For instance, multimodal chain-of-thought [194] trained a model to incorporate visual in-

puts as rationales for question answering. Koh et al. [195] proposes to learn translation

parameters to map embeddings between visual and language domains such that an LLM

can ground on both modalities. VisProg [196] and ViperGPT [197] use LLMs to de-

sign modular pseudocode instructions or executable Python programs to achieve visual

reasoning. LLMScore [198] leverages LLMs to evaluate text-to-image models. Visual

ChatGPT [173] proposes a prompt manager that supports the execution of various im-

age generation models. In this work, we directly involve LLMs in the generation process

by leveraging LLMs to design visual layouts through in-context learning and structured

representations.

6.3 Method

6.3.1 Overview

Given a condition C, the goal of layout generation is to predict a set of tuples O =

{oj|j = 1, 2, . . . , n} where each tuple oj denotes the layout information of a 2D or 3D

bounding box of object j. In image planning, C is the input text prompt, oj consists

of a category cj, bounding box location tj = (xj, yj) ∈ R2 and bounding box size sj =

(wj, hj) ∈ R2, i.e. oj = (cj, tj, sj). Similarly, in 3D scene synthesis, C specifies the

room type and room size, oj consists of category cj, location tj ∈ R3, size sj ∈ R3, and

orientation rj ∈ R, i.e. oj = (cj, tj, sj, rj). While cj can be modeled as a discrete value,

our method directly predicts the category text.
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a clock on the wall saying it is 
2:41 in the afternoon

Task Instruction:
/* Task Description;
Format Definition; 
Available object categories 
(for scene synthesis); 
… */

/* first in-context exemplar*/
Prompt: a clock on the wall saying it is 2:41 
in the afternoon.
Layout: 
clock {
    height: 81px; 
    width: 93px; 
    top: 119px; 
    left: 15px; 
}
/* second in-context exemplar*/
…
/* inference condition*/
Prompt: a tower of a building that 
has a clock on it.
Layout: 

Visualization

LLM

Layout-to-Image
ModelInput Condition 𝓒𝒋

Image Layout Generation: “A tower 
of a building that has a clock on it”
Scene Synthesis: “Room Type: 
Bedroom, Room size: 3.5m x 3.8m”

Retrieve 
in-context 
exemplars 
using 𝑓(# | #)

Parse into 
layouts

Input prompt Output layouts in 
CSS format

Indoor Scene Synthesis

Text-conditioned 
Image Generation

CSS Structure

Normalize to “px”

Scene Synthesis
Condition:
Room Type: Bedroom
Room Size: length 256px, width 278px
Layout:
double_bed {
    length: 213px; 
    width: 250px; 
    height: 113px; 
    left: 125px; 
    top: 108px; 
    depth: 56px;
    orientation: 90 degrees;
}

Newly 
defined 
properties

/* LLM Output*/
tower {
    height: 149px; 
    width: 56px; 
    top: 65px; 
    left: 100px; 
}…

Figure 6.2: The overview process of our LayoutGPT framework performing 2D
layout planning for text-conditioned image generation or 3D layout planning for scene
synthesis.

6.3.2 LayoutGPT Prompt Construction

As is shown in Figure 6.2, LayoutGPT prompts consist of three main components:

task instructions, and in-context exemplars in CSS structures with normalization.

CSS Structures In autoregressive layout generation, oj is usually modeled as a plain

sequence of values, i.e. (c1, x1, y1, w1, h1, c2, x2, . . .) [166, 168]. However, such a sequence

can be challenging for LLMs to understand due to underspecified meaning of each value.

Therefore, we seek a structured format that specifies the physical meaning of each value

for LLMs to interpret spatial knowledge. We realize that image layouts are highly similar

to how CSS (short for Cascading Style Sheets) formats the layout of a webpage and

defines various properties of the img tag in HTML. For instance, xj, yj corresponds to

the standard properties left and top, while wj, hj corresponds to width and height

in CSS. As LLMs like GPT-k are trained with code snippets, formatting image/scene

layouts in CSS structures potentially enhances the LLMs’ interpretation of the spatial
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meaning behind each value. Therefore, as is shown in Figure 6.2, we place category name

cj as the selector and map other attribute values into the declaration section following

standard CSS styles.

Task Instructions & Normalization Similar to previous work in improving the

prompting ability of LLMs [10, 199, 200], we prepend task instructions to the prompt

to specify the task goal, define the standard format, unit for values, etc. Besides, as the

common length unit of CSS is pixels (px), we normalize each property value based on

a fixed scalar and rescale the value to a maximum of 256px. As will be shown in later

sections (Sec. 6.4.4 & 6.5.4), all three components play important roles in injecting visual

commonsense into LLMs and improving generation accuracy.

6.3.3 In-Context Exemplars Selection

Following previous work [22, 155], we select supporting demonstration exemplars for

in-context learning based on retrieval results. Given a test condition Cj and a support

set of demonstrations D = {(Ck,ok)|k = 1, 2, . . .}, we define a function f(Ck, Cj) ∈ R that

measures the distances between two conditions. For 2D text-conditioned image layout

generation, we adopt the CLIP [23] model to extract text features of Cj (usually a caption)

and the image feature of Ck and measure the cosine similarity between them. For the 3D

scene synthesis task where each room has length rl and width rw, we measure distance

with f(Ck, Cj) = ∥rlk − rlj∥2 + ∥rwk − rwj∥2. We select supporting demonstrations with

the top-k least distance measures and construct them as exemplars following the CSS

structure in Figure 6.2. These supporting examples are provided to GPT-3.5/4 in reverse

order, with the most similar example presented last.
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6.3.4 Image and Scene Generation

For text-conditioned image synthesis, we utilize a layout-to-image generation model

to generate images based on the generated layouts. As for each object layout in 3D scene

synthesis, we retrieve a 3D object based on the predicted category, location, orientation,

and size following Paschalidou et al. [187]. We directly render the scene with the retrieved

3D objects. See Sec. 6.4 & Sec. 6.5 for more details.

6.4 LayoutGPT for Text-Conditioned Image Synthe-

sis

In this section, we provide an extensive evaluation of LayoutGPT for 2D text-to-image

(T2I) synthesis and compare it with SOTA T2I models/systems. An ablation study is

conducted to demonstrate the effect of individual components from LayoutGPT. We also

showcase qualitative results and application scenarios of our method.

6.4.1 Experiment Setup

6.4.1.1 Datasets & Benchmarks

To evaluate the generations in terms of specified counts and spatial locations, we pro-

pose NSR-1K, a benchmark that includes template-based and human-written (natural)

prompts from MSCOCO [117]. Table 6.1 summarizes our dataset statistics with exam-

ples. For template-based prompts, we apply a set of filters to obtain images with only 1-2

types of object and then create prompts based on object categories and bounding box

information. As for natural prompts, we extract COCO captions with keywords to suit

the task of numerical reasoning (e.g. “four”) or spatial reasoning (e.g. “on top of”) and
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Task Type Example Prompt # Train # Val # Test

T2I Numerical
Reasoning

Single Category “There are two giraffes in the photo.” 14890 - 114

Two Categories “Three potted plants with one vase in the picture.” 7402 - 197

Comparison
“A picture of three cars with a few fire hydrants, the number of cars
is more than that of fire hydrants.”

7402 - 100

Natural “A fenced in pasture with four horses standing around eating grass.” 9004 - 351

T2I Spatial
Reasoning

Two Categories “A dog to the right of a bench.” 360 - 199

Natural “A black cat laying on top of a bed next to pillows.” 378 84

Table 6.1: Dataset statistics and examples of the NSR-1K benchmark for image
layout planning and text-to-image (T2I) generation with an emphasis on numerical
and spatial reasoning.

ensure that all objects from the bounding box annotations are mentioned in the caption

to avoid hallucination. Each prompt from NSR-1K is guaranteed to have a corresponding

ground truth image and layout annotations.

We rely on the MSCOCO annotations to create NSR-1K with ground-truth layout

annotations. Note that each image in COCO is paired with a set of captions and a set

of bounding box annotations.

Numerical Reasoning We primarily focus on the competence of T2I models to count

accurately, i.e., generate the correct number of objects as indicated in the input text

prompt. The prompts for this evaluation encompass object counts ranging from 1 to 5. To

design the template-based T2I prompts, we initially sample possible object combinations

within an image based on the bounding box annotations. We only use the bounding

box annotation of an image when there are at most two types of objects within the

image. As a result, the template-based prompts consist of three distinct types: (1)

Single Category, wherein the prompt references only one category of objects in varying

numbers; (2) Two Categories, wherein the prompt references two categories of distinct

objects in varying numbers; and (3) Comparison, wherein the prompt references two

categories of distinct objects but specifies the number of only one type of object, while

the number of the other type is indicated indirectly through comparison terms including
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“fewer than”, “equal number of”, and “more than”. As for natural prompts, we select

COCO captions containing one of the numerical keywords from “one” to “five” and filter

out those with bounding box categories that are not mentioned to avoid hallucination.

Spatial Reasoning We challenge LLMs with prompts that describe the positional

relations of two or more objects. Our spatial reasoning prompts consist of template-

based prompts and natural prompts from COCO. To construct template-based prompts,

we first extract images with only two ground-truth bounding boxes that belong to two

different categories. Following the definitions from PaintSkill [201], we ensure the spatial

relation of the two boxes belong to (left, right, above, below). Specifically, given

two objectsA,B, their bounding box centers (xA, yA), (xB, yB) and the Euclidean distance

d between two centers, we define their spatial relation Rel(A,B) as:

Rel(A,B) =



B above A if yB−yA
d

≥ sin(π/4)

B below A if yB−yA
d

≤ sin(−π/4)

B on the left of A if xB−xA

d
< cos(3π/4)

B on the right of A if xB−xA

d
> cos(π/4)

(6.1)

The definition basically dissects a circle centered at A equally into four sectors that

each represent a spatial relation. While the definition may not stand for all camera

viewpoints, it allows us to mainly focus on the front view of the scene. Then, we

utilize the category labels and the pre-defined relations to form a prompt, as is shown

in Table 6.1. As for the natural COCO prompts, we select prompts that contain one of

the key phrases (the left/right of, on top of, under/below) and ensure that the

bounding box annotations align with our definition.
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6.4.1.2 Evaluation Metrics

To evaluate generated layouts, we report precision, recall, and accuracy based on

generated bounding box counts and spatial positions [202, 203]. For spatial reasoning,

each prompt falls into one of the four types of relations ({left, right, top, below}) and

we use the bounding box center for evaluation following PaintSkills [201]. To evaluate

generated images, we first obtain bounding boxes from GLIP [204] detection results and

then compute average accuracy based on the bounding box counts or spatial relations.

We also report CLIP cosine similarity between text prompts and generated images for

reference.

We denote the set of n object categories in the ground truth annotation as CGT =

c1, c2, . . . , cn, where xc1 , xc1 , . . . , xcn represent the number of objects for each category.

Additionally, we denote the set of m object categories mentioned in GPT-k’s layout

prediction as Cpred = c′1, c
′
2, . . . , c

′
m, where x

′
c′1
, x′

c′2
, . . . , x′

c′m
represent the number of objects

for each category accordingly. If a category ci is not mentioned in Cpred, then x′
ci

is

assigned a value of 0, and vice versa.

The numerical reasoning ability of GPT-k on layout planning is assessed using the

following metrics: (1) precision: calculated as
∑n

k=1 min(xck
,x′

ck
)∑m

k=1 x
′
c′
k

, is an indication of the

percentage of predicted objects that exist in the groundtruth; (2) recall : calculated as∑n
k=1 min(xck

,x′
ck

)∑n
k=1 xck

, indicates the percentage of ground-truth objects that are covered in the

prediction; (3) accuracy : In the “comparison” subtask, an accuracy score of 1 is achieved

when the predicted relation, whether it is an inequality or equality, between the two

objects is accurately determined. For all other numerical subtasks, accuracy equals to

1 if the predicted categories and object numbers precisely match the ground truth. In

other cases, the accuracy is 0. Figure 6.3 shows an example of how we compute the

precision and recall. The accuracy for this single example is 0 since the predicted object
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1 + 0 + 3 = 75 %
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, x′ ck

)
∑ xc′ k

= 1 + 0 + 2
2 + 1 + 2 = 60 %

Figure 6.3: An closeup example of how we compute the layout automatic evaluation
metrics for numerical reasoning.

distribution does not match the ground truth in every category.

For spatial reasoning, we evaluate spatial accuracy based on the LLM-generated lay-

outs and GLIP-based layouts. We adopt GLIP [204] finetuned on COCO to detect

involved objects from the generated images and obtain the bounding boxes. For both

types of layouts, we categorize the spatial relation based on the above definition and

compute the percentage of predicted layouts with the correct spatial relation. For all

evaluation benchmarks, we measure the CLIP similarity, which is the cosine similarity

between the generated image feature and the corresponding prompt feature.

6.4.1.3 Baselines

As we consider both layout evaluation and image evaluation, we compare Layout-

GPT with end-to-end T2I models (Stable Diffusion [4], Attend-and-Excite [184])1

and two-stage systems that generate layouts first and then apply GLIGEN [170] as

the layout-to-image model. We also evaluate ground truth layouts and human-drawn lay-

outs as the theoretical upper bounds. The human-drawn layouts are collected through

crowdsourcing, in which we specifically ask human annotators to draw layouts given

text prompts. We slightly modify LayoutTransformer [166] as a baseline for supervised

conditional layout generation.

1Attend-and-Excite uses Stable Diffusion (SD) as the generative backbone. For both end-to-end T2I
models, we report results on SD v1.4 and SD v2.1.
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Numerical Reasoning Spatial Reasoning

Layout Eval. Image Eval. Layout Eval. Image Eval.

Methods Precision Recall Accuracy Acc. (GLIP) CLIP Sim. Accuracy Acc. (GLIP) CLIP Sim.

Text −→ Image
1 Stable Diffusion (v1.4) [4] - - - 32.22 0.256 - 16.89 0.252
2 Stable Diffusion (v2.1) - - - 42.44 0.256 - 17.81 0.256
3 Attend-and-Excite (SD v1.4) [184] - - - 38.96 0.258 - 24.38 0.263
4 Attend-and-Excite (SD v2.1) - - - 45.74 0.254 - 26.86 0.264

Text → Layout → Image
5 LayoutTransformer [166] 75.70 61.69 22.26 40.55 0.247 6.36 28.13 0.241
6 LayoutGPT (GPT-3.5) 94.81 96.49 86.33 51.20 0.258 82.54 52.86 0.264
7 LayoutGPT (Codex) 90.19 88.29 72.02 46.64 0.254 74.63 45.58 0.262
8 LayoutGPT (GPT-3.5, chat) 81.84 85.47 75.51 54.40 0.261 85.87 56.75 0.268
9 LayoutGPT (GPT-4) 78.36 86.29 78.43 55.64 0.261 91.73 60.64 0.268

10 GT layouts 100.00 100.00 100.00 53.23 0.256 100.00 62.54 0.261
11 Human 99.26 96.52 92.56 56.07 0.258 91.17 51.94 0.258

Table 6.2: Comparison of our LayoutGPT with baseline methods in terms of counting
and spatial correctness. Line 5-11 generates layout and adopts GLIGEN [170] for
layout-guided image generation. “Human” (line 11) denotes layouts collected from
human users given text prompts. Text in bold shows the best results of LayoutGPT.

6.4.2 Evaluation Results

Quantitative Results As shown in Table 6.2, among the variants of LayoutGPT

(#6-#9), GPT-3.5 achieves the best performance in numerical reasoning while GPT-4

performs the best in generating correct spatial positions. LayoutGPT outperforms Lay-

outTransformer (#5) by large margins, proving the strong cross-modal reasoning skills

of LLMs. As for image-level evaluation, LayoutGPT surpasses end-to-end T2I mod-

els (#1-#3) by 20-40% in GLIP-based accuracy and relatively 1-6% in CLIP similarity.

Therefore, using layouts as an intermediate representation indeed leads to more reliable

and faithful generation outcomes. In addition, LayoutGPT achieves similar layout ac-

curacy as human users (numerical #6 vs. #11 (86.33% v.s. 92.56%); spatial #9 vs. #11

(91.73% v.s. 91.17%)), which implies its potential to spare users from drawing layouts

manually. The discrepancy between layout accuracy and GLIP-based accuracy suggests

that the bottleneck mainly stems from layout-guided image generation and GLIP ground-

ing results.

In addition, LayoutGPT binds attributes to each object’s bounding box with 100%
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Models
Attribute binding Accuracy (%)

Prompts w/ 2 objects Prompts w/ 3 objects Prompts w/ 4 objects Overall

SD1.4 18.57 10.10 11.36 12.84
Attend-and-Excite 31.43 19.19 20.45 22.96
LayoutGPT + GLIGEN 22.86 19.19 14.77 18.68
LayoutGPT + ReCo [171] 40.00 37.37 34.09 36.96

Table 6.3: Color binding accuracy evaluated on prompts from HRS-Bench [183]. We
follow the benchmark and use a hue-based classifier to identify the color of generated
objects.

Three clocks at a train station under a concrete arch (Numerical)

Stable Diffusion LayoutGPT LayoutGPT+GLIGEN Human+GLIGEN Stable Diffusion LayoutGPT LayoutGPT+GLIGEN Human+GLIGEN

A yellow surfboard sits next to a bicycle on a brick sidewalk (Spatial) A cat is sitting on a basket under a bench (Spatial)

Two teddy bears and a stuffed snowman wearing hats (Numerical)

Figure 6.4: Qualitative comparison between Stable Diffusion, LayoutGPT, and human
annotations regarding numerical (top row) and spatial reasoning (bottom row) skills.

accuracy on HRS [183] color prompts. We further evaluate the attribute correctness

rate (accuracy) on the final generated images when combining LayoutGPT with GLI-

GEN/ReCo. As shown in Table 6.3, our system largely improves the color correctness

over Stable Diffusion with multiple objects.

Qualitative results We show the qualitative results of LayoutGPT and baselines in

Figure 6.4. LayoutGPT can understand visual commonsense such as the clock sizes at

a train station (top left) or complex spatial relations between multiple objects (bottom

right), while SD fails to generate correct numbers or positions. Besides, LayoutGPT

demonstrates a similar layout design to human users (bottom left).
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A bathroom featuring a sink and toilet Different kinds of doughnuts in a 
display case

A big brown cow walking down a 
sidewalk near homes

A bathroom featuring a sink and toilet

A cat is lying on top of a suitcase.
a black and white cat lying on its side with 
its eyes closed
a purple suitcase with a design of a blue, 
yellow, and white flower

A big brown cow walking down a 
sidewalk near home

Grey and black cat sitting under a bench.
a grey and black cat with its tail tucked in 
and its head down, looking at the viewer
a wooden bench with two legs

A cat is sitting on a basket under a bench.
a black and white cat with its tail curled up in 
the basket
a light brown basket with a handle on the side
a wooden bench with a curved backrest

Different kinds of doughnuts in a 
display case

Dense layout 
Planning 

Text-based
Inpainting

LayoutGPT +GLIGEN LayoutGPT +GLIGEN LayoutGPT +GLIGEN

Figure 6.5: Dense layout planning: LayoutGPT can generate rich objects or cat-
egories in complex scenes for MSCOCO 2017 Panoptic prompts [117]. Text-based
inpainting: LayoutGPT can generate free-form regional descriptions that are not
mentioned in the global prompt.

6.4.3 Application Scenarios

By utilizing LLMs as layout generators, LayoutGPT can be applied to a diverse set

of scenarios for accurate and creative image generation.

Dense Layout Planning In Figure 6.5 (top), we apply random in-context examples

from COCO17 panoptic annotations with 6∼15 bounding boxes per image. LayoutGPT

can be applied to scenarios that imply numerous objects (e.g. different kinds of donuts)

or various categories (e.g. bathroom or street view). Though only a few objects are

mentioned in the prompts, LayoutGPT predicts layouts for the whole scene and imagines

common objects that are usually visible in each scene.
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a rubber duck floating on the surface of a 
desert oasis, surrounded by cacti

a row of crabs collaborating to carry a 
hammock made of interwined licorice strands

a rooster perched atop a giant typewriter, 
proudly announcing the sunrise in a new font

a friendly octopus using its tentacles to swing 
from the tree to tree in a dense forest

Figure 6.6: Qualitative examples of LayoutGPT’s performance on counterfactual prompts.

Text-based Inpainting In addition, the inherent language generation ability of LLMs

enables our method to generate fine-grained regional descriptions from coarse global

prompts (Figure 6.5 bottom). LayoutGPT can enrich the description of each object with

details that are not mentioned in the prompt, producing suitable outputs for models like

ReCo [171].

Counterfactual Scenarios We test LayoutGPT on counterfactual prompts provided

by GPT-4 [205]. The in-context examples are randomly drawn from MSCOCO 2017[117],

which greatly differs from the counterfactual prompts. As shown in Figure 6.6, Layout-

GPT manages to generate reasonable layouts on these challenging prompts and handles

the relationship between objects well.

6.4.4 Ablation Study

Component Analysis Table 6.4 presents the component analysis of our CSS-style

prompt on spatial reasoning prompts. Comparisons between line 1-3 entails that the task

instructions (#2) and CSS format (#3) effectively improve layout accuracy. Format in-

context exemplars in CSS structures show a more significant effect on accuracy. Pairwise

comparisons of line 5-7 support the argument that the CSS style is the most essential

component. While solely applying normalization degrades accuracy in line 4, line 5&8

shows that it slightly improves the performance when combined with other components.
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w/
Instr.

w/
CSS

w/
Norm.

Layout-to-Image
Model

Layout Eval Image Eval

Acc. Acc. (GLIP) CLIP Sim

1 55.12 34.35 0.259
2 ✓

GLIGEN [170]

78.23 47.92 0.263
3 ✓ 80.82 51.38 0.264
4 ✓ 44.10 26.43 0.257
5 ✓ ✓ 81.84 52.08 0.264
6 ✓ ✓ 73.36 44.88 0.262
7 ✓ ✓ 76.61 47.56 0.263
8 ✓ ✓ ✓ 82.54 52.86 0.264

9 ✓ ✓ ✓
Layout-Guidance [185]

82.54 31.02 0.258
10 GT layouts 100.00 33.92 0.257

Table 6.4: Ablation study of LayoutGPT (GPT-3.5) on spatial reasoning prompts.
“w/ Instr.”: with prepended task instructions. “w/ CSS”: format in-context demon-
strations in CSS style. “w/ Norm.”: normalizing attribute values to integers by a
fixed size.

Model-Agnostic Property We show that LayoutGPT is agnostic to layout-guided

image generation models in line 9-10 in Table 6.4. We feed the same generated layouts

from LayoutGPT to Layout-Guidance [185] and compute image-level metrics. Compared

to using ground truth layouts (#10), LayoutGPT (#9) shows a minor gap in GLIP-

based accuracy and a comparable CLIP similarity score. The discrepancy in GLIP-based

accuracy is similar to that in Table 6.2, implying that the layouts generated by our

method are agnostic to the downstream model.

6.5 LayoutGPT for Indoor Scene Synthesis

6.5.1 Task Setup

Datasets & Benchmarks For indoor scene synthesis, we use an updated version

of the 3D-FRONT dataset [206, 207] following ATISS [187]. After applying the same

pre-processing operations, we end up with 4273 bedroom scenes and 841 scenes for the

living room. We only use rectangular floor plans of the test set for evaluation since

LayoutGPT is not compatible with irregular ones. Hence, we end up with 3397/453/423
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Models
Bedrooms Living Rooms

Out of bounds (↓) KL Div. (↓) FID (↓) Out of bounds (↓) KL Div. (↓) FID (↓)

Random Scenes 11.16 0.0142 23.76 9.43 0.1239 79.61

ATISS*[166] 49.88 0.0113 30.02 83.02 0.1054 85.40
LayoutGPT (GPT-3.5) 43.26 0.0995 28.37 73.58 0.1405 76.34
LayoutGPT (GPT-3.5, chat) 57.21 0.0846 29.66 81.13 0.2077 89.40
LayoutGPT (GPT-4) 51.06 0.1417 29.88 64.15 0.1613 78.60

Table 6.5: Comparison of LayoutGPT with ATISS on indoor scene synthesis. “Ran-
dom Scenes” means randomly sampling one training scene from the in-context demon-
strations for each inference room sample. (* denotes results reproduced by us)

for train/val/test split of bedroom scenes and 690/98/53 for train/val/test split of living

room scenes.

Evaluation Metrics We follow prior work [187] to report KL divergence between the

furniture category distributions of predicted and ground truth scenes. We also render

scene images from four camera angles for each scene and report FID scores [208]. In addi-

tion, we report out-of-bound rates, i.e. the percentage of scenes with furniture exceeding

the floor plan boundary.

6.5.2 Evaluation Results

Quantitative Results The evaluation results are recorded in Table 6.5. We provide

a random baseline for comparison denoted as “Random Scenes”, in which the scene is

randomly sampled from the in-context exemplars for each inference run.2

For both bedrooms and living rooms planning, LayoutGPT attains lower out-of-bound

rates than ATISS (bedrooms: 43.26% vs. 49.88%; living rooms: 64.16% vs. 83.02%),

which verifies LayoutGPT’s spatial reasoning ability in 3D environments. In addition,

LayoutGPT has lower FID compared to ATISS (bedrooms: 28.37 vs. 30.02; living rooms:

2Notice that while the scenes in “Random Scenes” are sampled from the training set, the out-of-
boundary rate is larger than 0 since the 3D-FRONT dataset contains a small portion of scenes with
out-of-bound furniture.
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ATISS

LayoutGPT

Master Bedroom Living room Living & Dining roomMaster Bedroom

Overlapped 

furniture
Overlapped 

furniture

Out of bound Out of bound

Figure 6.7: Visualization of LayoutGPT across different types of rooms with different
floor plan sizes.

76.34 vs. 85.40), which indicates that the planned scene has higher quality. Noted here

that the living room split contains much more objects on average (11 for living rooms

vs. 5 in bedrooms) and is a low-resource split with only 690 training scenes. Therefore,

while living rooms are challenging for both methods, LayoutGPT shows more significant

improvement over ATISS as supervised methods tend to overfit in early epochs.

Meanwhile, ATISS performs better in terms of KL divergence, which means that the

overall furniture distribution predicted by ATISS is closer to the test split. We observe

that LayoutGPT tends to avoid furnitures that are extremely rarely seen in each scene

(e.g. coffee tables for bedrooms) as these objects appear less frequently in the in-context

demonstrations. The limited in-context demonstration size also restricts LayoutGPT to

have a universal observation of the furniture distributions.

Qualitative Results As shown in Figure 6.7, LayoutGPT manages to understand

common 3D concepts, such as “the pendant lamp should be suspended from the ceiling”

and “nightstands should be placed by the headboard of the bed” (bottom row). When

given a floor plan size for both living and dining rooms, LayoutGPT can also generate

complicated 3D planning with dining tables and chairs on one side, and a sofa, a coffee
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“A bedroom with a double bed, a 

wardrobe, two tables, a cabinet and a 

pendant lamp.”

Room Size: max length 214px, max 

width 306px

“A bedroom with a double bed, two 

wardrobes and a pendant lamp.”

Room Size: max length 262px, max 

width 207px

“A living room with three coffee 

tables, a tv stand, a multi seat sofa, a 

dining table, four dining chairs, a 

console table and two pendant lamps.”

Room Size: max length 256px, max 

width 490px

“A living room with a multi seat sofa, 

a coffee table, a tv stand, a dining 

table, four dining chairs, a ceiling 

lamp and a pendant lamp.”

Room Size: max length 413px, max 

width 256px

Figure 6.8: Generation of 3D scenes based on text captions that enumerate the furniture.

table, and a TV stand on the other side (bottom right).

6.5.3 Application Scenarios

Text-guided Synthesis : LayoutGPT can follow text captions to arrange furniture

in the scene (see Figure 6.8). When the captions enumerate a complete list of furniture,

LayoutGPT strictly follows the captions to generate the furniture and achieve a KL Div.

value close to zero.

Partial Scene Completion : Thanks to the autoregressive decoding mechanism, Lay-

outGPT can complete a scene with partial arrangments such that the additional furniture

remains coherent with the existing ones. Through in-context demonstrations, Layout-

GPT learns critical (visual) commonsense such as visual symmetric (e.g. nightstands in

Figure 6.9 (a)), positional relations (e.g. stool at the end of the bed in Figure 6.9 (b)),

and room functions (e.g. desks and chairs in the dining area in Figure 6.9 (d)).

6.5.4 Ablation Study

Similar to Sec. 6.4.4, we study the effect of task instructions, CSS structure, and

normalization on indoor scene synthesis (see Table 6.6). In contrast to our conclusion

for 2D planning in Sec. 6.4.4, comparisons between line 1-4 show that normalization
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Figure 6.9: LayoutGPT can successfully complete a partial scene for different rooms.
We provide three starting objects for bedrooms and seven objects for living rooms.

w/
Instr.

w/
CSS

w/
Norm.

Out of
Bound ↓ KL Div. ↓ FID ↓

1 55.32 0.1070 56.83
2 ✓ 54.85 0.1153 58.85
3 ✓ 51.77 0.0776 55.62
4 ✓ 46.57 0.1276 58.24
5 ✓ ✓ 51.30 0.0741 57.64
6 ✓ ✓ 46.81 0.0913 58.61
7 ✓ ✓ 43.74 0.0848 57.70
8 ✓ ✓ ✓ 43.26 0.0995 56.66

Table 6.6: Ablation studies on LayoutGPT on the bedroom split for 3D indoor scene
synthesis.

(#4) is the most critical component for suppressing the out-of-bound rate while the CSS

structure is also effective. We observe that LLMs occasionally copy attribute values

directly from in-context exemplars even though the room sizes are different. Therefore,

normalizing all exemplars to the same scale can reduce the out-of-bound rate. CSS style

facilitates LLMs to understand the physical meaning behind each attribute value and

hence leads to almost the best result when combined with normalization (#7).
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Chapter 7

Verbalization Embodiment of LLM

Agents for Vision and Language

Navigation

7.1 Introduction

Large language models (LLMs), which have shown impressive reasoning capabilities

in traditional natural language processing tasks, are increasingly used as the reasoning

engine of embodied agents for, e.g., household robots [209], video games [210] and in-

door navigation [211]. These tasks are mostly based on simulations that either feature

computer-generated images with a fixed set of displayable objects and textures, or are

limited in scale and trajectory length. In this paper, we present a verbalization embod-

iment of an LLM agent (VELMA) for urban vision and language navigation in Street

View. The unique challenge of this task is the combination of a large-scale environment

derived from an actual road network, real-world panorama images with dense street

scenes, and long navigation trajectories. The agent needs to ground its understanding of
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"Orientate yourself such that a blue bench is on your right, go to the 
end of the block and make a right. Follow the park on your left and 
make a right at the intersection. Pass the black fire hydrant on your 
right and stop when you get to a gray door on the brown building."

There is a blue bench on your left.
1. turn_around
There is a blue bench on your right.
2. forward
There is a 3-way intersection.
3. right
4. forward
There is a park on your left.
5. forward
There is a park on your left.
6. forward
There is a 4-way intersection.
7. <next word prediction> 

Navigate to the described target location!
Action Space: forward, left, right, turn_around, stop
Navigation Instructions: 

Action Sequence:

Figure 7.1: Prompt sequence used to utilize LLMs for VLN in Street View. Verbalized
observations of the visual environment are in green and appended to the prompt at
each step. Agent actions (blue) are acquired by LLM next word prediction. Highlight-
ing of text for visual presentation only. Full navigation trajectories are, on average,
40 steps long.

the navigation instructions in the observable environment and reason about the next ac-

tion to reach the target location. The navigation instructions are written by humans and

include open-ended landmark references and directional indications intended to guide the

agent along the desired path. In order to leverage the reasoning capabilities of LLMs,

we use embodiment by verbalization, a workflow where the task, including the agent’s

trajectory and visual observations of the environment, is verbalized, thus embodying the

LLM via natural language. Figure 7.1 shows the verbalization at step 7 of the current

trajectory for a given navigation instance. At each step, the LLM is prompted with the

current text sequence in order to predict the next action. Then the predicted action is

executed in the environment, and the new observations are verbalized and appended to

the prompt. This is repeated until the agent eventually predicts to stop.

The main contributions of our work are as follows: (i) We introduce VELMA, to our
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knowledge, the first LLM-based agent for urban VLN. (ii) We report few-shot results

for the urban VLN task and achieve new state-of-the-art performance by finetuning our

agent on the training set. (iii) We address and resolve limitations of the commonly used

Touchdown environment [212], making it amenable for few-shot agents.

7.2 Related Work

Outdoor VLN Agent models for the outdoor/urban VLN task [212] commonly follow

a sequence-to-sequence architecture where encoded text and image representations are

fused for each decoder step [213, 214, 215, 216]. Other proposed agents employ pretrained

vision and language transformers that are finetuned on task-specific data [217, 218].

Zhong et al. [219] represent the visual environment by symbols using semantic segmenta-

tion and extreme downsampling of panorama images, but their agent does not improve

over previous success rates. Other work uses CLIP to score the presence of extracted

landmarks at each panorama node in a graph and uses this information to plan a route

for given navigation instructions [220]. Their non-urban environment has a graph with

300 nodes, and the navigation path is planned a priori with full access to all panorama

images and landmark scores. In contrast, our agent is embodied and has to plan ad-hoc

with access to directly observed information only.

Indoor VLN Indoor agents [221, 222, 223, 224, 225, 226, 227, 228, 229] are used for

navigation datasets like R2R [230] and RxR [231] or ObjectNav [232, 233]. Khandelwal

et al. [234] showed that using the CLIP encoder for image features improves performance

for a range of vision and language tasks. Recently, Zhou et al. [211] introduced an

LLM-based agent for R2R that incorporates image information by transcribing its entire

content with an image-to-text model. This is feasible because the navigation trajectories
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are only six steps on average compared to 40 steps in the urban VLN task considered

in our work. Another notable indoor VLN agent uses CLIP to directly predict the next

action by scoring the compatibility of the current sub-instruction with available waypoint

images [235].

7.3 Urban VLN Environment

We use the Touchdown environment introduced by Chen et al. [212]. The environ-

ment is based on Google’s Street View and features 29,641 full-circle panorama images

connected by a navigation graph. It covers the dense urban street network spanning

lower Manhattan. The navigation graph is a directed graph G = ⟨V,E⟩ where each

edge ⟨v, v′⟩ ∈ E is associated with α⟨v,v′⟩ which is the heading direction from node v to

node v′ ranging from 0◦ to 360◦. The agent state s = (v, α) is composed of its current

position v ∈ V and its heading direction α. The agent can move by executing an action

a ∈ {FORWARD, LEFT, RIGHT, STOP}. The state transition function st+1 = ϕ(at, st) defines

the behavior of the agent executing an action. In Touchdown [212], the agent’s heading

αt at position v is restricted to align with the heading of an outgoing edge α⟨v,v′⟩. In case

of the RIGHT action, the new state st+1 is (v, α⟨v,vv⟩) where vv is the neighboring node

closest to the right of the agent’s current heading. In other words, the agent is rotated

in place to the right until it snaps to the direction of an outgoing edge. Likewise, for the

LEFT action. In the case of the FORWARD action, the agent moves along the edge ⟨v, v′⟩

according to its current heading direction αt = α⟨v,v′⟩. The environment is then forced to

automatically rotate the agent’s heading towards an outgoing edge: αt+1 = α⟨v′,v∗⟩ where

v∗ is the neighbor node in the direction closest to the previous heading αt.
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Figure 7.2: The Touchdown environment introduced by Chen et al. [212] can require
action sequences that are semantically inconsistent with the correct navigation in-
structions. In the depicted subgraph, the action sequence to move from node 1 to
node 5 is to move FORWARD four times. The semantically correct sequence of actions
would include a right turn in between. We fix the problem by modifying the envi-
ronment behavior and selecting the desired direction at intersections in relation to all
outgoing streets.

7.3.1 Alignment Inconsistencies in Touchdown

As described in Schumann et al. [214], the automatic rotation mentioned above

can lead to generalization problems, e.g., when moving towards the flat side of a T-

intersection. For example, if the agent is automatically rotated towards the right facing

street and subsequently executes the RIGHT action, it rotates towards the direction it

came from instead of clearing the intersection in the intended direction. The same prob-

lem also occurs at intersections with more than three directions. Figure 7.2 gives an

illustrative example that shows the navigation graph at a 4-way intersection. Because

the environment is derived from a real-world street layout, the nodes in the graph are

not perfectly arranged as in an artificial grid world. In order to make a right turn at the

intersection and to follow the route from v1 to v5, one expects to use the action sequence

[FORWARD, FORWARD, RIGHT, FORWARD, FORWARD]. However, when the agent reaches v3, it is

automatically rotated towards the closest outgoing edge, in this case, ⟨v3, v4⟩. This is

because the rotation 20◦→50◦ towards v4 is shorter than the rotation 20◦→345◦ towards
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v7. As such, the required sequence of actions to go from v1 to v5 in Touchdown’s [212]

environment is [FORWARD, FORWARD, FORWARD, FORWARD]. This is unpredictable and is not

correctly aligned with “turn right at the intersection” instructions.1 To alleviate this

problem, Schumann et al. [214] explicitly feed the change of heading at each timestep

as additional input to their model. This enables the agent to anticipate the unexpected

rotation and to adapt to it. Because adding heading delta values to the text-based inter-

face makes it convoluted and unnecessarily difficult for few-shot learning, we propose a

more intuitive way to solve this ambiguity at intersections. We modify the state transi-

tion function ϕ such that the agent is not automatically rotated when moving FORWARD.

This means the agent’s heading αt is not automatically aligned with an outgoing edge.

Instead, the direction is selected in relation to all outgoing edges. The agent at node v3

in Figure 7.2 has the nodes v6, v7 and v4 in front. The forward direction is selected as

the middle one of the three edges, the right direction as the right-most edge, and the left

direction as the left-most edge. This means that executing the RIGHT action at position

v3 will now rotate the agent towards node v4 and allows to use the semantically correct

sequence of actions for the depicted route. The proposed modification solves the issue

of inconsistent action sequences at intersections and allows to use agents that are not

specifically trained in this environment.

7.3.2 Turning Around

We additionally introduce the TURN AROUND action which lets the agent reverse its

direction: st+1 = (v, αt − 180◦). In the unmodified environment, this is achieved using

the LEFT or RIGHT action on regular street segments. The new action is better aligned

with natural language verbalizations of direction reversal and promotes intuitive commu-

nication with the environment.

1In the Appendix we show more examples for 3-way, 4-way and 5-way intersections.
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Egocentric Spatial Reasoning

1. ... turn so the orange barrier is on your left ...
2. ... a red truck in front of you ...
3. ... a playground on the far right corner ahead ...

Allocentric Spatial Reasoning

4. ... green metal pole with pink flowers on top ...
5. ... building with columns around the windows ...
6. ... stop in between Chase and Dunkin’ Donuts ...

Temporal Reasoning

7. ... go straight until you see Chipotle and then ...
8. ... once you passed the underpass ...
9. ... stop when the park on your right ends ...

Other

10. ... proceed straight through three intersections ...
11. ... you should see TD Bank on your left ...
12. ... if you see Dory Oyster Bar, you are too far ...

Table 7.1: Reasoning skills the embodied LLM agent must possess in order to suc-
cessfully complete the navigation task. Each with three example snippets from the
navigation instructions.

7.4 Navigation Task

The objective of the navigation task is to find the goal location by following the given

navigation instructions. A navigation instance is defined by the initial state s1, target

node v̂T , gold path (v̂1, v̂2..., v̂T ) and navigation instructions text n = (w1, w2, ..., wN).

The agent starts at s1 and predicts the next action a1 based on the navigation instructions

and current observations. These are the panorama image and number of outgoing edges

at the current position. The environment processes the action and puts the agent into a

new state: s2 = ϕ(a1, s1). This is repeated until the agent predicts STOP at the presumed

goal location. If the agent stops within one neighboring node of the target node, the

navigation objective is considered accomplished.
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7.4.1 Challenges

One main challenge to successfully follow the navigation instructions is to reliably

detect landmarks in the panorama images along the route. The landmarks mentioned in

the instructions are open-ended and can refer to any object or structure found in street

scenes, including vegetation, building features, vehicle types, street signs, construction

utilities, company logos and store names. The agent also needs to posses different types

of reasoning, most importantly spatial reasoning to follow general directions, locate land-

marks and evaluate stopping conditions. The agent also needs to understand the temporal

aspect of the task and reason about the sequence of previous observations and actions.

See Table 7.1 for example snippets from the navigation instructions.

7.4.2 Datasets

There are two datasets that provide navigation instructions for the environment de-

scribed in Section 7.3: Touchdown [212] and Map2seq [236]. Each dataset includes

around 10k navigation instances, and we utilize them in the more challenging unseen

scenario introduced by Schumann et al. [214]. This means that generalization is crucial

because the training routes are located in an area that is geographically separated from

the area of development and test routes. The main difference between the two datasets

is that Touchdown instructions were written by annotators who followed the route in

Street View, while Map2seq instructions were written by annotators that saw a map of

the route. The Map2seq navigation instructions were later validated to also be correct in

Street View. Another difference is that the initial state in Map2seq orientates the agent

towards the correct direction which leads to overall better task completion rates than for

Touchdown instances.
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& Heading
Panorama
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Structured Output:

{ "landmarks":   { "Starbucks": "right" } }
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"picture of a mail truck"

"picture of Starbucks"
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Standardized CLIP Scores (Threshold: 3.5):

Landmark Extractor

Write a list of landmarks in 
the navigation instructions:
- Starbucks
- a mail truck

There is a Starbucks on your right.

Verbalizer

Prompt Sequence

Navigate to the described target location!
Action Space:
forward, left, right, turn_around, stop
Navigation Instructions: 
"Go straight and turn right at the intersection. 
Go straight until there is a Starbucks on your 
right and turn left at the following intersection. 
Continue and stop when a mail truck is left."
Action Sequence:
1. forward
2. forward
There is a 4-way intersection.
3. right
4. forward
There is a Starbucks on your right.
5. <next word prediction>

Observation

Landmarks

Number of Edges

Visible
Landmarks

Action

left slightly left ahead slightly right right

There is a N-way intersection

Figure 7.3: Overview of the proposed agent VELMA navigating in the Street View
environment. The prompt sequence includes the task description, navigation instruc-
tions, and verbalized navigation trajectory up to the current timestep. The next
action is decided by next word prediction utilizing an LLM and subsequently exe-
cuted in the environment. This puts the agent into a new state, and the landmark
scorer determines if an extracted landmark is visible in the current panorama view.
The verbalizer takes this landmark information along with the information about a
potential intersection and produces the current observations text. This text is then
appended to the prompt sequence and again used to predict the next action. This
process is repeated until the agent stops and the alleged target location.

7.5 LLM Agent

In this section, we propose the urban VLN agent that uses an LLM to reason about

the next action. To this end, we verbalize the navigation task, especially the environment

observations. The workflow includes the extraction of landmarks that are mentioned in

the instructions and determining their visibility in the current panorama image. The

verbalizer then integrates the visible landmarks and street intersections into an observa-

tion text phrase ot at each step. The complete text prompt at timestep t is composed as

follows:

xt = [da, n, db, o1, 1, a1, o2, 2, a2, ..., ot, t], (7.1)

where [ ] denotes string concatenation, da and db are part of the task description and n is

the navigation instructions text. Punctuation and formatting are omitted in the notation
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for brevity. Figure 7.3 shows a prompt sequence at t = 8 on the left. This formulation of

the navigation task enables the agent to predict the next action by next word prediction:

at = argmax
w∈A

PLLM(w|xt), (7.2)

where A are the literals of the five defined actions and PLLM is a black-box language

model with no vision capabilities.

7.5.1 Landmark Extractor

Each navigation instructions text n mentions multiple landmarks for visual guidance.

In order to determine if a mentioned landmark is visible in the current panorama view, we

first have to extract them from the instructions text. For this, we create a single prompt

that includes five in-context examples of navigation instructions paired with a list of

landmarks (shown in the Appendix). It is used by the LLM to automatically generate

the list of landmarks (l1, l2, ..., lL) mentioned in the given navigation instructions. The

landmark extractor is depicted in the top middle of Figure 7.3 and executed before the

navigation starts.

7.5.2 Landmark Scorer

At each step, the agent observes a panorama view pαv , defined by its current position

v and heading direction α. The view is an 800x460 sized image cut from the panorama

with 60◦ field-of-view. In order to determine if a landmark li is visible in the view, we

employ a CLIP model [23] to embed the image and the caption: “picture of [li]”. The

similarity score of the two embeddings determines the visibility of the landmark. Because

the scores can be biased towards certain types of landmarks, we standardize them using

all views p∗train of the ~20k panorama images in the training area. Recall that we operate
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Figure 4: Distribution of CLIP scores between a landmark and panorama images in the training area. The CLIP score repre-
sents the semantic similarity of the panorama image and the text caption ”picture of [landmark]”. The distribution is used to
standardize the score of the landmark and a novel panorama. The threshold ⌧ is defined on the standardized score and used to
determine the visibility of the landmark in the novel panorama image.

in Figure 3, the agent also evaluates views to the left and
right of the current heading. Each panorama view direction
(p↵�90�

v , p↵�45�
v , p↵v , p↵+45�

v , p↵+90�
v ) is associated with a

string literal m valued left, slightly left, ahead, slightly right
or right, respectively. A visible landmark li and the cor-
responding direction literal mi are passed to the verbal-
izer. A full navigation trajectory includes around 200 im-
age views (40 steps and 5 view directions per step) and each
landmark is typically visible in only one or two views.

Verbalizer
The verbalizer is a template-based component that produces
environment observations in text form. There are two types
of environment observations. First, there are street intersec-
tions that are detected based on the number of outgoing
edges N(v) at the current node v in the navigation graph. If
there are three or more outgoing edges at step t, the verbal-
izer encodes this information into the observation string oe

t :
”There is a [N(v)]-way intersection”. Extracting this infor-
mation directly from the navigation graph is akin to the junc-
tion type embedding used by the ORAR model (Schumann
and Riezler 2022) and is motivated by direction arrows dis-
played in the Street View GUI that human navigators used
during data collection. The other type of observations are
landmarks visible in the panorama view. The landmark name
li and direction literal mi are used to verbalize the observa-
tion ol

t: ”There is [li] on your [mi]”. The complete observa-
tion is ot = [oe

t , o
l
t], where the respective string is empty if

no intersection or landmark is detected. The observation is
appended to the prompt in Equation 1 and used by the agent
to decide the next action.

Experiments
We conducted experiments2 to evaluate the naviga-
tion performance of the proposed LLM agent in
finetuning and in-context learning settings. We used

2Project page: https://velma.schumann.pub/ and code: https://
github.com/raphael-sch/VELMA

CLIP-ViT-bigG-14-laion2B-39B-b160k (Schuh-
mann et al. 2022) as the CLIP model in the landmark
scorer. We set the threshold ⌧ = 3.5 for all experiments.
The threshold was selected by inspecting the distribution of
CLIP scores (as in Figure 4) for a handful of landmarks. On
purpose, we did not systematically tune it in order to not
violate the premise of few-shot learning.

Landmark Extraction
We ran the landmark extractor once for all instances using
GPT-3 (Brown et al. 2020) and used the same extracted land-
marks in all experiments. On average, 2.7 landmarks were
extracted from a navigation instructions text. Around 58%
of the landmarks in the test sets are novel, i.e., they are not
used in the training instances. In order to estimate the qual-
ity of the automatically extracted landmarks, we annotated
50 instances of each development set by hand. For Touch-
down we calculated an F1-score of 96.3 (precision: 97.2, re-
call: 95.4) and the F1-score for Map2seq is 99.6 (precision:
100, recall: 99.3). This shows that GPT-3 reliably extracts
landmarks from the instructions text and reusing them for
all experiments is minimizing the inaccuracies introduced
by this workflow step.

Metrics and Baseline
We use three metrics to measure navigation performance.
The task completion (TC) rate is a binary metric that mea-
sures whether the agent successfully stopped within one
neighboring node of the target location. Shortest-path dis-
tance (SPD) calculates the shortest path length between the
stopping location and goal location (Chen et al. 2019). Key
point accuracy (KPA) measures the ratio of correct decisions
at key points. Key points include the initial step, intersec-
tions along the gold route, and the target location.

For baselines, we use the current state-of-the-art agent
model for urban VLN called ORAR (Schumann and Riezler
2022). The model employs a seq-to-seq architecture where
the encoder LSTM reads the navigation instructions text,
and the multi-layer decoder LSTM receives image feature

Figure 7.4: Distribution of CLIP scores between a landmark and panorama images in
the training area. The CLIP score represents the semantic similarity of the panorama
image and the text caption ”picture of [landmark]”. The distribution is used to
standardize the score of the landmark and a novel panorama. The threshold τ is
defined on the standardized score and used to determine the visibility of the landmark
in the novel panorama image.

in the unseen scenario where the training area and evaluation area are geographically

separated. The standardized score of a landmark is:

z(l, pαv ) =
CLIP(l, pαv )− µ(Cl)

σ(Cl)

where Cl = {CLIP(l, pα′

v′ ) | pα
′

v′ ∈ p∗train}.
(7.3)

If the standardized score is larger than the threshold τ , the landmark is classified as

visible in the current view. The process does not require annotations and is completely

unsupervised, allowing to score novel landmarks. The threshold is the only tunable pa-

rameter in the landmark scorer. Figure 7.4 shows the distribution of unstandardized

CLIP scores and views at different threshold values for two example landmarks. While

the views at τ = 4.0 both show the correct landmark, the view at τ = 3.0 for ”Bank of

America” shows an HSBC branch, and for ”yellow truck” it shows a white truck. This

suggests that the optimal threshold lies between the two values. As depicted on the

right in Figure 7.3, the agent also evaluates views to the left and right of the current

heading. Each panorama view direction (pα−90◦
v , pα−45◦

v , pαv , p
α+45◦
v , pα+90◦

v ) is associated
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with a string literal m valued left, slightly left, ahead, slightly right or right, respectively.

A visible landmark li and the corresponding direction literal mi are passed to the verbal-

izer. A full navigation trajectory includes around 200 image views (40 steps and 5 view

directions per step) and each landmark is typically visible in only one or two views.

7.5.3 Verbalizer

The verbalizer is a template-based component that produces environment observa-

tions in text form. There are two types of environment observations. First, there are

street intersections that are detected based on the number of outgoing edges N(v) at

the current node v in the navigation graph. If there are three or more outgoing edges

at step t, the verbalizer encodes this information into the observation string oet : “There

is a [N(v)]-way intersection”. Extracting this information directly from the navigation

graph is akin to the junction type embedding used by the ORAR model [214] and is

motivated by direction arrows displayed in the Street View GUI that human navigators

used during data collection. The other type of observations are landmarks visible in the

panorama view. The landmark name li and direction literal mi are used to verbalize the

observation olt: “There is [li] on your [mi]”. The complete observation is ot = [oet , o
l
t],

where the respective string is empty if no intersection or landmark is detected. The

observation is appended to the prompt in Eq. (7.1) and used by the agent to decide the

next action.
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7.6 Experiments

We conducted experiments2 to evaluate the navigation performance of the proposed

LLM agent in finetuning and in-context learning settings. We used CLIP-ViT-bigG-14-

laion2B-39B-b160k [96] as the CLIP model in the landmark scorer. We set the threshold

τ = 3.5 for all experiments. The threshold was selected by inspecting the distribution

of CLIP scores (as in Figure 7.4) for a handful of landmarks. On purpose, we did not

systematically tune it in order to not violate the premise of few-shot learning.

7.6.1 Landmark Extraction

We ran the landmark extractor once for all instances using GPT-3 [237] and used the

same extracted landmarks in all experiments. On average, 2.7 landmarks were extracted

from a navigation instructions text. Around 58% of the landmarks in the test sets are

novel, i.e., they are not used in the training instances. In order to estimate the quality of

the automatically extracted landmarks, we annotated 50 instances of each development

set by hand. For Touchdown we calculated an F1-score of 96.3 (precision: 97.2, recall:

95.4) and the F1-score for Map2seq is 99.6 (precision: 100, recall: 99.3). This shows that

GPT-3 reliably extracts landmarks from the instructions text and reusing them for all

experiments is minimizing the inaccuracies introduced by this workflow step.

7.6.2 Metrics and Baseline

We use three metrics to measure navigation performance. The task completion (TC)

rate is a binary metric that measures whether the agent successfully stopped within one

neighboring node of the target location. Shortest-path distance (SPD) calculates the

2Project page: https://velma.schumann.pub/ and code: https://github.com/raphael-sch/

VELMA
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Figure 7.5: Key point accuracy (KPA) for 2-shot in-context learning of large language
models with increasing parameter count. The FORWARD-Only baseline predicts walk-
ing forward until the average trajectory length is reached and performs better than
predicting random directions.

shortest path length between the stopping location and goal location [212]. Key point

accuracy (KPA) measures the ratio of correct decisions at key points. Key points include

the initial step, intersections along the gold route, and the target location.

For baselines, we use the current state-of-the-art agent model for urban VLN called

ORAR [214]. The model employs a seq-to-seq architecture where the encoder LSTM

reads the navigation instructions text, and the multi-layer decoder LSTM receives image

feature vectors of the current panorama view as additional input at each action decoding

step. The ORAR model is a very strong baseline beating more sophisticated models

like the VLN Transformer [218]. Because the environment modifications introduced in

Section 7.3 spare the agents from learning specific irregularities, we additionally retrain

ORAR in the improved environment for a fair comparison.
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7.6.3 Few-Shot Learning Results

The proposed text-only interface allows us to use large language models as reasoners

without updating their weights or fusing image representations. The prompt consists of

a short task description and two in-context examples (2-shot). The examples are full text

sequences along the gold route for randomly selected navigation instances in the training

set. The two plots in Figure 7.5 show that performance scales with parameter count

and varies across model families. The FORWARD-Only baseline reveals that OPT [238]

can barely compete with a basic heuristic, even at a model size of 65 billion parameters.

LLaMa [239] and especially LLaMa-2 [240] show promising navigation skills reaching 48.3

and 57.7 key point accuracy (KPA) on Touchdown and Map2seq, respectively. However,

this KPA score only translates to task completion (TC) rates of 2.1 and 3.2, revealing

that the model is not able to consistently predict correct actions throughout the whole

navigation trajectory. Mistral-7b performs on par with a LLaMA-2 model twice its size,

but also fails to score task completion rates significantly higher than 3. The only few-shot

LLMs that achieve substantial TC rates are GPT-3, GPT-4 [205] and Mixtral [241]. As

listed in Table 7.2, VELMA-GPT-4 achieves the best results for the 2-shot setting. It

reaches 44% and 77% of the TC rate reported for the previous state-of-the-art model

ORAR♠-ResNet which is a seq-to-seq model that has direct access to image features and

was trained on the full training set. In contrast, the LLMs in our work act as a blind

agent that solely relies on observation descriptions produced by the verbalizer. This is

remarkable because LLMs are not explicitly trained to experience embodiment in a visual

environment. This is emergent behavior unearthed by verbalizing the VLN task. We also

observe that GPT-4 invokes the TURN AROUND action in useful ways, e.g. to return a few

steps when it notices that it went past the described goal location. This emphasizes the

effectiveness of intuitive communication with the environment.
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Development Set Test Set

Touchdown Map2seq Touchdown Map2seq

Model SPD↓ KPA↑ TC↑ SPD↓ KPA↑ TC↑ SPD↓ KPA↑ TC↑ SPD↓ KPA↑ TC↑

ORAR-ResNet 20.0 - 15.4±2.2 11.9 - 27.6±1.8 20.8 - 14.9±1.2 13.0 - 30.3±1.8
ORAR♠-ResNet 16.5 64.0 22.6±0.6 10.3 74.4 29.9±1.7 17.4 62.3 19.1±1.0 10.9 74.7 32.5±1.4
ORAR♠-CLIP 17.5 63.7 21.5±0.9 10.0 75.3 32.8±1.5 17.0 63.4 20.0±0.1 10.5 75.1 34.0±0.5

2-Shot In-Context Learning

VELMA-Mixtral 28.4 47.2 6.5 21.1 56.8 8.0 - - - - - -
VELMA-GPT-3 22.2 49.1 6.8 19.1 58.1 9.2 - - - - - -
VELMA-GPT-4 21.8 56.1 10.0 12.8 70.1 23.1 - - - - - -

LLM Finetuning, full training set

VELMA-FT 18.3 62.0 23.4±0.2 8.7 78.7 41.3±0.9 18.2 62.2 23.5±0.4 9.7 78.0 40.0±1.0
VELMA-RBL 15.5 63.6 26.0±0.6 8.3 79.5 45.3±0.5 16.0 62.8 26.4±1.7 8.3 79.6 47.5±0.7

Table 7.2: Results for the urban VLN task on Touchdown and Map2seq in the unseen
scenario, meaning the training area is geographically separated from the area where
development and test routes are located. ORAR-ResNet [214] is the previous best
model and follows a seq-to-seq architecture that fuses text and image features during
decoding. We retrained this model in our improved environment (ORAR♠-ResNet)
and with the same OpenCLIP image embeddings (ORAR♠-CLIP) that we use in the
landmark scorer. VELMA-GPT-3 and VELMA-GPT-4 models employ our proposed
verbalization workflow and are prompted with two in-context examples. Due to cost
and data leakage concerns, we evaluate the GPT models on the development sets only.
VELMA-FT is LLaMa-7b finetuned on all training text sequences (around 6k for each
dataset). The VELMA-RBL finetuning process is described in Section 7.6.4.1. All ex-
periments are repeated three times with different random seeds (mean/std reported).
Bold values are the nominal best results and underlined are best few-shot results.

7.6.4 Finetuning Results

To further explore the capabilities of the proposed LLM agent, we finetune LLaMa-7b

on all training instances of the respective dataset, denoted by VELMA-FT in Table 7.2.

Each training instance is the full text sequence that is produced by following the gold

path. The visibility of landmarks is determined by the landmark scorer during training

because gold annotations are not available. There are 6,770 training instances for Touch-

down and 5,737 for Map2seq. We finetune for 20 epochs using LoRA [242] to adapt query,

key and value projections of the attention layer as well as input and output projection of

each transformer layer. The best model is selected by task completion on the develop-

ment set. The resulting agent outperforms the previous state-of-the-art model ORAR*
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by 10% and 16% relative TC rate. Comparing ORAR* which fuses image features at the

vector level to VELMA-FT which finetunes on verbalizations of observations, shows that

the text-based environment observations are less prone to overfitting.

7.6.4.1 Response-Based Learning

A navigation task is successfully completed if the agent stops at either the goal loca-

tion or an adjacent neighboring node. Training the agent with teacher-forcing to exactly

follow the gold route penalizes the agent for stopping one step short or one step past the

target node, despite accomplishing the navigation objective. Furthermore, the agent can

not learn to recover from incorrect decisions during inference. We thus train the agent

to directly optimize the TC metric while also feeding it its own actions during train-

ing, called VELMA-RBL in Table 7.2. The procedure for VELMA-RBL is inspired by

response-based learning [243] and imitation learning [244] and is outlined in Algorithm 1.

The loss for an instance at training step j is either computed by teacher forcing the gold

action sequence â, or by student forcing, determined by a mixing parameter λ. In stu-

dent forcing, the actions decoded by the current model weights θj are executed instead

of the gold actions. If this trajectory ends within one neighboring node of the target

location, the predicted action sequence aj is considered correct and used as the reference

to train the agent. If the agent stops at the wrong location, an oracle path is computed

to provide the optimal counterfactual action at each step in the trajectory. In our case,

the oracle’s optimal next action is computed as the shortest path to the goal location.

We set λ = 0.5 to collect training losses in a batch evenly from both training strategies.

Manually inspecting trajectories produced by the trained agent, we found improvements

of following instructions that have stopping criteria like “Stop a few steps before Y.” or

“Stop at X. If you see Y you have gone too far.”. In both cases, the agent learned to

walk past the uncertain stopping location and to invoke the TURN AROUND action in order
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Algorithm 1 RBL Optimization of Task Completion

Require: mixing ratio λ, training step j, model weights θj, gold action sequence â,
prompt x1

if random(0, 1) < λ then
aθj = StudentForcing(θj, x1)
aj = argmax aθj

if TaskCompletion(aj) = 1 then
lossj = LCE(aθj , aj)

else
a∗
j = Oraclestepwise(aj)

lossj = LCE(aθj , a
∗
j)

end if
else

aθj = TeacherForcing(θj, x1, â)
lossj = LCE(aθj , â)

end if

Touchdown Map2seq

Model SPD↓ TC↑ SPD↓ TC↑

no image 27.4±0.5 14.7±0.5 9.7±0.2 35.2±0.9
CLIP 21.3±0.5 19.5±0.6 9.8±0.3 37.2±0.5
OpenCLIP 18.6±0.3 22.6±0.4 9.8±0.5 38.2±0.5

Table 7.3: Vision ablation on the development set. We finetune a separate LLa-
Ma-7b model for each ablation. CLIP refers to clip-vit-large-patch14 [23]. The
OpenCLIP image model refers to CLIP-ViT-bigG-14-laion2B-39B-b160k [96].

to walk back once landmark Y appeared. The described training procedure leads to a

significant increase of task completion rate by 2.9 and 7.5 for Touchdown and Map2seq,

respectively. Overall, our contributions in this work amount to a relative increase of task

completion by 77% and 57% over the previously reported state-of-the-art for urban VLN

on the Touchdown and Map2seq datasets.

7.6.5 Image Ablation

In this section, we ablate the image model used by the landmark scorer. We finetune

a LLaMa-7b model according to Section 7.6.4 and use CLIP [23], OpenCLIP [96] or no
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image model in the landmark scorer. The latter case means that no landmark observation

is passed to the prompt sequence. The results in Table 7.3 show that OpenCLIP is

better suited for detecting landmarks in our navigation task than the original CLIP

model. This is in line with better ImageNet results reported by the OpenCLIP authors

and suggests that the agent can directly benefit from further improvements of CLIP

models. Appending no landmarks to the prompt sequence further degrades performance,

especially on Touchdown.
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Chapter 8

Multimodal C4: An Open,

Billion-scale Corpus of Images

Interleaved With Text

8.1 Introduction

In-context learning [8] enables sequence models to adapt to new tasks without any

parameter updates. By interleaving a few supervised examples in a prompt, few-shot

learning can be formatted as a next-token prediction task, i.e., x1, y1, x2, y2, . . . , xn is

input to predict ŷn. Some image+text models also support in-context learning via inter-

leaving of images/text jointly. Prior experiments [22] suggest that performant multimodal

in-context learning is dependent upon pretraining on similarly interleaved sequences of

images and text (rather than single image/caption pairs). However, such a large-scale

corpus has not been made publicly available.

To address this, we introduce Multimodal C4 (mmc4), a public, billion-scale image-
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text dataset consisting of interleaved image/text sequences.1 mmc4 is constructed from

public webpages contained in the cleaned English c4 corpus. In addition to standard pre-

processing steps like deduplication, NSFW removal, etc., we place images into sequences

of sentences by treating each document as an instance of a bipartite linear assignment

problem, with images being assigned to sentences (under the constraint that each sen-

tence is assigned at most one image). We show that applying CLIP ViT-L/14 [23] to

estimate bipartite weights in a zero-shot fashion results in state-of-the-art performance

on intra-document alignment benchmarks, and then apply this process to 100M+ doc-

uments to construct mmc4. Apart from the full corpus, we have created two additional

subsets: mmc4-ff, which removes images with detected faces, and mmc4-core, a more

strictly filtered and downsized version of the corpus, serving as an initial corpus for

developers.

We explore mmc4, showing that: 1) the text and images in the corpus span expected

everyday topics like cooking and travel; 2) filters like NSFW/ad removal work with high

accuracy; and 3) the resulting images are relevant to the associated documents, and

often, appropriately aligned to the most-relevant individual sentence. We conclude by

discussing initial use-cases of mmc4, including OpenFlamingo [20],2 an open source version

of Flamingo [22]. Initial ablations show that training on the sequences of mmc4 enables

few-shot, in-context adaptation to image captioning datasets.

8.2 Related Dataset Work

Most million/billion-scale, public multimodal pretraining datasets consist of images

paired with their literal descriptions, e.g., LAION-2B [96], CC-12M [246], YFCC100M

[247]. However, literal description is only one of many ways images can relate to text

1mmc4’s datasheet [245] is available here.
2https://github.com/mlfoundations/open_flamingo
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# images # docs # tokens Public?

M3W (Flamingo) [22] 185M 43M - ×
Interleaved training data for CM3 [253] 25M 61M 223B ×

Interleaved training data for KOSMOS-1 [254] ⩽ 355M 71M - ×

Multimodal C4 (mmc4) 571M 101.2M 43B ✓
Multimodal C4 fewer-faces (mmc4-ff) 375M 77.7M 33B ✓

mmc4 core (mmc4-core) 29.9M 7.3M 2.4B ✓
mmc4 core fewer-faces (mmc4-core-ff) 22.4M 5.5M 1.8B ✓

Table 8.1: Comparison of mmc4 with other interleaved image/text pretraining corpora.
In addition to the full version of the dataset, we also release: 1) fewer-faces subsets,
which aim to remove all depicted human faces; and 2) “core” subsets, result from
more stringent filtering.

on the web [248]. mmc4 aims to capture a broader range of these relationship types.

Some web datasets collect multiple images for one text snippet (e.g., the Google Local

Restaurant Reviews Dataset [249] with 4.4M images), or situate images in longer bodies

of text (e.g., the Wikipedia-based Image Text Dataset [250] with 11.5M images), but do

not directly cover multi-image/multi-sentence interleaving. Table 8.1 provides summary

statistics of other large-scale interleaved pretraining datasets. mmc4 contains more images

than prior non-public datasets. Birhane et al. [251] highlight risks associated with web-

scale multimodal data.

In addition to the detailed curation steps described in Section 8.3 and the consider-

ations for data release outlined in Section 8.3.1, we are hopeful that the availability of

mmc4 can facilitate a more transparent and critical examination of interleaved corpora

compared to previous privately held training sets. Models trained on mmc4 inherit its

risks; we selected the widely-adopted c4 corpus as a starting point in part because there

are existing auditing efforts on the text-only corpus, see Section 8.3 and Mei et al. [252]

for more discussion of transparency.
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Travel (4.0%):
city hotel park visit travel trip tour enjoy beach town stay local

Music (2.5%):
music band album song sound songs dance show live musical

Cooking (3.3%):
food add recipe minutes chocolate cream delicious chicken

Self Care (1.9%):
skin hair oil natural organic wine plant products plants water

Technology (2.8%):
water energy system power air temperature heat systems gas

Interiors (3.1%):
room space house kitchen floor living pool building large

Figure 8.1: A T-SNE [255] projection of LDA [256] topic clusters from a random
sample of 22K documents from mmc4; mmc4 spans a variety of everyday topics, e.g.,
cooking, technology travel, etc. For 6 selected topics, we also show a sample of
most-central images to the topic according to CLIP ViT-L/14 [23].

8.3 Data Curation Process

Initial data collection. Multimodal C4 is an expansion of the text-only c4 dataset [84],

which was created by taking the April 2019 snapshot from Common Crawl3 and apply-

ing several filters with the intention of retaining high-quality, natural English text. Each

document in c4 consists of the text scraped from one URL. The full c4 dataset has 365M

documents and 156B tokens, covering many domains [257]; it was first used to train

T5 [84]. We built the mmc4 dataset on top of c4 because: 1) c4 is a web-scale dataset

widely adopted as a pre-training corpus [84, 258, 259, 260, 261]; 2) c4 is constructed from

web pages, which frequently contain multimedia content like images, which makes it a

suitable basis for extending to a multimodal sequence version; and 3) c4-en,4 the specific

underlying subset from which we construct mmc4 has already been processed with sev-

eral data-cleaning steps (including English-language identification by langdetect5 with

at least 0.99 confidence; text deduplication removing duplicate three-sentence spans +

3https://commoncrawl.org/
4https://www.tensorflow.org/datasets/catalog/c4#c4en_default_config
5https://pypi.org/project/langdetect/
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placeholder text like “lorem ipsum”; and removal of any document containing any word

on the “List of Dirty, Naughty, Obscene or Otherwise Bad Words”).6 See Raffel et al. [84]

for more information about the text-only c4. Importantly, by building on the popular

text-only c4, prior text-only documentation efforts [257] can provide insight about poten-

tial biases and risks that could arise when training on our multimodal extension. We use

the NLTK [156] sentence tokenizer to chunk each c4 document into a list of sentences.

Gathering images. We first retrieve the original webpages for each document in the

c4-en dataset from the Common Crawl version 2019-18, which is the default version

for c4. Next, we extract the URLs for downloadable images from the raw WAT files.

We restrict the image extension to either png/jpeg/jpg, and exclude image URLs that

contain the following tokens: {logo, button, icon, plugin, widget}. We attempt

to download from these URLs, and resize images to a maximum dimension of 800px. We

eliminate any c4 documents that do not contain valid, downloadable images at the time

of collection (mid-to-late 2022). The starting point after this step is 115M documents

and 1.37B images.

De-duplication+small resolution. We next run duplicate image detection using

opennota’s findimagedupes7 which uses phash8 to identify visually similar images.9 We

keep only one copy of an image if multiple versions are detected within the same docu-

ment. We also remove images with more than 10 duplicates in a sample of 60K images.

We discard images with a width or height smaller than 150px; this accounts for many

small icons, e.g., navigation buttons. We discard images with an aspect ratio of greater

6https://github.com/LDNOOBW/List-of-Dirty-Naughty-Obscene-and-Otherwise-Bad-Words
7https://gitlab.com/opennota/findimagedupes
8http://www.phash.org/
9We use a more aggressive de-duplication threshold of 5 compared to the default library setting of 0;

this removes roughly 10M additional images. While some duplicates survive this process, we qualitatively
found a threshold of 5 to be an appropriate balance of false positives/negatives.
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MSCOCO Story-DII Story-SIS DII-Stress RQA DIY
AUC p@1 AUC p@1 AUC p@1 AUC p@1 AUC p@1 AUC p@1

Random 49.7 5.0 49.4 19.5 50.0 19.4 50.0 2.0 49.4 17.8 49.8 6.3
Hessel et al. (2019) [263] 98.7 91.0 82.6 70.5 68.5 50.5 95.3 65.5 69.3 47.3 61.8 22.5
Li et al. (2021) [264] 99.3 97.6 85.5 77.2 70.2 53.1 – – – – – –

CLIP ViT-L/14 (Zero Shot) 99.4 95.7 92.8 93.9 79.1 73.3 98.7 93.0 80.7 70.7 74.0 57.6

Table 8.2: Performance on single document image-text benchmarks from Hessel et
al. [263] (higher=better in all cases). Applying CLIP ViT-L/14 in a zero-shot fashion
[23] produces better within-document alignments compared to prior methods which
rely on fine-tuning.

than 2 or less than 0.5; this accounts for many banner-like ads. In a manual sample of

3.7K images that survive this (and the NSFW) filter, 91 images (2.5%) were identified

as ads potentially unrelated to document contents.10

Discarding NSFW images. We employ strict NSFW image filtering, using Data-

Comp’s [262] dataset2metadata11 NSFW binary image classifier. The model is a 4-layer

MLP, trained on the NSFW dataset introduced in LAION-2B [96]. This MLP takes as

input image features extracted from OpenAI’s CLIP ViT-L/14 [23] and achieves 97.4%

accuracy on the NSFW test set. We run this classifier on each image and discard cases

with a model-predicted NSFW probability over 0.1, which removes approximately 10%

of remaining images. Because the data distribution of the classifier and mmc4 may be

slightly different, we also conduct a spot check on images that are marked safe for work.

In a manual sample of 3.7K images, we discovered zero NSFW images.

Aligning images and sentences. After collecting a set of images for each document,

we now describe our intra-document alignment process to interleave the collected images

10The delineation between an “irrelevant advertisement” and a “relevant image” is inexact: for exam-
ple, we discovered images advertising specific, small events, e.g., ones hosted by a fishing club within a
city (this type of image was not included in this count). We later assess advertisement-ess in the context
of the text of documents, rather than assessing based on the image alone.

11https://github.com/mlfoundations/dataset2metadata
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["This Walnut and Blue Cheese Stuffed Mushrooms recipe is sponsored by Fisher Nuts.",             , "Stuffed mushrooms are an appetizer that always 

grabs my attention at a party.",            , "If you are a mushroom lover, like me, you probably feel the same.", "The ideas for stuffing mushrooms 

are endless, so many combinations to play with, a couple of my personal favorites are these Mediterranean Stuffed Mushrooms and these Spinach and 

Toasted Pine Nut Stuffed Mushrooms.",        , "Well, you can officially add these Walnut and Blue Cheese Stuffed Mushrooms to my favorites list.", 

"The ingredients for the stuffing are simple, which is always best.", ... ] 

Example#2: Interleaving the image after each corresponding text

Example#1: Interleaving the image before each corresponding text

[..., "Check out Shane Driscoll’s take on sustainable communities and how his photograph fits this year’s Green Cities theme.", ...,        ,"Man-

made platforms like the one pictured here allow these fish-eating birds of prey to thrive in developed coastal areas.", "A city surrounded by 

mountains.", "I took this photo in October on a hike in New Hampshire.",              , "It is looking at Mt. Chicora from the middle sister 

mountain.", "Getting people out into beautiful places like this is becoming more and more popular, and each time we bring a little piece of nature 

back with us that inspires us to make our cities better.", ...]

Figure 8.2: Two example image+text documents from mmc4. Following Flamingo [22],
during training, images can be interleaved before or after their assigned sentences.

with the sentences. Given that the scope of the images and sentences may be different –

the image set is collected from the whole webpage, while the sentence list is subject to

preprocessing within the c4 dataset and thus may not represent the complete content of

the webpage – we did not rely on Document Object Model placements in the raw HTML

to establish the alignment between images and sentences in each document. Instead,

to associate each image with a sentence, we consider each document as an instance of

a bipartite assignment problem [263, 265], and use CLIP ViT-L/14 compute pairwise

similarities between all sentences/images on a single page. Then, we discard images

without at least a 0.15 CLIP cosine similarity to at least one sentence in the document.

Finally, we use [266] to compute a bipartite assignment of images to sentences, under the

constraint that each sentence can only be assigned a single image.12 Table 8.2 shows that

this zero-shot application of CLIP ViT-L/14 for within-document matching surpasses

prior competitive, fine-tuned methods on image-text alignment benchmarks from Hessel

12For documents with more images than sentences, after assigning an image to each sentence, we
assign according to max similarity.
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et al. [263] (we also distribute the raw intra-document similarity matrices with mmc4

so alternate assignment methods can be explored). Figure 8.2 illustrates two example

documents with the images interleaved before or after the assigned sentences.

8.3.1 Considerations for data release

mmc4 contains all images that survive the previously described filters. In addition to

the full version of the corpus, we construct two additional types of subsets.

8.3.1.1 Fewer Faces (mmc4-ff)

Like the text-only version of c4, mmc4 may contain webpages with personal informa-

tion that individuals had not explicitly intended to make available for model training.

For an initial public release, we make a version of mmc4 available, mmc4-ff (ff stands for

“fewer faces”); similar to some prior image dataset curation efforts [267, 268], mmc4-ff

aims to remove images containing detected faces.

Removing images with detected faces. To detect faces at billion-scale with the

intent of removing them from the dataset, we first run RetinaFace [269]13 over a sample

of 60K images with the default settings. This detector runs at a high resolution and

would be computationally prohibitive to run in full precision for the whole corpus; it

produces detailed localization information about the coordinates of each face in each

image (which we discard). Using an 80/20 train/test split, we train a cross-validated

logistic regression over CLIP ViT-L/14 features to predict whether or not RetinaFace

detects a face: this classifier is several orders of magnitude faster compared to RetinaFace.

This approximation performs well: we choose a confidence cutoff that achieves 95%

13As implemented by Serengil et al. [270, 271] available from https://github.com/serengil/

retinaface.
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recall14 for the label “RetinaFace detected any face” over the test set while preserving

65% of the original images.

Manual sample-based face image risk assessment. We performed a manual veri-

fication of face removal. In a random sample of 912 images that pass all filters including

the “no faces” filter, 23 (2.5%) images arguably contain a mostly-un-obscured human

face. In most cases (12/23), faces are very low resolution, e.g., a 150x150px image of a

crowd of people from a distance, where each face accounts for 3x4 pixels, or are motion

shots where the face is blurred. In one case, the face is Marilyn Monroe’s as depicted

in art on a wall. In 6 cases, there is a plausibly identifiable face depicted: in 2 cases,

these are models posing in ads; in 1 case, there is a low resolution image of politicians

giving a speech; in 2 cases, the faces are obscured; in 1 case, a passerby was caught in the

background of a city photograph and could feasibly be individually identified. Overall:

the rate of unobscured, high-resolution, identifiable faces in mmc4-ff is low.

8.3.1.2 Core (mmc4-core)

Early conversations with some model developers revealed a desire to work with a

smaller subset of the corpus as an initial step. We thus additionally release core ver-

sions of mmc4 (and mmc4-ff), which apply even more stringent filtration criteria. The

aim of core is to identify a “higher-precision” subset of documents that: 1) have a

minimum/maximum number of sentences/images per document; 2) pass an even stricter

deduplication step; and 3) have a higher image-text similarity. Hyperparameters15 are

selected heuristically and are balanced to downsize the original corpus by an order of

14RetinaFace is not perfectly accurate, so selecting a more aggressive threshold (e.g., 99.99%) would
not necessarily result in significantly fewer face-containing images removed.

15Min/max number of sentences: 4/40; min/max number of images 2/15; findimagedupes applied
with a threshold of 10; documents are required to have at least 75% of image assignments have CLIP
ViT-L/14 similarity of greater than 25.
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Figure 8.3: Distribution of images and sentences per document; the median document
has 2 images/13 sentences. Documents with more sentences tend to have more images,
but the correlation is weak (Spearman ρ = 10.3).

magnitude.

8.4 Exploring mmc4

Statistics. Table 8.1 gives basic summary statistics of mmc4 (and fewer-faces/core sub-

sets) compared to some other interleaved image/text corpora. Overall, the full version of

mmc4 is larger than prior non-public datasets across axes like number of images/number of

documents. In addition, the various subsets of the corpus offer trade-offs between privacy,

image/text similarity thresholds, etc. Figure 8.3 gives details about the mean/median

number of images/sentences in each document (mean/median # sent.=2.0/5.7; # im =

13.0/24.3) based on a random sample of 22K documents.

Sources of documents & images. We trace back the top-level domains of documents

(webpages) and images to better understand the origins of contents in mmc4. Figure 8.4

presents the top-20 top-level domains that host the highest number of documents and

images in mmc4. The distribution of document sources in mmc4 reveals a relatively uniform

pattern, with 101.2M documents distributed across 6.0M unique domains. On average,
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Figure 8.4: (a) Top-20 most frequent domains for mmc4 documents. (b) Top-20 most
frequent domains for images in mmc4.

each domain contains approximately 16.9 documents, with a median value of 2.0. The

top 10% most frequently appeared domains account for 77% of all documents in mmc4.

The documents are most commonly hosted on news media outlets (e.g., BBC, NY Times,

Daily Express, Daily Mail), academic publication sites (e.g., Springer), online encyclope-

dias (e.g., Wikipedia), and e-commerce sites (e.g., iTunes, Etsy). Conversely, the sources

of images in mmc4 exhibit a higher level of clustering. The 571.4M images are hosted

on 4.9M domains, with each domain having an average of 116.0 images and a median

value of 7.0 images. The top 10% most frequent domains are responsible for hosting 89%

of all images. Images are most commonly hosted on blogs (e.g., Blogspot, WordPress),

shopping sites (e.g., Amazon), cloud storage sites (e.g., AWS S3, Google storage), or

general image hosting sites (e.g., Flickr, Imgur).

Image-text similarity. Figure 8.5 provides detail about the linear assignment process

compared to a “max” assignment alternative, where each image is simply assigned to

its maximally CLIP-similar sentence. The linear assignment process slightly decreases

the average CLIP similarity between images/sentences (from 24.5 → 24.0), but signif-
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Figure 8.5: Using linear assignment results in comparable image-text similarities to
max assignment, but the former spreads images much more evenly, e.g., the per-doc-
ument mean percent of sentences with an associated image increases from 22% to
34%. (a) CLIP sim is similar between lin. assignment + max. In red: percent of
images remaining at various CLIP thresholds. (b) Lin. assignment results in a higher
percentage of sentences being associated with an image.

icantly more evenly “spreads” images throughout the documents: per-document, the

mean percentage of sentences with an associated image rises from 22% → 34%.

Topic-based assessment. We ran LDA [256] as implemented by Mallet [272] on a

random sample of 22K documents from mmc4 with k = 30 topics. The resulting clusters

span a broad set of topics like cooking, communities, travel, music, art, etc. Figure 8.1

shows some example LDA topic clusters. In addition, we explore a sample of the images

most associated with the corresponding topic,16 finding that, in general, image topic

clusters align with qualitative expectations.

Manual verification of image relevance+properties. We randomly sample 200

documents from mmc4 with the goal of assessing how relevant the images contained in

the document are to the assigned sentences and to the document as a whole. Table 8.3

16We compute the mean CLIP ViT-L/14 image vector for each topic by associating each image in
a document the document’s most common topic; then, we compute the mean image vector per topic.
Finally, cosine similarity to this mean vector is used to identify the “most topically central” images
per-topic.
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% of 836 images

Topically-related 87.7%
Sentence-aligned 80.4%

Has face? 28.3%
Has watermark? 1.6%
Logo-related 3.9%
Ads-related 3.2%
Duplicated 0.7%

Table 8.3: Results of manual verification of 200 randomly sampled documents contain-
ing 836 images. A majority of images are topically relevant and well sentence-aligned.
The rate of watermarks, ads, duplicates, etc. is low.

shows the results on the 836 images contained in the 200 documents. 87.7% of all

examined images are topically related to the corresponding document, and 80.4% images

are well-aligned to the assigned sentences within each document.17 We also assessed

several other factors, finding that: 1) 28.3% contain recognizable human faces; 2) 1.6%

contain recognizable watermarks; 3) 3.9% are related to logos;18 4) 3.2% are related to

advertisements; and 5) 0.7% are duplicated with other images in the same document.

8.5 OpenFlamingo: An Early Application of mmc4

The first publicly available model to be trained on mmc4 is OpenFlamingo [20]. We

run ablations on a small version of OpenFlamingo (3B: backbone = OPT-1.3B [238]

language model and CLIP ViT-L/14 [23] vision model) to compare direct training on

image captions (LAION-2B [96]) to the interleaved sequences of mmc4-core.19 To flatten

17The alignment between an image and its assigned sentence is a qualitative criterion. We consider
an image-sentence pair to be “well-aligned” when the visual elements of the image have a direct and
relevant relationship with the text. This can include instances where the image depicts the context or
content of the sentence, or where there is a plausible literal overlap between the text and the image, etc.

18The logos can be website logos, commercial logos used by businesses or companies to represent their
brand or product, or logos for organizations or events. In all cases, the label is assigned if the logo is
the primary focus of the image.

19These experiments were conducted using a preliminary v1 of the mmc4-core corpus, see this pull
request for discussion of small bugfixes in the current v1.1 version.
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Figure 8.6: Few shot, in-context MSCOCO captioning performance of OpenFlamin-
go-3B when training on just captions from LAION-2B vs. mixing in mmc4-core se-
quences. (a) 4-shot. (b) 8-shot. The model trained on mmc4 sequences is able to
generalize to MSCOCO-style captions more effectively vs. the model trained just on
LAION-2B image/caption pairs. (Zero shot caption-only=15M caption LAION-2B
model)

mmc4 documents to training sequences,20 we: 1) sample a 256 token sub-sequence from

each training document; 2) discard images with CLIP image-text similarity less than 20;

3) discard sequences that contain no images after filtering; 4) discard images if there are

more than 5 in the resulting sequence.21 As in Huang et al. [254] we randomly drop

sequences with a single image to increase multi-image sequences in the sample.

Validation CIDEr [115] results for COCO image captioning are in Figure 8.6. For 4/8-

shot in-context learning settings, the model trained on mmc4-core shows 20-30 CIDEr

point improvements. The performance of OpenFlamingo-3B trained on just 5M cap-

tions/2.5M mmc4 sequences also exceeds a zero-shot application of OpenFlamingo-3B

trained on much more data (15M LAION-2B captions); this provides additional evidence

20Future work would be well-suited to investigate the impact of various flattening schemes on down-
stream performance; the method described here is just one possible method.

21Similar to Flamingo [22], we find that training on a maximum of five image sequences can be sufficient
for OpenFlamingo models to generalize to 32 shots during inference.
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that the interleaving in-context setup enables adaptation to MSCOCO-style captions.

The performance of the captions-only OpenFlamingo-3B model degrades from 4-shot to

8-shot learning presumably because these longer sequences are significantly different from

the single image/captions it’s seen at training time.
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Chapter 9

OpenFlamingo: A Framework for

Training Autoregressive

Vision-Language Models

9.1 Introduction

A popular format for vision and language models is (image, text) → text, i.e., models

take as input an image and some text, and produce text as output, e.g., BLIP-2 [273].The

flexible format directly supports tasks like image classification and visual question an-

swering (VQA).

However, assuming a single image as input is limiting: autoregressive vision-language

models enable new capabilities by instead mapping an arbitrarily interleaved sequence

of images and text to textual outputs. This interface provides important flexibility: the

input sequence can include demonstrations for a new task, enabling few-shot, in-context

learning [22] or multi-round multi-modal chatbot interactions. Evaluations suggest that

autoregressive vision-language models can be performant foundation models [274]: mod-
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Figure 9.1: OpenFlamingo performance as a fraction of corresponding Flamingo per-
formance, averaged across evaluation settings (7 datasets × 5 options for number of
in-context examples). Demonstrations are chosen using RICES (Retrieval-based In–
Context Example Selection). More details regarding selecting demonstrations can be
found in Section 9.3.4. We compare OpenFlamingo-3B and -4B models to Flamin-
go-3B, and OpenFlamingo-9B to Flamingo-9B. Error bars are standard deviations over
settings. “OF-3B (I)” refers to OpenFlamingo-3B (Instruct), the 3B model trained
with a language-instruction-tuned backbone.

els like Flamingo [22], CM3 [253], Kosmos-1 [254], PALM-E [275], and multimodal GPT-4

[205] generalize well across diverse vision-language tasks.

Unfortunately, these autoregressive vision-language models are closed-source, and

their weights, training data, code, and hyperparameters are proprietary. This limits

the academic community’s ability to conduct research on autoregressive vision-language

models, e.g., to understand how web-scraped image-text data affects models’ performance

and safety. Open-source alternatives, such as LLaVA [276], LLaMA-Adapter [277], BLIP-

2 [278], and mPLUG-Owl [279], only take in single images, and they often directly train

on curated datasets like COCO [117] rather than web data.

In this technical report, we document our experiences building an open-source re-

production of the Flamingo models [22]. Following Flamingo, we augment the layers of

pretrained, frozen language models so that they cross attend to the outputs of a frozen
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Figure 9.2: OpenFlamingo-9B (pictured) can process interleaved image-and-text se-
quences. This interface allows OpenFlamingo to learn many vision-language tasks
through in-context demonstrations.

vision encoder while predicting the next token. The cross-modal module is trained on

web-scraped image-text sequences, in our case, two open source datasets: LAION-2B

[96] and Multimodal C4 [19]. Our stack is built using publicly available components,

including CLIP as a vision encoder [23] and open-source language models as decoders

[280, 281].

We call the resulting family of five models OpenFlamingo. These models range from

3B to 9B parameters, with both standard and instruction-tuned [200] language model

backbones. When averaging performance across 7 evaluation datasets, OpenFlamingo-

3B and -9B models attain 85% and 89% of their corresponding Flamingo models re-

spectively (Figure 9.1). Models and code are open-sourced at https://github.com/

mlfoundations/open_flamingo.
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9.2 Related work

Generative vision-language models output text conditioned on an image-text se-

quence. While many such architectures, such as BLIP-2 and LLaVa, can incorporate only

one image in their context [195, 273, 276, 277, 279, 282], autoregressive vision-language

models accept interleaved image-text sequences, enabling in-context learning.

We chose to replicate Flamingo because of its strong in-context learning abilities.

Aggregated across evaluation sets, Flamingo models see steady performance improve-

ments up to 32 in-context examples [22]. This is in contrast with other autoregressive

vision-language models, for example Kosmos-1 [254]; on captioning tasks COCO [117]

and Flickr-30K [149], Kosmos-1 shows performance improvements up to 4 in-context

examples, but performance degrades when using 8 in-context examples.

Open-source image-text datasets. Proprietary autoregressive vision-language mod-

els are typically trained on closed-source datasets [22, 253, 254, 275]. For example,

Flamingo relies on image-text pairs from the ALIGN dataset [283] and interleaved image-

text sequences from the M3W dataset [22]; both are unavailable to the public. Recent

efforts to replicate these web-scraped datasets include LAION-2B, a dataset of image-

text pairs, and Multimodal C4 [19] and OBELISC [284], datasets of image-text sequences.

We use LAION-2B and Multimodal C4 for training OpenFlamingo models. Laurençon

et al. [284] also train 9B and 80B Flamingo-style models; their models differ in the

choice of pretraining dataset (OBELISC instead of Multimodal C4) and language model

(LLaMA-9B [277] instead of the MPT and RedPajama-3B models [280, 281]).
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Model Language model Cross-
attention
interval

<image>

and
<|endofchunk|>

OpenFlamingo-3B MPT-1B [280] 1 Trainable
OpenFlamingo-3B (Instruct) MPT-1B (Instruct) [280] 1 Trainable
OpenFlamingo-4B RedPajama-3B [281] 2 Frozen
OpenFlamingo-4B (Instruct) RedPajama-3B (Instruct) [281] 2 Frozen
OpenFlamingo-9B MPT-7B [280] 4 Trainable

Table 9.1: Architecture details of the OpenFlamingo models. All five models use
a CLIP ViT-L/14 vision encoder [23]. A cross-attention interval of 4 means that a
cross-attention module is inserted every 4th language model layer. Note that Open-
Flamingo models labeled (Instruct) use language models that were finetuned on lan-
guage-only tasks; we have not instruction-tuned OpenFlamingo models on vision-lan-
guage tasks.

9.3 Approach

9.3.1 Architecture

We match the Flamingo architecture [22]. Given an interleaved sequence of images

with text tokens, OpenFlamingo models predict the next text token conditioned on all

previous text tokens and the last preceding image. Text tokens attend to their corre-

sponding images via dense cross-attention modules, which we attach to the layers of a

frozen, autoregressive language model. To embed images, we extract patch features from

a frozen vision encoder and pass these through a trainable Perceiver resampler [285].

As a preprocessing step, we first mark the locations of images in the text sequence

with <image> tokens. We also insert <|endofchunk|> tokens after the text tokens following

an image; e.g. the sequence x Hello world, where x is an image, would be preprocessed

into <image> Hello world <|endofchunk|> .

Unlike Flamingo, we do not support video inputs at this time. We leave this for

future work.

Table 9.1 describes the five OpenFlamingo models based on their language model and

density of cross-attention layers; all models use CLIP ViT-L/14 [23] as a vision encoder.
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(A) LAION-2B (B) Multimodal C4

(C) ChatGPT-generated data

Golden Week (ゴールデンウィーク ) is one of the busiest holidays in Japan.

that occur within seven days every spring. Combined with weekends, the holidays 
allow for almost the entire nation to take time off work and travel, making it the 
longest vacation period of the year for most Japanese employees. Transportation 
prices soar, hotels book up in advance, and whole towns’ populations seem to 

travel around and even outside of Japan. Shōwa Day is a Japanese [...] 

Milk comes from cows.

Eggs come from chickens.

Golden Week refers to a collection of four national Japanese  holidays

Golden Week is the most popular time for Japanese people to 

Manuelina Culinary Pasta Program 

empty out.

Figure 9.3: Samples from (A) LAION-2B [96], (B) Multimodal C4 [19], and (C)
ChatGPT-generated data.

In most cases, the <image> and <|endofchunk|> embeddings are trainable, while other

text embeddings are frozen. For the OpenFlamingo-4B models, all embeddings are frozen,

including the randomly initialized <image> and <|endofchunk|> embeddings. This was

due to complications with gradient masking when using Fully Sharded Data Parallel

(Section 9.3.3).

9.3.2 Training data

We train our models on a mixture of image-text pairs and interleaved image-text

sequences. During training, we sample dataset shards with replacement using the Web-

Dataset format [286].

LAION-2B [96]. When training Flamingo, Alayrac et al. [22] use ALIGN [283], a

closed-source dataset of over 1B single images paired with short alt-text captions. To

train OpenFlamingo, we replace ALIGN with LAION-2B, an open-source web-scraped

dataset consisting of 2B image-text pairs (Figure 9.3A). We use part of the English

subset and truncate captions to 32 tokens. All image-text pairs in LAION-2B have a
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Figure 9.4: Histograms of the number of text tokens and images per MMC4 sequence,
based on a sample of 1,000 sequences. Sequences are long with few images.

cosine similarity of at least 0.28 according to CLIP ViT-B/32.

Multimodal C4 [19]. In addition to image-text pairs, Alayrac et al. [22] train Flamingo

using M3W, an internal web-scraped dataset of 43M interleaved image-text sequences.

We replace M3W with Multimodal C4 (MMC4), an open-source dataset of 101M in-

terleaved samples (Figure 9.3B). Unlike M3W or OBELISC [284], which directly parse

HTML documents to extract multimodal sequences, MMC4 uses CLIP to soft align im-

ages with sentences in a document. To ensure data quality, we exclude images if their

cosine similarity with the subsequent text falls below 0.24, according to CLIP ViT-L/14.

Sequences contain between 1 and 6 images (median 2). To encourage learning from se-

quences with multiple images, we reject single-image sequences with probability 0.5. The

resulting distribution is shown in Figure 9.4.
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Dataset Median images per sequence Median tokens per sequence

LAION-2B 1 17
MMC4 2 256
ChatGPT 3 56

Table 9.2: Statistics for training datasets. “ChatGPT” stands for the ChatGPT–
generated sequences. The median numbers of images and tokens per sequence were
calculated using a random sample of 1,000 sequences.

Synthetic data. For the OpenFlamingo-4B models, we also experimented with train-

ing on ChatGPT-generated synthetic data (Figure 9.3C) These 417K image-text se-

quences were generated by prompting ChatGPT to generate a sequence of interleaved

text and image alt-texts (in place of images). The alt-texts are used to retrieve a corre-

sponding images from LAION-5B. The median number of images per sequence is higher

than in MMC4, while the median number of text tokens is lower (Table 9.2). We release

these sequences through the OpenFlamingo repository.

9.3.3 Training details

OpenFlamingo models were trained for 60M interleaved (MMC4) examples1 and 120M

LAION-2B examples. All models are trained using the next-token prediction objective

and optimized with AdamW. The learning rate is linearly increased at the beginning of

training, and then held constant at 1e-4 throughout training. We apply weight decay of

0.1 on the dense cross attention layers. The batch size for LAION-2B is twice the batch

size of the interleaved dataset (MMC4, optionally with ChatGPT-generated sequences),

and the loss weights are set to Flamingo defaults of 1 and 0.2 for MMC4 and LAION-2B

respectively. We accumulate gradients over both datasets between optimizer steps.

1OpenFlamingo-4B models use both MMC4 and ChatGPT-generated data as interleaved sequences;
60M interleaved examples translates to approximately 240K ChatGPT-generated sequences and 59.8M
MMC4 sequences. Other models train on 60M MMC4 examples.
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Figure 9.5: MMC4 and LAION-2B language modeling loss throughout training.
Curves shown with Gaussian smoothing with window size 100.

Model GPU type Sharding strategy Precision

OF-3B A100-80GB DDP fp32
OF-3B (I) A100-40GB DDP fp32
OF-4B A100-40GB FSDP fp32
OF-4B (I) A100-40GB FSDP fp32
OF-9B A100-80GB DDP amp bf16

Table 9.3: Training used either DistributedDataParallel (DDP) or FullyShardedDat-
aParallel (FSDP) [287].

Distributed training. We train all models using 64 GPUs distributed across 8 nodes

on Stabilty AI’s cluster (Table 9.3). OpenFlamingo-4B models were trained using model

sharding with Fully Sharded Data Parallel [287]; other models were trained using only

data parallel.

Loss curves. Figure 9.5 tracks LAION-2B and MMC4 loss over the course of training.

After an initial improvement, MMC4 loss decreases very slowly. We speculate that, since

MMC4 sequences tend to include long paragraphs between images (Figure 9.2), most text

tokens can be generated without referencing the image. Thus, the loss may be dominated

by whether the frozen language model can fit unrelated paragraphs of text.
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9.3.4 Evaluation method

We evaluate OpenFlamingo on seven vision-language datasets including captioning

(COCO [288], Flickr-30K [289]), visual question answering (VQAv2 [290], OK-VQA [291],

TextVQA [292], VizWiz [293]), and rank classification (HatefulMemes [294]). For each

dataset, we measure performance at 0, 4, 8, 16, and 32 in-context examples. Evaluation

was done in automatic mixed precision, with linear layers computed in bfloat16.

Selecting in-context examples. For each evaluation example, we sample in-context

examples from the training split uniformly at random.

Evaluation subsets. We evaluate on the dataset splits used by Alayrac et al. [22]. We

run each evaluation across three seeds, where the randomness is over selected in-context

demonstrations, and average the results to obtain our final scores.

Prompts. For captioning tasks, we format demonstrations as <image>Output: [caption],

replacing [caption] with the ground-truth caption. For VQA, we format examples as

<image> Question: [question] Short answer: [answer]. For HatefulMemes, we prompt

the model with <image> is an image with: ‘[text]’ written on it. Is it hateful? Answer:

[answer].

Following Alayrac et al. [22], we prompt the model with two in-context examples

during zero-shot evaluations, removing their images, and for classification tasks, we im-

plement prompt ensembling by averaging logits across 6 permutations of the in-context

examples.

Decoding parameters. We evaluate captioning and VQA using beam search with 3

beams, stopping generation at 20 tokens for captioning, 5 tokens for VQA, or whenever
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Benchmark Shots Fl-3B Fl-9B OF-3B OF-3B (I) OF-4B OF-4B (I) OF-9B

COCO [288]

0 73.0 79.4 74.9 (0.2) 74.4 (0.6) 76.7 (0.2) 81.2 (0.3) 79.5 (0.2)
4 85.0 93.1 77.3 (0.3) 82.7 (0.7) 81.8 (0.4) 85.8 (0.5) 89.0 (0.3)
32 99.0 106.3 93.0 (0.6) 94.8 (0.3) 95.1 (0.3) 99.2 (0.3) 99.5 (0.1)

Flickr-30K [289]

0 60.6 61.5 52.3 (1.0) 51.2 (0.2) 53.6 (0.9) 55.6 (1.3) 59.5 (1.0)
4 72.0 72.6 57.2 (0.4) 59.1 (0.3) 60.7 (1.2) 61.2 (0.5) 65.8 (0.6)
32 71.2 72.8 61.1 (1.3) 64.5 (1.3) 56.9 (0.7) 53.0 (0.5) 61.3 (0.7)

VQAv2 [290]

0 49.2 51.8 44.6 (0.0) 44.1 (0.1) 45.1 (0.1) 46.9 (0.0) 52.7 (0.2)
4 53.2 56.3 45.8 (0.0) 45.7 (0.1) 49.0 (0.0) 49.0 (0.0) 54.8 (0.0)
32 57.1 60.4 47.0 (0.1) 44.8 (0.1) 43.0 (0.2) 47.3 (0.0) 53.3 (0.1)

OK-VQA [291]

0 41.2 44.7 28.2 (0.2) 28.7 (0.1) 30.7 (0.1) 31.7 (0.1) 37.8 (0.2)
4 43.3 49.3 30.3 (0.5) 30.6 (0.2) 35.1 (0.0) 34.6 (0.0) 40.1 (0.1)
32 45.9 51.0 31.0 (0.1) 30.6 (0.1) 26.4 (0.2) 34.7 (0.3) 42.4 (0.0)

TextVQA [292]

0 30.1 31.8 24.2 (0.2) 23.1 (0.2) 21.0 (0.3) 21.1 (0.4) 24.2 (0.5)
4 32.7 33.6 27.0 (0.3) 28.1 (0.4) 25.9 (0.0) 27.2 (0.3) 28.2 (0.4)
32 30.6 32.6 28.3 (0.2) 28.5 (0.1) 14.1 (0.2) 23.2 (0.2) 23.8 (0.2)

VizWiz [293]

0 28.9 28.8 23.7 (0.5) 23.4 (0.3) 18.8 (0.1) 21.5 (0.2) 27.5 (0.2)
4 34.0 34.9 27.0 (0.3) 27.7 (0.1) 26.6 (0.5) 26.5 (0.4) 34.1 (0.7)
32 45.5 44.0 39.8 (0.1) 39.3 (0.4) 23.1 (1.1) 31.3 (0.2) 44.0 (0.5)

HatefulMemes [294]

0 53.7 57.0 51.2 (2.5) 50.1 (2.2) 52.3 (2.3) 53.1 (2.2) 51.6 (1.8)
4 53.6 62.7 50.6 (0.8) 49.5 (0.6) 51.5 (1.4) 54.9 (1.1) 54.0 (2.0)
32 56.3 63.5 50.2 (1.8) 47.8 (2.2) 52.2 (1.2) 54.9 (1.1) 53.8 (2.1)

Table 9.4: Evaluation results across seven vision-language datasets using 0, 4, and
32 in-context examples. “OF-3B (I)” refers to OpenFlamingo-3B (Instruct), the 3B
model trained with a language-instruction-tuned backbone, while “Fl-3B” refers to
Flamingo-3B. Flamingo results taken from Alayrac et al. [22]. The highest number in
each row is bolded.

the model produces an <|endofchunk|> token. For HatefulMemes, we compute the log-

likelihood of completions “yes” and “no” and answer with the most likely completion.

Metrics. For captioning, we use CIDEr score [115]. For VQA, we report VQA accuracy,

i.e., exact match accuracy over a set of ground truth answers [290]. For HatefulMemes,

we compute AUC ROC.

9.4 Results

In Table 9.4, we compare OpenFlamingo and Flamingo models across 0, 4, and 32

in-context examples. On average, OpenFlamingo-3B, -3B (Instruct), -4B (Instruct), and

-9B attain more than 86% of the performance of their corresponding Flamingo models
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(Figure 9.1).

In the 0- and 4-shot regimes, OpenFlamingo models approach or match Flamingo per-

formances on several datasets. For example, OpenFlamingo-9B improves upon Flamingo-

9B’s 0-shot performance on VQAv2 (51.8% → 52.7% VQA accuracy) and COCO (79.4 →

79.5 CIDEr), and OpenFlamingo-9B approaches Flamingo-9B’s 0-shot performance on

Flickr-30K and VizWiz. Moreover, OpenFlamingo-9B approaches the 4-shot performance

of Flamingo-9B on COCO, VQAv2, and VizWiz.

However, on OK-VQA and TextVQA, OpenFlamingo models are notably weaker than

their Flamingo counterparts: OpenFlamingo-9B underperforms Flamingo-9B in 0-shot

evaluations by 6.9 percentage points on OK-VQA and 7.8 percentage points on TextVQA.

OpenFlamingo-3B also underperforms Flamingo-3B by 4.6 percentage points in 0-shot

VQAv2 accuracy. The reason for generally low VQA performance is unclear, although

discussions in Section 9.5.2 may be related.

Extrapolating to more in-context examples. In Figure 9.6, we plot performance

as a function of the number of in-context examples. We observe that the OpenFlamingo-

3B and -9B models generally improve with the number of in-context examples. However,

the rate of improvement is lower than the Flamingo models: in the bottom right corner

of Figure 9.6, we observe that gaps between OpenFlamingo-9B and Flamingo-9B widen

with the number of in-context examples. We speculate that this behavior may stem from

the quality of our pre-training data, which mostly consists of sequences with few images

(Table 9.2). In contrast with the -3B and -9B models, which generally improve with more

in-context examples, the OpenFlamingo-4B models unexpectedly degrade in performance

after 4 or 8 shots. The 4B models use RedPajama language models [281] instead of MPT

backbones [280]; they also use frozen <image> and <|endofchunk|> embeddings. We

investigate the effect of the latter in Section 9.5.1.
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Figure 9.6: Evaluation results per dataset across 0, 4, 8, 16, and 32 in-context exam-
ples. Each point is the average across three evaluation runs, where the randomness
is over choice of in-context demonstrations. Error bars are standard deviations over
random seeds.

Trends by model size. OpenFlamingo-9B generally outperforms smaller models, ex-

cept on HatefulMemes and for large numbers of in-context examples on Flickr-30K and

TextVQA. However, OpenFlamingo-4B models often underperform the smaller 3B mod-

els, including on Flickr-30K, HatefulMemes, TextVQA, and VizWiz.

Effect of language instruction-tuning. We train two OpenFlamingo models at each

of the 3B and 4B scales: one model using a base language model, and one with an

instruction-tuned variant of the same language model. In the lower right corner of Fig-

ure 9.6, we observe that the instruction-tuned variants of MPT-1B and RedPajama-3B

on average outperform the base models. The difference is starkest for RedPajama-3B.

Transfer of language instruction tuning to vision-language tasks was previously reported

in Huang et al. [254], Li et al. [278].
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Figure 9.7: OpenFlamingo-9B and Flamingo-9B performance relative to fine-tuned
SoTA performance.

Comparison to fine-tuned state-of-the-art. Figure 9.7 plots each model’s perfor-

mance relative to fine-tuned state-of-the-art performance, as listed on Papers With Code

on June 19, 2023. OpenFlamingo-9B averages more than 62% of fine-tuned state-of-the-

art performance with 32 RICES-selected in-context examples, compared to 72% achieved

by Flamingo-9B.

9.5 Discussion

9.5.1 Frozen embeddings

In Section 9.4, we observed that OpenFlamingo-4B models underperform their 3B

counterparts on most datasets. One notable way the OpenFlamingo-4B models differ

from the 3B and 9B models is that their <image> and <|endofchunk|> embeddings are

randomly initialized and frozen, rather than trained.

In Table 9.5, we investigate the effect of this difference. We train small models

using OPT-125M as a language model [238] to 20M interleaved samples (one-third of
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0-shot 4-shot 8-shot

COCO
trainable 46.5 58.6 61.2
frozen 41.9 (−4.6) 54.5 (−4.1) 57.4 (−3.8)

VQAv2
trainable 17.6 23.2 28.7
frozen 5.5 (−12.1) 8.4 (−14.8) 18.8 (−9.9)

Table 9.5: COCO and VQAv2 validation performance when using trainable <image>
and <|endofchunk|> embeddings compared to frozen, randomly initialized embed-
dings. The model used in this experiment is based on CLIP ViT-L/14 and OPT
125M, with cross-attention every layer, and trained on 20M interleaved samples, in-
cluding ChatGPT-sequences.
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Figure 9.8: Validation split performance for OpenFlamingo-9B across training: while
COCO CIDEr improves throughout training, VQAv2 performance is more stagnant.

full training). Freezing the <image> and <|endofchunk|> embeddings results in a drop of

4.6 CIDEr for 0-shot COCO, and 12.1% accuracy for 0-shot VQAv2. This suggests that

frozen <image> and <|endofchunk|> embeddings may impact downstream trends.

9.5.2 VQAv2 validation trends

During development, we used the VQAv2 validation set as a temperature check for

visual question answering capabilities. In this section, we discuss trends observed during

development.

Training dynamics. To understand how evaluation performance evolves over the

course of training, Figure 9.8 plots validation performance of OpenFlamingo-9B on
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VQAv2 validation
Shots

Language model 0 4

OPT-125M 17.6 23.2

OPT-1.3B 32.8 27.2

MPT-1B (Instruct) 41.9 43.7

MPT-7B 47.4 49.4

Table 9.6: VQAv2 validation performance at 20M interleaved samples across different
language models. Performance largely differs between language models.

Counting Verbosity Non-central object

Q: How many people are on the sidewalk? Q: What is this sheep trying to do? Q: What color are the curtains?

OF-9B: “one” OF-9B: “it is trying to get” OF-9B: “green”

Ground truth: {“4”, “5”} Ground truth: {“get out”, “escape”} Ground truth: {“yellow”, “gold”}

Table 9.7: OpenFlamingo-9B errors from the VQAv2 validation split. Common failure
modes for OpenFlamingo including counting, giving answers that are too verbose (and
thus truncated), and answering about the central object in the image rather than the
non-central object in the question.

COCO and VQAv2 throughout training. While COCO performance steadily improves,

VQAv2 progress is flatter. This matches trends reported by Li et al.[278].

Effect of language model. Although additional training did not dramatically affect

VQAv2 performance, changing language model backbones did. Table 9.6 illustrates this

effect on the VQAv2 validation split; notably, switching from OPT-1.3B to MPT-1B

(Instruct) added nearly 10 percentage points in 0-shot performance. We hypothesize

that the language model has similarly large effects for other VQA tasks.

Common VQA failure modes (Table 9.7). OpenFlamingo models struggle with

counting; on the VQAv2 validation split, OpenFlamingo-9B scores 30.5% on questions
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with numerical answers, compared to 70.6% on yes / no questions. Additionally, because

VQA accuracy uses an exact match criterion for generations, models must answer con-

cisely to score well; OpenFlamingo models are often too verbose. Finally, VQA questions

can ask about objects other than the central object in the image; models sometimes

answer about the central item instead.

9.5.3 Applications of OpenFlamingo

Multiple models have already developed on top of OpenFlamingo. Li et al. [295]

fine-tuned OpenFlamingo on MIMIC-IT [296], a multi-image/video instruction following

dataset, creating Otter, a multimodal assistant. Gong et al.[297] released Multimodal-

GPT, an OpenFlamingo model instruction fine-tuned on both vision and language in-

struction datasets. We hope the community continues to use OpenFlamingo models.

9.5.4 Limitations

OpenFlamingo models carry the same risks as their foundational language models. In

particular, these models train on web-scraped data, and they have not undergone safety-

focused fine-tuning. Models thus may produce unexpected, inappropriate, or inaccurate

outputs. We hope to further investigate the safety properties of autoregressive vision-

language models like OpenFlamingo.
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VisIT-Bench: A Benchmark for

Vision-Language Instruction

Following

10.1 Introduction

A long-standing challenge for artificial intelligence is to build general-purpose assis-

tants that can, in collaboration with humans, solve diverse and never-before-seen tasks

[298]. For textual tasks, several recent works [10, 205, 200, 299, 300, 301] have shown

that fine-tuning language models such as GPT-3 and LLaMA with supervised instruc-

tion+response examples [8, 239, 258] enables them to respond to imperative requests and

questions without task-specific training. Zero-shot generalization is promising not only

for standard academic benchmarks, but – perhaps more-so – for creative, useful, and

real-world queries that downstream users of language technologies are likely to make.

On the multimodal side, recent instruction-following vision-language models also pro-

vide a zero-shot interface. Given an image (or multiple images) and a query (e.g., “how
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Instruction 

Create a catchy title 
for a country song 
based upon the 
advice printed on the 
wheel cover.

Instruction-Conditioned Caption 

There is a jeep parked on the street with 
the top down. There is a wheel cover on the 
spare tire in the back with an inscription 
that says, "Quit your Job, Buy a Ticket, Get a 
Tan, Fall in Love, Never Return."

Human-Verified GPT4 Response 

"Tan Lines & Ticket Stubs: A Love Story 
Unbound" - A country song about 
leaving it all behind, finding love, and 
embracing the freedom of the open 
road.

Figure 10.1: An example from VisIT-Bench, featuring an image, a challenging in-
struction, an instruction-conditioned caption, and a human-verified GPT4 response.
These elements are used for evaluating multimodal chatbots and updating a dynamic
leaderboard.

many apples are in this image?” or “What is this?” or “Write a poem in the style

of Robert Frost about this scene.”) a textual response is provided. Recent works like

OpenFlamingo [20, 22], LLaVA [276] and others [302, 303, 304, 305, 279], have imple-

mented this interface with promising initial results. Although standard benchmarks like

VQAv2 [306] and COCO captioning [117] are commonly used to assess performance, less

is know about how models perform on broader, open-ended queries that resemble real-

world user behavior. Evaluations of such queries typically rely on informal and qualitative

approaches.

To support quantitative evaluation for this setting, we present VisIT-Bench (Visual

InsTruction Benchmark), a dynamic benchmark consisting of 592 challenging vision-

language instructions. Each instance contains an instruction, input image(s), a instruction-

conditioned caption (a human-crafted caption for the image(s)/instruction), and a human

verified reference (Figure 10.1). Instructions are image-contextual imperative requests or

questions, e.g., for an image of pancakes, a user asks “how can I cook this in a healthy

way?”. Different from existing zero-shot evaluations, many of the instructions focus on

open-ended generation requests (e.g., “write a poem...” or “what should I bring if I were

to visit here?”).

We created VisIT-Bench to cover a wide array of “instruction families”. Our starting
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point was a set of 70 “wish-list” tasks such as “home renovation” and “gardening tips”

collected by the authors:1 each requiring varied high-level skills from recognition to

complex reasoning (Figure 10.2). We derived 25/70 instruction families from benchmark

tasks such as Visual Question Answering (VQA) [307] and robust change captioning [308]

into a chatbot-style format (this reformatting differs from prior work [276, 279, 302], as

we focus on open-ended chatbot style responses.). Notably, 10 of these repurposed tasks

involve multiple images.

We started with 10 images for each instruction family. Our annotators, guided by an

example, create a new instruction, and provide a (permissively licensed) image. For each

instruction, we next collect instruction-conditioned captions – unlike prior work [309, 310]

these descriptions are designed not only to describe the image in general, but also, surface

information targeted to the instruction. Finally, we use instruction-conditioned captions

to generate a reference candidate output from GPT-4; an additional human verification

step discards GPT-4 references deemed to be incorrect.

We conduct a large-scale empirical comparison of multimodal instruction-following

models using VisIT-Bench (Section 10.4). We first gather predictions for each instance

from 7 candidate models. Then, we collect 5K human judgements of output quality

by pitting model outputs head-to-head, and (in a forced-choice setup) crowd-sourcing

pairwise preference judgements. This analysis not only reveals significant differences

between models (e.g., that LLaVA-13b [276] is generally preferred to Panda [305]), but

also, that the human verified references in our corpus are preferred significantly more than

the ones generated using multimodal models. We summarize head-to-head comparisons

with two metrics: 1) Elo ratings [311, 312], which provide relative “skill” rating estimates

encoding the probability that model A will be preferred to model B; and 2) win rate versus

1We recognize that promising applications may not be covered by our set; and we don’t necessar-
ily advocate for deploying models in all cases we cover – we hope VisIT-Bench can help to quantify
shortcomings and risks.
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Reasoning Over 
Plots

How much is the 
browser usage for 
Firefox and Safari?

Art Knowledge

Teach me about this 
painting.

Recognition

Where is this?

Location 
Understanding

If you are going for a 
picnic at this location, 
what items should you 

carry with you?

Contextual 
Knowledge of Events

Tell me what is notable 
or important about the 

event in this photo.

Figurative Speech 
Explanation

Someone said that this 
man is an angel. Why?

Chemical 
Identification

Which chemical 
compound does this 

image represent?

Hazard Identification

If you are driving and 
come across this 

scenario, what should 
you do?

Game Playing

What is the poker hand 
shown in the picture? 
Is this a good hand?

Home Renovation

Here is a photo of my 
bathroom. How can I 

design it nicer?

Figure 10.2: A sample from the 70 instruction families in VisIT-Bench representing
tasks we envision instruction-following vision-language models should be able to follow.

our references, which provides an absolute metric. The best model according to human

judgement is LLaMA-Adapter-v2 [303], yet it only wins in a pairwise setting against the

reference in 27.4% of cases.

Finally, we design an automated evaluation for VisIT-Bench, utilizing GPT-4 to rank

pairs of model responses based on factors like correctness, relevance, and fluency. Using

the instruction-conditioned caption and the instruction, GPT-4 determines the better

response between two options, expediting iteration compared to human preferences. We

explore reference-free and reference-backed versions of this metric. Compared to various

metrics (BLEU-4 [113], ROUGE-L [124], METEOR [114], CIDEr [115], and BERTScore

[112]), our evaluation aligns best with human preferences. For example, it achieves a

94% agreement rate in the cases where all five annotators agree. See Figure 10.7 for a

schematic of the process.

While it is difficult to a priori envision all possible scenarios under which more per-
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MultiInstruct [316] Owl [279] InstructBLIP [302] M3IT [313] LVLM [315] GAVIE [314] VisIT-Bench
Number of Models 1 5 3 4 8 5 10
Number of Skills Tested 9 6 13 13 47 16 70
Multiple-Images ✗ ✓ ✗ ✗ ✗ ✗ ✓

Video ✗ ✗ ✓ ✓ ✗ ✗ ✗

Multi-Turn Conversations ✓ ✓ ✓ ✓ ✓ ✗ ✗

Multilingual Conversations ✗ ✓ ✗ ✓ ✗ ✗ ✗

Instruction-conditioned Captions ✗ ✗ ✗ ✗ ✗ ✗ ✓

Chatbot-style Responses ✗ ✗ ✗ ✗ ✗ ✗ ✓

Dataset-specific Evaluation ✓ ✓ ✓ ✓ ✓ ✗ ✗

Human Evaluation ✗ ✓ ✗ ✗ ✓ ✗ ✓

Auto/GPT-4 Evaluation ✗ ✓ ✗ ✓ ✗ ✓ ✓

Win-rates* ✗ ✓ ✗ ✓ ✗ ✓ ✓

Elo Rating ✗ ✗ ✗ ✗ ✓ ✗ ✓

Table 10.1: Comparison with related works for evaluating instruction-following vi-
sion-language models. Win-rates* refers to the model win-rates against a reference
output/model.

formant multimodal chatbots might be used, we hope VisIT-Bench can provide a path to

improving vision-language models “in the wild.” Table 10.1 presents a summary of our

contributions in comparison to the recent works [279, 302, 313, 314, 315, 316] in the eval-

uation of multimodal chatbots. We publicly release VisIT-Bench data, code, and auto-

matic metrics to facilitate future model evaluations, available in https://visit-bench.

github.io/.

10.2 VisIT-Bench: A Real-World Inspired VL In-

struction Following Benchmark

VisIT-Bench was built to emulate real-world applications of multimodal models through

image-text tasks, creating an extensive and practical benchmark. These tasks, or ‘instruc-

tion families’, are seen as key capabilities of a high-performing vision-and-language model.

Although our selections are not exhaustive, they provide a broad basis for evaluating

beyond academic benchmarks. We prioritize family coverage vs. number of instances-

per-task. The final corpus, comprising 592 instances and 1,159 public images, can be

found at VisIT-Bench Sheet and VisIT-Bench Sheet Multi-Images. VisIT-Bench in-
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“Provide a highly descriptive caption to allow a 
text-only recipient to follow the instruction”

Instruction Generation
“Create a new, challenging instruction 
inspired by the seed task for that family”

Model Output Evaluation
“Evaluate model predictions by answering the 

following questions…”.

Image

Seed
Instruction

Why is he waving? What 
happened in this event?

Output Martin Luther King Jr. is waving 
to acknowledge and greet the 
crowd of protesters who have 
gathered to hear him speak [...]

New 
Instruction

Why is this guy raising his hand?

Selected 
Image

Image

Instruction There is one color of candy 
in the bowl that is missing 
from the spoon. Which color 
is not represented in the 
spoon full of candies?

Annotated
Caption

Brightly colored round 
candies, with colors of red, 
orange, yellow, green, pink 
and dark brown. A purple 
spoon is raised above the bin 
of candy, bringing them in for 
a close-up. The spoon has 
red, orange, yellow, green 
and dark brown candy in it.

Instruction I am the player with the white chess 
pieces. Is there a move I can take on 
this turn to capture one of my 
opponent’s pieces?

Image

GPT-4 
Output

Yes, you can capture the black pawn 
at e5 with your white pawn at e4.

Output 
Eval

Does GPT-4 correctly follow the instruction? 
[   ] Yes [X] No
If answered ‘No’ for the above, mark one of 
the following:
[   ] N/A
[X] The dense caption is detailed enough, 
the problem is in GPT-4’s answer
[  ] The dense caption is underspecified, not 
GPT-4’s fault

Task 
Family

Contextual Knowledge of Events

Instruction-
Conditioned
Caption

There is a wooden chess board [...] 
The black rooks are at a8 and h8. The 
black knights are at c6 and g8. [...]

Instruction-Conditioned Caption Generation

Figure 10.3: Data collection steps: (1) Instruction Generation - Annotators derive
instances from a seed task, see Figure 10.3 (left). (2) Caption Generation - Rich
instruction-conditioned captions are produced for GPT-4 references, shown in Fig-
ure 10.3 (middle). (3) Model Evaluation - GPT-4 responses are human-validated,
illustrated in Figure 10.3 (right). Top blocks show rater instructions; bottom blocks
depict outputs.

stances are either from 45 newly assembled instruction families or reformatted from 25

existing datasets.Notably, 10 instruction families cater to multi-image query scenarios

(e.g., Figure 10.4).

10.2.1 Data Collection

The authors of this work perform an initial annotation step of curating instruction

families. For each instruction family not derived from an existing task (45 out of 70), we

designate a name for the family (e.g., “Contextual Knowledge of Events”) and identify

an image-instruction pair that exemplifies the category, along with a sample response

(“Martin Luther King Jr. is waving to acknowledge and greet the crowd of protesters
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In this task you will be provided with two individual images i.e., BEFORE and AFTER. Please study them 
carefully and determine if the following sentence is correct (Answer "Yes"/"No"):  

NL
VR
2

None of the dogs in these images are wearing clothing.

Two small chihuahuas, one with all white 
fur, and the other with a light brown coat 
of fur on its back, but white fur on its 
head and neck, are near a small pink 
pillow that has large white words 
proclaiming, "BE MINE" on it. The all white 
chihuahua is resting its head on the 
pillow, while the other one is laying 
behind it.

1
A small all white chihuahua is standing 
and looking straight at the camera. It's 
wearing a pink and white polka-dotted 
dress, over which is a pink shirt with 
some white text on it. Under the dog is a 
cement walkway, and there is grass to the 
dog's right and to the right of the 
walkway.

2
GPT-4

No. The second image has a dog wearing a pink and white polka-dotted dress and a pink 
shirt with white text on it.

Figure 10.4: An example of a multi-image instruction task from VisIT-Bench. Origi-
nally sourced from NLVR2 [317], this task aims to evaluate visual reasoning skills. The
NLVR2 format includes a sentence to analyze, two images, and a binary response. Our
adaptation adds a zero-shot instruction prompt, a instruction-conditioned caption for
each image and a human-verified GPT-4 response. These enhancements, designed in
a chatbot-style interaction, facilitate automatic evaluation of future chatbot responses
to this instance.

[...]”). 10 sample familes are in Figure 10.2.

The following steps are carried out in collaboration with crowdworkers, who receive

an hourly wage of $18. These steps are outlined in Figure 10.3: (1) taking the im-

age/instruction example as a guiding seed task crowdworkers formulate a new instruction

that examines the same instruction family (“instruction generation”); (2) crowdworkers

create detailed image captions that describe the image and allow an entity, relying solely

on this text, to interpret and execute the given instruction successfully (“instruction-

conditioned caption generation”); (3) crowdworkers assess the correctness of GPT-4’s

response to the instruction (“model output evaluation”). We further elaborate on these

steps using human annotators below.
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Re-formatting existing datasets. 25/70 instruction families (corresponding to 25*10=250

instances) are re-formatted versions of existing vision-language tasks.2 This process in-

volves re-formatting tasks into chatbot-style instruction/response versions. In re-formatting,

we re-write instructions to retain the original task’s goal while maintaining the original

images, see Figure 10.4. These repurposed tasks are integrated into our data collection

process, ensuring uniformity between the chatbot-style answers in the full VisIT-Bench

instances and the reinterpreted tasks.

Instruction Generation. Here, annotators create a new instance from the same in-

struction family as a given example, along with an instruction and corresponding image.

For instance, in Figure 10.3 (left), the instruction family is “Contextual Knowledge of

Events”, and the example instruction is “Why is he waving? What happened in this

event?” alongside an image of Martin Luther King, Jr. To collect images, annotators

were instructed to use Openverse (https://openverse.org/) for Creative Commons licened

images.

Instruction-Conditioned Caption Generation. Annotators are provided with the

image and instruction, and are tasked to construct a caption that is rich enough to allow

an entity, solely receiving the text they author, to follow the instruction. This caption

will later facilitate GPT-4 reference candidate generation, and will be used for text-

only auto-evaluation. We call these instructions instruction-conditioned captions. See

Figure 10.3 (middle) for an example: an annotator doesn’t just mention the skittles and

a spoon, but, given the query regarding specific colors, they indicate the exact colors in

detail.

2Users of VisIT-Bench should also cite the original datasets.

158



VisIT-Bench: A Benchmark for Vision-Language Instruction Following Chapter 10

Model Output Evaluation. The goal of this stage is to gather human-validated ref-

erence chatbot responses for each multimodal instruction query. We initially obtain

response candidates from GPT-4 given the instruction and the instruction-conditioned

caption. GPT4’s prompt is: “Consider an image depicted by: ¡caption¿’. Now, briefly

follow this instruction, and you can add a short explanation: ¡instruction¿’. Response:

This prompt is employed for both single and multiple image instances, with appropriate

modifications for the latter. Then we verify each response with human annotators.3 If

a response is marked incorrect, the annotator identifies whether the issue lies with the

detail level of the instruction-conditioned captions or with GPT-4’s response itself. For

VisIT-Bench, we discard any case marked as incorrect for either reason.4 An example is

given in Figure 10.3 (right), where GPT-4’s candidate reference response aims to answer

a question about a chess position (which it does so incorrectly, and thus, the instance is

discarded).

10.2.2 Data Collection Annotation and Results

We conduct the data collection steps in Figure 10.3 using Amazon’s Mechanical Turk

(MTurk) platform. Prior to annotating, each MTurk worker passed a qualification test,

which involved five to ten sample tasks designed to assess their ability to generate high-

quality annotations.

Our annotation results are summarized in Table 10.2. We measure the throughput

of the collection and filtration pipeline. For single-image instances, our pipeline’s yield

was 91.5% from the original candidate set. However, the success rate dropped to 63.0%

in the more complex multi-image tasks, accompanied by an uptick in issues either in

3An alternate annotation scheme would have been to task annotators to write target responses from
scratch. The rationale for using GPT-4 verification instead is derived from prior results that show
promising human-machine collaboration of this form [318].

4The annotators are also tasked to screen for any offensive, unsound, or harmful advice present in
the responses. We did not find or discard any instances.
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Metrics Overall Single Multi

GPT-4 Correct (%) 87.3 91.5 63.0
Problem in Caption (%) 4.0 3.6 6.0
Problem in GPT-4 (%) 7.7 3.8 30.0

Table 10.2: Human rating metrics for the VisIT-Bench dataset: overall, single-, and
multi-image tasks.

Would a disabled wheelchair bound 
individual find it easy to go into this store?

BLIP2 Caption

a sign on a brick wall

Instruction-Conditioned Caption
This image is of an exterior store front 
and sidewalk, showing two portable 
wedge ramps, one green and one red. 
The ramps are positioned against the 
step to two retail doorways, and seem to 
bridge the vertical distance between the 
level of the sidewalk and the step up to 
the doorway. The ramps are printed with 
"STOPGAP.CA" on the top surface.

It is not possible to determine if a 
disabled wheelchair-bound individual 
would find it easy to go into the store 
based on the image of "a sign on a brick 
wall." Additional information about the 
store's entrance, accessibility features, 
and layout is needed to make that 
assessment.

Yes, a disabled wheelchair-bound 
individual would likely find it easy to go 
into this store, as the portable wedge 
ramps provide a smooth transition from 
the sidewalk to the doorway, making it 
more accessible for them.

GPT-4

GPT-4

Overall 
Success:

31%

Overall 
Success:

91%

Figure 10.5: This experiment evaluates the value of instruction-conditioned captions
in accurate instruction-following tasks. Given an image and instruction, GPT-4 gener-
ates responses using both a instruction-conditioned caption and a less detailed BLIP-2
[304] caption. The latter’s imprecision leads to an error, emphasizing the need for de-
tailed, task-specific captions.

the captions (6.0%) or GPT-4’s responses (30.0%). This drop suggests that multi-image

queries may pose a more difficult data collection challenge.

10.3 VisIT-Bench Analysis

We analyze the tasks, images, and instruction-conditioned captions of VisIT-Bench.

10.3.1 Are instruction-conditioned captions necessary?

To clarify the role of the instruction-conditioned captions we collect, we conducted

an experiment covering 150 single-image instances. Instead of using our instruction-

conditioned captions, we use BLIP2 [304] image captions, which is a state-of-the-art

image captioning model. We extract image captions, and feed them to GPT-4 as detailed
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earlier, to provide a text-based chatbot response. This process is depicted in Figure 10.5.

We manually evaluated whether the resulting output accurately followed the instruc-

tions. We find that while instruction-conditioned captions led to correct outputs in 91%

of the cases, the success rate fell to 31% when using BLIP2 captions (Table 10.2). These

results highlight the importance of instruction-conditioned captions in the construction

of VisIT-Bench, and show that the instances in our dataset are sophisticated enough such

that most are not solvable by using a simple Socratic model [319] baseline of caption →

LLM.

10.3.2 What skills are required for VisIT-Bench?

Following Wang et al. [320], for the VisIT-Bench instructions, we extract the most

frequent root verbs and their direct nouns (a full plot is in Figure 10.6). The most

common include: ‘answer question’, ‘write story/poem’, ‘create title’, etc. There’s also

a long-tail of diverse requests that demand comprehension, commonsense, and cross-

modal understanding, e.g., ‘identifying objects’ to ‘need ingredient’ to ‘connect device’.

Additional qualitative examination reveals a range of underlying skills required ranging

from ‘emotion identification’ to complex reasoning tasks such as ‘paper folding’.

10.3.3 What is contained in VisIT-Bench images?

We detect all the COCO [117] objects present in the images from our dataset using

Yolov5-L [321]; The most common detected objects in VisIT-Bench are “person” (∼ 900

detections), chair, and car (∼ 100). But, a long tail of rarer objects exists as well.Overall,

to perform well at VisIT-Bench, a model must account for a broad range of scenes and

objects.
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Figure 10.6: Most frequently occurring verbs (inner circle) and their top 4 direct nouns
(outer circle) in the VisIT-Bench instructions.

GPT-4

Instruction-
Conditioned 
Caption
A cave man 
with a 
headband is 
holding a 
money bill 
that has the 
face of a cave 
man on it.

PandaGPT
The unusual aspect of this image is that it appears to be a combination of two different 
scenes or images. The main focus is a cartoon drawing of a man holding a sign that says 
"ART." However, there are also elements of a kitchen, such as a refrigerator, a microwave, 
and a clock, which do not seem to be related to the "ART" theme. This juxtaposition of 
unrelated subjects in the same image creates a peculiar and unexpected visual effect.

InstructBLIP
An unusual aspect of this image is the man's appearance. He has long hair, a beard, and is 
wearing a loincloth, which is an ancient form of clothing worn by men in some cultures. 
Additionally, he is holding a stack of money in his hand, which is a modern-day item. This 
combination of ancient and modern elements creates an interesting contrast and raises 
questions about the context and purpose of the image.

What is unusual 
about this image?

InstructBLIP

Figure 10.7: ELO-based evaluation for VisIT-Bench: Our reference-free approach uses
a GPT4 evaluator to compare two instruction-following models with an instruction
and a instruction-conditioned caption. The instance is obtained from an existing
dataset, WHOOPS! [322].

10.4 Experiments

We evaluate a range of state-of-the-art publicly accessible vision-and-language chat-

bots on the 592 instances in VisIT-Bench. In Section 10.4.1, we provide the details of

the instruction-following models in our benchmark. Following this, we collect the human

preferences for pairwise model generations to achieve a human-guided Elo ranking and

the win-rates against the reference of the models in Section 10.4.2. We then develop
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automatic evaluation on VisIT-Bench in Section 10.4.3, that can be scaled and improved

given new and improved models. Finally, we establish the trustworthiness of our auto-

matic evaluation method by performing agreement analysis with the human judgments

in Section 10.4.3.

10.4.1 Models

We evaluate LLaVA-13B [276], InstructBLIP-13B [302], MiniGPT4-7B [323], mPLUG-

Owl-7B [279], LlamaAdapter-v2-7B [303], PandaGPT-13B [305], VisualChatGPT [173],

Multimodal GPT [297], OpenFlamingo v1 [20] , Otter v1 [295], Lynx [324] and idefics [284].

For the execution-based VisualChatGPT [173], we implement a chat window for each

sample, hold inputs and intermediate chains of thoughts and actions in memory, and

feed the images and the instruction sequentially. For OpenFlamingo [20] and Otter [295],

we feed the image(s) and the instruction in an interleaved format. For the others, we

feed the image to the vision feature extractor and feed the instruction as a prompt to

the text encoder.5

10.4.2 Human Evaluation

We collect 5K pairwise human preference judgements across an initial set of 6 models

and the human-verified references. For 1K uniformly randomly sampled tuples of (query,

model A, model B), we collect 5 crowdworker judgements each. Preferences are collected

in a “forced choice” setting, annotators are instructed to decide based on accuracy, help-

fulness, and detail. We summarize the results with two metrics:

Relative metric: EloWe follow Zheng et al. [312] and compute Elo ratings, treating

5Following the authors’ instructions, we run all models using default settings to obtain the best
possible responses. We include specific samples for reproducibility. We acknowledge hyperparameter
impact and are willing to reassess submissions to VisIT-Bench if conditions were sub-optimal.
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Model Elo matches Win-rate vs. reference (w/ # ratings)

Single Image Human Verified GPT-4 Reference 1223 1439 –
LLaVA (13B) 1085 1462 26.23% (n=244)
LlamaAdapter-v2 (7B) 1061 1507 27.41% (n=259)
mPLUG-Owl (7B) 995 1345 14.95% (n=214)
InstructBLIP (13B) 957 1315 12.37% (n=194)
MiniGPT-4 (7B) 893 1513 14.72% (n=299)
PandaGPT (13B) 786 1441 10.48% (n=229)

Multiple Images Human Verified GPT-4 Reference 1193 210 –
mPLUG-Owl 997 190 15.38% (n=78)
Otter v1 917 147 3.17% (n=63)
OpenFlamingo v1 893 171 4.35% (n=69)

Table 10.3: Human scoring results for the models, shown as both an ELO rating and
win-rate against the reference. In total, this summarizes 5.0K pairwise human judg-
ments. matches column indicates the number of total matches in which a particular
model participates. Win-rate vs. reference indicates the win-rate of a model against
the reference outputs.

each pairwise human judgement as a “match.”6 The difference between the Elo ratings

of two different models provides an estimate for the win probability when pitting model

A vs. model B.

Absolute metric: Win rate vs. reference. We provide a win-rate vs. the human-

verified reference. We use the 1.4K pairwise human judgments where one of A or B is

the reference. We report the percent of cases where the human judge prefers the output

from that model vs. the human-verified GPT-4 reference output. Because we do not

allow for ties in our forced-choice setup, if the annotator believes the responses are of

equal quaity, they choose one arbitrarily.

Results Table 10.3 contains the Elo and win-rate vs. reference. In terms of Elo, the

Human Verified GPT-4 reference achieves a higher rating than all alternatives, validat-

ing the quality of our reference set: concretely, for our Elo settings, the reference (Elo

=1223) has an estimated win-rate over one of the best performing models, LLaVA, (Elo

=1085) of 69%, and an estimated win rate of 93% against the lowest performing model

6We use the following code/hyperparameters for Elo ratings: https://github.com/lm-sys/

FastChat/blob/main/fastchat/serve/monitor/elo_analysis.py
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Category Model Elo # Matches Win vs. Reference (w/ # ratings)

Single Image

Human Verified GPT-4 Reference 1,382 5,880 —
LLaVA-Plus (13B) 1,203 678 35.07% (n=134)
LLaVA (13B) 1,095 5,420 18.53% (n=475)
mPLUG-Owl (7B) 1,087 5,440 15.83% (n=480)
LlamaAdapter-v2 (7B) 1,066 5,469 14.14% (n=488)
Lynx(8B) 1,037 787 11.43% (n=140)
idefics (9B) 1,020 794 9.72% (n=144)
InstructBLIP (13B) 1,000 5,469 14.12% (n=503)
Otter v1 (9B) 962 5,443 7.01% (n=499)
VisualGPT (Da Vinci 003) 941 5,437 1.57% (n=510)
MiniGPT-4 (7B) 926 5,448 3.36% (n=506)
Octopus V2 (9B) 925 790 8.90% (n=146)
OpenFlamingo V1 (9B) 851 5,479 2.95% (n=509)
PandaGPT (13B) 775 5,465 2.70% (n=519)
Multimodal GPT 731 5,471 0.19% (n=527)

Multiple Images

Human Verified GPT-4 Reference 1,192 180 -
mPLUG-Owl 995 180 6.67% (n=60)
Otter v1 911 180 1.69% (n=59)
OpenFlamingo v1 902 180 1.67% (n=60)

Table 10.4: Current reference-free Elo rankings as of September 25th, 2023. In total,
these rankings summarize 31,735 “matches” between models; each match consists of
2 queries to GPT-4. Because VisIT-Bench is dynamic, these rankings are updated as
more models are added to the leaderboard, and more pairs of models are evaluated
head-to-head for more instances.

in this setup, PandaGPT (Elo =786). This result can partly be explained by the training

process of the underlying models: The improved performance of LLaVA (13B) might be

attributed to its fine-tuning process, which utilized 150K instruction-tuning data that is

rich in both diversity and quality. Interestingly, despite achieving a slightly lower Elo

(the computation of which is based on all head-to-head “matches”, rather than just ones

against the human reference), LlamaAdapter-v2 (7B) wins with the highest rate against

the reference. However, the complexity and variety of models and tasks in VisIT-Bench

makes it challenging to definitively pinpoint the factors influencing performance. While

we make a preliminary attempt to unravel these intricacies in Section 10.4.3, a compre-

hensive understanding will necessitate more nuanced and extensive future research.
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10.4.3 Automatic Evaluation and Leaderboard

Because it is costly to gather human pairwise preference judgements for new model

submissions, to support faster model development, we seek an automatic evaluation pro-

cedure that produces high correlation with our human evaluation setup.

Automatic evaluation metric candidates. We consider several existing reference-

backed evaluation metrics: BLEU-4 [113], ROUGE-L [124], METEOR [114], CIDEr [115],

and BERTScore [112], we use the RoBERTa-Large english version [325], treating the

human-verified GPT-4 reference as the evaluation reference. We additionally report two

baseline metrics: random, which assigns a random score without accounting for the

candidate, and length, which assigns a score equal to the number of non-whitespace

tokens in the candidate. Beyond existing metrics and baselines, following the recent line

of work utilizing API-accessed LLMs with a prompt for automatic evaluation [299, 326],

we consider two GPT-4 [205] backed evaluation metrics.

Specifically, we provide the LLM with: 1) a system prompt describing the desired

evaluation behavior; 2) the instruction-conditioned caption for the image; 3) the in-

struction to be followed; and 4) two candidate generations dubbed “Response A” and

“Response B”. We also consider a reference-backed version where the human-verified

reference is provided as well. To mitigate potential biases in “A” and “B” positioning,

for all pairs of candidates, we run two queries covering both possible orderings. Our

prompt encourages the model to think step-by-step so that its chain-of-thought process

is made explicit [158, 327]. Despite strongly encouraging the model to select between the

two references in a forced-choice setup, it sometimes refuses and outputs “tie” which we

account for later. We call the reference-free version of this metric “GPT4-no-ref”, and

the reference-backed version of this metric “GPT4-ref”.
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Figure 10.8: Correlations between evaluation metrics and human preferences are
ranked in performance order, with our reference free evaluation (GPT-4-no-ref) show-
ing the strongest alignment. Bottom line: random chance (50%), top line: upper
performance bound.

Evaluating evaluation metrics. We measure the correlation between the candidate

metrics and human judgements using a pairwise framework. Specifically, we use a subset

of the 5K pairwise human judgements in Section 10.4.2. For 690 pairwise instances where

both candidate instances are model-generated (rather than human-verified references),

we have 5 pairwise judgements from crowd-workers. For 336 pairs, there is 5/5 agreement,

for 200 pairs, there is 4/5 agreement, and for 154 pairs, there is 3/5 agreement. For each

metric, we measure the percent of time the metric is able to accurately reconstruct a

majority vote judgement from the 5 crowdworkers. The newly proposed GPT-4 based

metrics sometimes outputs “tie” (this happens in 10-15% of cases overall) – for fair

comparison with the other metrics in forced choice setting, we randomly choose one of

the two options when GPT-4 reports a tie.

The results are in Figure 10.8, with GPT-4-no-ref best aligns with human correlation.

The best performing metric is our newly proposed GPT-4 based metric, which accurately

reconstructs majority-vote pairwise human judgments better than alternatives (p < .05;
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Figure 10.9: Reference-free assesment win rate vs. human-verified GPT4 response for
each instruction category. Axes: win rate (Y), instruction categories (X). Categories
are from-the-wild or existing datasets. VisIT-Bench facilitates analysis of diverse
instruction tuning tasks.

binomial proportion CI nonoverlapping). For example, for instances where 5/5 anno-

tators agree, GPT4-no-ref, with no reference, accurately reconstructs human judgment

93% of the time, whereas the next best metrics BERTScore/METEOR/ROUGE-L recon-

struct accurately 80%/78%/70% of the time; among the metrics we consider, these are

reasonable options for static/offline evaluation without relying on OpenAI API access, es-

pecially when compared to our length baseline metric, which achieves only 60%. Notably,

the reference-backed version of the newly proposed GPT-4 based metric achieves com-

parable (but slightly worse) performance compared to the reference-free version. Thus,

we adopt the reference-free version, which additionally enables us to place the references

themselves into the Elo setup, because they are not used in the prompts.

Per-category results. In Figure 10.9, we plot the win-rate vs reference for the

models across all the single-image instruction families. We find that there is no model

that performs the best and worst across all the instruction families. Thus, VisIT-Bench

aids in highlighting the strengths and weaknesses of the instruction-following models
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along various real-world use-cases.

10.5 Related Work

Multimodal Models for Image-Text Understanding Recently, the field of ma-

chine learning has experienced a rapid proliferation of new models which can perform

various image-text tasks [22, 276, 302, 304, 305, 328]. This growth has been driven by

several factors, including the emergence of large-scale multimodal datasets (e.g. LAION-

5B [96], Multimodal C4 [19]), improved software and hardware frameworks, and advances

in modality-specific models such as language models (e.g., [239]). Our work specifically

evaluates models which can generate textual outputs, given one or more images, and

text. Recent examples of such models include LLaVA [276], mPLUG-Owl [279], In-

structBLIP, LLaMA-Adapter, Flamingo [22] and OpenFlamingo [20], PandaGPT [305],

and GPT-4 [205] (which reports multimodal capabilities but has not yet seen a release

of the multimodal variant).

Instruction Following “Instruction-following” is an emerging paradigm for training

models via language, where instead of being trained to complete only a single, fixed

task (such as image classification or captioning), models are trained to follow textual

instructions that describe an arbitrary task, with the aim of generalizing to novel instruc-

tions. Examples of instruction-following models include Alpaca [300], LLaMA-Adapter

[303], Koala [329], InstructBLIP [302], LLaVA [276], and mPLUG-owl [279]. As the

downstream capabilities of these models are influenced by the quality of the training

dataset, there has also been extensive work on developing instruction-following datasets

[276, 320, 330, 331, 332].

To build these models, two broad approaches have been shown to be effective. One
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approach focuses on leveraging existing pretrained task-specific tools such as image cap-

tioners [304], object detectors [204] and text-to-image generators [4] by either creat-

ing multimodal prompt interfaces [173, 193] or by executing LLM-generated programs

[192, 196, 197]. The other approach [20, 254, 276, 279, 295, 297, 303] focuses on build-

ing a single pretrained model that can follow instructions by supervised finetuning on

multimodal vision-language data.

Despite the success of both these approaches on the existing vision-language datasets

e.g., VQA, GQA, Image Captioning [117, 307, 333], there is a lack of a high-quality

benchmarking dataset for multimodal instruction-following tasks that reliably replicates

the way in which humans would interact with multimodal chatbots in the wild. Similar

to the image-text models discussed above, many instruction-following models have been

released directly as open-source without undergoing peer review or thorough evaluation.

As a result, the effectiveness of these models for many tasks is not well-understood.

Benchmarks for Machine Learning High-quality evaluation datasets have served

both to (re)assess, and to accelerate, progress on many machine learning tasks [334].

For example, our work draws particularly from the fields of computer vision and natural

language processing, where benchmarking datasets have been critical drivers of progress.

On the vision side, datasets such as ImageNet [335] and CIFAR [336] have proven to be

critical yardsticks of progress. On the language side, benchmarks such as SQuAD [337],

SST [62], GLUE/SuperGLUE [14, 338] and more [339, 340] seen wide use. Recent work

has indicated that improvements on these high-quality benchmark datasets is not the

result of overfitting, and is a reliable indicator of genuine progress beyond the benchmark

data [341, 342, 343, 344].

However, high-quality benchmarking datasets and evaluation methods do not yet

exist for multimodal instruction-following. As a result, it is difficult to assess progress in
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this direction, which both reduces the field’s ability to identify true breakthroughs and

increases vulnerability to potential pitfalls of evaluation that have hampered progress in

other areas of machine learning [334, 345].
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