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Using events in which one of two neutr8 mesons from the decay of axi(4S) resonance is fully
reconstructed, we set limits on the difference between the decay rates of the two Benéisd eigenstates and
on CP, T, and CPT violation in B°B® mixing. The reconstructed decays, comprising b6 and flavor
eigenstates, are obtained from 88 miIIiMrQ4S)—>B§decays collected with thBABAR detector at the PEP-II
asymmetric-energyB Factory at SLAC. We determine six independent parameters governing oscillations
(Am,AT'/T"), CPT andCP violation (Rez,Imz), andCP andT violation (Im\cp,|0/p|), where\cp charac-
terizesB® andB® decays to states of charmonium pki§ or K°. The results are

sgr{Rehcp)AL/T'=—0.008+0.037stat) = 0.0 18 syst)[ —0.084,0.068,
la/p|=1.029+0.013 stat)+=0.01(syst)[1.001,1.057,
(Rehcp/|Acp)Re z=0.014+0.035 stat) +0.034(syst) —0.072,0.101,

Imz=0.038+0.029stat) =0.025 syst)[ —0.028,0.104.
The values inside square brackets indicate the 90% confidence-level intervals. The valueg@BhdAm
are consistent with previous analyses and are used as cross checks. These measurements are in agreement with
standard model expectations.

DOI: 10.1103/PhysRevD.70.012007 PACS nuni§erl3.25.Hw, 11.30.Er, 12.15.Hh, 14.40.Nd
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I. INTRODUCTION AND ANALYSIS OVERVIEW ing and CP analyses[1—-6] allows for exponential decay,
modulated by oscillatory terms with frequendym. These
analyses neglect the differendd” between the decay rates

| of the two mass eigenstates, which would introduce terms

The mass differencAm between thdg° mass eigenstates
has been measured with high precisiorBa&ctory experi-
ments[1-4], andCP violation has been observed in neutral " . .
B meson decays to states Iik]séng [5,6]. However, our with a new.t|me dep_endence expfl't/2). Violation of CP,
knowledge of other aspects of neutBameson oscillations is 1+ °F CPT in the mixing of the neutraB mesons would
meager. In this paper, we provide direct limits on the totaimodify the coefficients of the various terms involving expo-
decay-rate differencAl’ between theB® mass eigenstates nential and oscillatory behavior. To detect these potential
and onCP, T andCPT violation due to oscillations alone.  Subtle changes requires precision measurements of the de-

In the standard model, the ratia]'/Am is of order cays, detailed consideration of systematic effects, and thor-
including 1, contributions and part of the next-to-leading Pairs from theY (4S). N
order QCD correction§7,8], find values in the approximate ~ This analysis is based on a total of about 88 million
range —0.2—0.3%. Existing limits for|AI'/T| [9,10] are Y (4S)—BB decays collected with thBABAR detector at the
relatively weak(~20%). The large data sets available at PEP-II asymmetric-energl Factory at the Stanford Linear
asymmetric-energyB factories provide an opportunity to Accelerator Center. There, 9.0-GeV electrons and 3.1-GeV

Ioo#(r:‘oz:(liev_laltut).ns from the tstantc)jard n?jo_del. B positrons annihilate to produce BB pairs moving along
et rviolaling asymmetry observed In neu €S0N  the e~ beam directionz axis) with a Lorentz boost of3y

?vsgszs d;(z:;ta;rens Ililtlfj?j/ews}ig; :?ee:\(;t:t]: vlvr:';[ﬁ r;en;er\:\;:iteh bet- ~0.55. This boost makes it possible to measure the proper-
y -amp 9 OU! time differenceAt between the twd decays. We fully re-

mixing. CP violation in mixing alone leads to different rates . .
construct one meson from its decay to a flavor eigenstate

. 0RO 20 R0 Thi
for tZeftransnmnTB ;B and B HtE 'dTh'S Cart]eg‘etérpf(a- (Bfiay) OF to @ CP eigenstate Bep) composed of charmo-
sured, for example, by comparing the decay ra nium and either &2 or K. We denote the flavor an@P

and¢*¢*X from semileptonic decays of pairs of neutBl- . - L .
mesons arising from th¥ (4S) [11]. The only semileptonic §|genstates ]O'm.ly b)B.’eF' The remaining harged particles
decays generated by first-order weak interactions Bte " the event, _wh|c_h orlglnatg from the otf:)rme_soon Biag):
. ¢*uX and B°— ¢ X and theCP invariance of strong are used to identifyf“tag” ) its flavor asB” or B”. Not all
and electromagnetic interactions guarantees that these ha§4ents can be tagged, but the untagged events are also used
equal rates. As a result, any asymmetry in the dilepton rate§ the analysis. The time differenceAt=t.—tig
can be ascribed t&P violation in mixing. WhileCP viola- ~ ~AZ/(Byc) is determined from the separatidiz along the
tion in mixing is suppressed in the standard md@el12,13, boost direction of the decay vertices for the fully recon-
additional virtual contributions from new physics could ob- structedB candidate and the taggirig)
viate this suppression. Similarly, new physics may introduce A maximum-likelihood fit to the time distributions of
additional intrinsicT violation or evenCPTviolation in mix-  tagged and untagged, flavor, aGf eigenstates determines
ing. It is these possibilities for the breaking of discrete sym-Six independent parametefsee Sec. )l governing oscilla-
metries in mixing itself that we address in this analysis usingions (Am,AT/T"), CPT and CP violation (Rez,Imz), and
nonleptonic decays that are completely reconstructed. CP and T violation (Im\cp,|g/pl), where\cp is the usual
The behavior of neutraB mesons is sensitive t&€PT  variable used to characterize the decays of ne&rmalkesons
violation [14—-16. A theorem[17] founded on general prin- into final states of charmonium andkd or K?. The values
ciples of relativistic quantum field theory states that@®T  of Im\cp andAm are used as cross checks with the earlier
symmetry holds for any local field theory satisfying Lorentz BABAR sin 23 result[5], obtained with the same dataset, and
invariance. TheCPT symmetry is the only combination &,  with previousB-factory measurements &fm [1—4]. All the
P, andT that is not known to be violated. Nevertheless, it is parameters are explicitly defined in Sec. II.
possible thatCPT symmetry could fail at short distances  The analysis presents several challenges. First, the resolu-
[18]. Strict constraints of£PT violation have been obtained tion for At is comparable to thB lifetime and is asymmetric
in the neutral-kaon systefi19]. Limits in the B-meson sys- in At. This asymmetry must be well understood lest it be
tem have been obtained previougt;20]. mistaken for a fundamental asymmetry we seek to measure.
To measurAl’ andCP, T, or CPT violation, we observe Second, tagging assigns flavor incorrectly some fraction of
the time dependence of decays of neuBahesons produced the time. Third, interference between weak decays favored
in pairs at theY (4S) resonance. The usual approach to mix-by the Cabibbo-Kobayashi-Maskaw&KM) quark-mixing
matrix and those doubly Cabibbo suppres$B€S) cannot
be neglected. Fourth, dire€@P violation in theBp sample
*Present address: Department of Physics, University of Warwickgould mimic CP violation in mixing and must be param-

Coventry, United Kingdom. etrized appropriately. Finally, we have to account for pos-
TAlso at Universitadella Basilicata, Potenza, Italy. sible asymmetries induced by the differing response of the
*Also at IFIC, Instituto de Fica Corpuscular, CSIC-Universidad detector to positively and negatively charged particles. In

de Valencia, Valencia, Spain. resolving all of the above issues we rely mainly on data.
$Deceased. This paper provides a detailed description of the analysis
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published in Ref[21], and is organized as follows. In Sec. Il With CPT symmetry, the light and heavy mass eigenstates
we present a general formulation of the time-dependent desf the neutralB meson system can be written

cay rates of3°B° pairs produced at th& (4S) resonance,

including effects from the decay-rate difference, possitie |B.)=p|B%+ q|§°>,
and CPT violation in mixing, and interference effects in-
duced by DCS decays. We derive the expression8fde- IBy) = p|B°)—q|§°), (4)

cays to flavor andCP eigenstates. In Sec. Il we describe the

BABAR detector. After discussing the data sample in Sec. IVyyhere

we describe th&-flavor tagging algorithm in Sec. V. Section

VI is devoted to the description of the measuremeni\af

and to the determination &t and its resolution function. In

Sec. VII we describe our log-likelihood function and the as- SE_
sumptions made in the fit. The results of the fit are given in p
Sec. VIII. Cross checks are discussed in Sec. IX and system-

atic uncertainties are presented in Sec. X. The results of the

©)

analysis are summarized and discussed in Sec. XI. The magnitude ofy/p is very nearly unity:
Il. GENERAL TIME-DEPENDENT DECAY RATES q 2~1 | ' 5
FROM Y (4S)—B°B° ALV C)

The neutralB meson system can be described by the ef-
fective HamiltonianH=M —iI'/2, whereM andI" are two-
by-two Hermitian matrices describing, respectively, the mas
and decay-rate componentP or CPT symmetry imposes

thatM,,=M,, andI';;=T"5,, the index 1 indicatin®® and > o ) b
ne et w22 Index 1 indicatings tive to |T'1,/M1,|. Violation of CP is not possible if two of

2 indicating B®. In t*he Iim't of CP or T invariance, he quark massesor quarks of the same chaigare identi-
[12/M15=1'5 /M5 =T"1J/M7,, S0 T'15/My; is real. These g1 for then we could redefine two new quark states with
conditions do_not depend on the phase conventions chos%um masses so that one of them did not mix with the two
for theB® andB®. The massemy | and decay rateEy, of  remaining states. The mixing among two generations would
the two eigenstates of form the complex eigenvalues be inadequate to suppd®P violation. When the remaining
O L standard model factors are included, the expectation is
_ _ [Im(T'1,/M4,)| <103 [8,12,13.
' b CPTVviolation in mixing can be described conveniently by
the phase-convention-independent quantity

In the Standard Model, th€P- and T-violating quantity
a/p|?>—1 is small not just becaudé& ;| is small, but addi-
ionally because th&P-violating quantity Im{'1,/M;,) is
suppressed by an additional facten{—m?2)/m2~0.1 rela-

; 2
: i

@) = [ i 1 i 2
where the real part of the square root is taken to be positive 2 \/( M1~ §F12) ( M1~ 2 12|+ 4 om— 2 5F)
and where we define

1
m= 5 (My;+Myy), FEE(F11+r22)a

N| =

= (7)
OM=M1;—Myy, SI'=T13—Tp. 2 Am_EAF

AssumingCPT invariance §m=0,561"=0), and anticipating

Th neralization of the eigen in . when wi
that|AT|<Am, we have e generalization of the eigenstates in E4). when we

account forCPT violation can be written
|BL)=p\1-2/B% +qy1+2|B%),

ATl = 2MaRA M o) ¥ |B)=p\1+2/B%)~qy1-2[B") ®

Here we have takeAm to be the mass of the heavier eigen- o L o
state minus the mass of the lighter one. T\Bjis the decay ~Where we maintain the definition of p given in Eq.(5). The
rate of the heavier state minus the decay rate of the lighteiesult, when time evolution is included, is that states that

one and its sign is not knowa priori. begin as purehB® or B? after a timet will be mixtures

Am=my—m ~2[My),
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TABLE I. Constraints ong/p| and z due toCP, T, andCPT
symmetries irB°B° oscillations.

CPT CPT
CPT cPr cPT CPT cPY
lg/p] =1 #1 =1 1 #1
z =0 = #0 =0 #0

B ) =La- (1) + 20-(0][B%) ~ VT= 22 9-(0[BY,
©

IB%,, (1)) = [0 (1)~ 2g_(1)][B%) - 1—22§g_u>|B°>,

(10
where we have introduced
1 . .
g-()=5 (e lonizeion), (1)
Invariance undeCP or underT requires that
(B0 Bhnyd )] =(B°|BRryd )]; (12)

i.e., |g/p|=1, which is guaranteed by Ifi{,/M;)=0.
Table | shows the constraints ¢qVp| andz for the different

PHYSICAL REVIEW D 70, 012007 (2004

1
|gi(t)|2=§e_“[cosr(AFt/2)tcos{Amt)] (15)
and
1 . .
gh(t)yg_(t)=— Ze‘“[smk(AFt/Z)ﬂ sin(Amt)],
(16)
we find the decay rate
N il 2 ATH2)+ ~ A
Eoce §C+COSN t )+§c,cos( mt)
—RessinhAT't/2) +Imssin(Amt) ¢, (17)
where
c.=la,|?+|a_|?, s=a*a_. (18

The absolute value in the leading exponential in &) is
introduced for later convenience.

Now let us takef,=f, to be the state that is incom-
pletely reconstructed and that provides the tagging decay,
andf,=f . to be the fully reconstructed statiavor or CP
eigenstate Then we have=t..—t;qand Eq.(14) becomes

a,=-— AtagKrec'*' Ktaf‘rec:

possible symmetry scenarios. The standard model corre-

sponds to the second configurati@PT symmetry, withCP

andT violated. Note that two of these scenarios are degen-

erate. WithCP symmetry inB°B° oscillations, this experi-
ment cannot distinguish betwe@rand CPT both being con-
served or violated.

A. Effects of coherence

a
p

+ Z[Atagxrec"' K[agArec]-
If instead the tagged decay occurs second, we would need

to redefinet, a, anda_ by interchanging the labels “tag”
and “rec.” This would amount to the replacemernts —t,

p —_— R—
a_=\1-2° aAtagA‘rec_ AtagA‘feC

(19

At the Y (4S) resonance, neutrd mesons are produced
in coherent p-wave pairs. If we subsequently observeBne
meson decay to the stafte at timet,=0 and the other decay

a,——a,, anda_—a_. However, we see that E¢L7) is
actually unaffected by these changes and that we can instead

to the statef, at some later timd, we cannot in general
know whetherf; came from the decay of B® or aB®, and
similarly for the statef,. If A; , andA, , are the amplitudes

for the decay oB° andB?, respectively, to the statds and
f,, then the overall amplitude is given by

A=a g, (t)+a_g (1), (13
where
a+ = - A1K2+K1A2,
AP YA A AR
a_ =\1-z aAlAz— EAlAZ +Z[ AL AL+ ALA,].
(14

Using the relations

retain the definitions=t,..—t;;gand those of Eq(19). Thus,
Egs.(17)—(19) apply independent of the order of the decays
of the tagged and fully reconstruct&mesons.

A fully reconstructed flavor state cannot always be unam-

biguously associated with eithBf or B®. DCS decays, such

as B>D*#~, occur at a rate suppressed by roughly
IV Vea/ VEVLdl?~(0.02). Although this can be neglected,
interference between favored and suppressed amplitudes is
reduced by only a factor of approximately 0.022], and
must be taken into account.

Tagging cannot be done perfectly, largely because the tag-
ging state is incompletely reconstructed. We account for this
by measuring the wrong-tag probability from the data. How-
ever, even if our tagging were perfect in principle, it would
be afflicted with the same complication from DCS decays as
the fully reconstructed state. The full expressions for the real
coefficientsc.. and the complex coefficierst containing the
DCS amplitudes, are
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|KrecAtag_ Arec‘?‘tad 2+ | Z| 2| KrecAtag"' ArecKtag| z

q__2

p
ArecAtag recAtag

*+2 R{ V1- Z( recAtag _Kred?‘tag)

x<A_recAtag+ArecA_tag>*H (20)

S= [ (ArecKtag_ KrecAtag)* [ vi-z ( gArecAtag

9_

AreAiag 21)

+ Z(KrecAtag+ ArecKtag)} ] .

Terms proportional té\eA g andA A, are associated

with decays with no net oscillation between the two neutral

B decays, while terms proportional t@/p)AeAwg and
(P/a)AreArag represent a net oscillation.
We characterize each final stdtéhrough the parameter

)\f - y (22)

Tl
2|2

wheref can be “rec”(which can be itself “flav” or “CP" ) or
“tag.” In the absence of DCS decayi,, (i.€., Aec When
the reconstructed state is a flavor eigenstate, e &igen-
statg and \,q would be either zero or infinite. With a con-
tribution from DCS decays they are nonzero and finite.

If the reconstructed flavor stath,, is ostensibly aB°
(hereafter indicated aBf to avoid ambiguities with the tag
state then |\ .J=|\gs/<1. Conversely, if the reconstructed
state appears to come from BY (mdlcated asBf ), then

INgf|>1, and it is convenient to introduoes;=1/\g;. The

TABLE II. The coefficientc, from Eq. (20) evaluated to lead-
ing order in the small quantities, Xg¢, Ag;, Ng, and\g; . If the

tagging state for 8° tag isfg,, then the tagging state forB° is
the CP-conjugate statefg;, and similarly for the fully recon-

structed states. The decay amplitudes Agg=(fg|H|B°), Ag,
=(fed HIB®), Ag=(fm|HIB®), Ag=(fm|HIB®), and similarly
for rec=Bf, Bf, CP.

PHYSICAL REVIEW D 70, 012007 (2004

TABLE lIl. The coefficientc__ from Eg. (20) evaluated to lead-

ing order in the small quantities, Ngf, Ag;, Ngr, and\g;. See
caption of Table Il for the definition of the various quantities.

Btag Brec Cc_
B? EO - |ABtﬂABf|2|p/Q|2
EO B® |éBt|2|Agf|2
B B [AsllAe’
B B®  —|Ag/?As*alp|?
B®  Bcp  [Asd?Acel’p/al?[—1+|Ncpl?—4 ImAcpIm g
—2RezReNcpt2ImzIim N\cp]
O Ber  [AgI*[AcI1—[Acp|*+4 ImAcpIm Ng

+2RezRehcpt2Imzim N\¢cp]

pattern for the tagging state (“tag”Bt,Bt) is similar. If the
reconstructed state isGP eigenstate, thef\ o =|\¢p| is of
order unity.

In practice, terms quadratic in z or in a smell are not
important. The expressions far. ands when only linear
terms in small quantities are retained are shown in Tables I,
lll, and IV. The analysis uses the full expressions, without
simplification.

It is appropriate to assume that the decays to flavor eigen-
states we consider are dominated by a single weak mecha-
nism: b—cud. While we can find a mechanism fdo
—cud (which is a DCS procegsthere are no alternative
first-order weak processes that prodecel from ab quark.
Then even if there are several contributions to the decay,
each possibly with its own strong phase, BE-conjugate
decay differs only by changing a single common weak phase
so that|Ag¢| =|Ag¢|, |Asi|=|Ag;| (and similarly for tagging
state$. In fact, even if this assumption is not rigorously true,
any violation will be absorbed in tagging and reconstruction
efficiencies, which are determined from the data, as de-
scribed in Sec. VII. These equalities relate the four permuta-
tions that arise from the tag and reconstructed state being

eitherB® or BO.

B. Ensembles of states

In principle, every hadronic final stafig, has a different
. . - . ,odd
A, Which can be written a}sh=|)\h|e"‘f’ﬁvene"¢ﬁ , Where

TABLE IV. The complex coefficiens from Eq. (21) evaluated
to leading order in the small quantitiesAgs, \gt, )\Bf, and)\Bt

Biag  Brec C, See caption of Table Il for the definition of the various quantities.
BZ EO |ABt|2|éBf|2|p/q|2 Bug Brec s
B BY  |Ag?Agil® 0 =0 o 2o x o x
B B®  |AgYAm? BO B |Agi |éBf| lp/q| [Agi—Agi]
B BY  |AgldAg|2a/pl? BY B |Agl?|Asi| [ Nei—Ngi—2]
sil“|Agt|?la/p B0 B |K7|Z|A |2[f* gt 7]
B  Bcp  |Asd?lAcel?lp/a?[1+[\cpl?—4 Recp Reg - = e Bt o Bf
+2 Rez Rehcp—2 Imz Im Agp) B B | Agi| *| Agt|?|alpl [’\_—)\Bf]
B®  Ber  |Ag|AAch 1+ N cpl2—4 RehcpReMg EO Bee |éBt|2|ACP|2|p_/q|2[|)\CP| Nei— ANEpt N [Ncpl?Z]
—2RezRe\cp—2ImzIm Acp) B Bcr |AglAAcel I Nei—Acp+ Nl AAE +2]
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2" and $2% are strong(CP-even and weak(CP-odd)

phases that arise from the ratio of the amplitudes ofRe
and B® decays tof,.
phase involved, theCP-conjugate state‘_f1 will have \j,

even odd

=|p/a|?[nple~'?n el on
If we sum squares of amplitudes over a collecti®rof

flavor states that are ostensiy, the terms that do and do Parameter

not containky,, are of the form

> (AP and X A (23
fheF fheF
so we can define an effectives; by
N 21, el Anl\p 24
B 2 crlAnl®
Similarly, for flavor states that are ostensit§)9,
— Ef]eF|Kﬁ|2xF
Ngi=————— (25)

Zf_hz:F|KF|2

The two complex numbersg; andfgf encapsulate the ef-
fects due to DCS decays in the fully reconstrucBdecay,
as long as the terms quadraticp and\},, suppressed by
roughly |VEVeq/VEVud 2~ (0.02F, are omitted.

The same argument applies to tagging states. If the col-

lection of states contributing to B® or B tag is a then

N 24, cal AnlPAn 26
BU 3 ol Al
oA
Ngt=————— (27)

T, calAnl?

PHYSICAL REVIEW D 70, 012007 (2004

TABLE V. Dominant dependence of the time distributions on
the physical parameters measured with fully reconstructed flavor
and CP states. Sensitivity is specific to terms in the time depen-

Assuming that there is a single iveak dence that are eithd@reven ort odd. The flavor sample is much

larger than theCP sample.

Bflav BCP

t even t odd t even t odd

la/pl X
Am X

Imz X

(Rengp/\cp)Rez X
fep X

sgn(Rexcp) AT X
Im Acp/INcel X

multiplying Eq. (22) by 7cp. We assume cp=|Acp/Acp|
=1 as expected theoretically at the folevel [23] and as
supported experimentally by:

(i) the average oB-factory measurements of states of
charmonium an2 or K, from which it has been
obtainedr cp=0.949+0.045 [5,6], when AT, |g/p|
—1 andz are assumed to be zero;

(i)  the average of CLEO arlBaBAR measurements of the

CP asymmetry in the charged mod&" —J/yK™,

from which it is found rcp 5 k==1.008£0.025

[24,25, combined with isospin symmetry to relate

with the CP final stated26)].

C. Sensitivity of distributions to parameters

From Eq.(17) and Tables I, Ill, and 1V, it can be seen
that while Im\cp, Imz, |g/p|, andrcp are unambiguously
determined, Re appears only in the product RgpRez or
else is suppressed by the small factdr/I". Similarly, the

In practice, we do not use separaig, parameters for each sjgn of AT cannot be determined separately from the sign of
tagging categoryx (i.e., each collection of states of similar Re\cp since Al always appears multiplied by Rep in its

character, as described in Seg, Wut simply one foiB° and

dominant contribution. Its value is known only through

one for B?, setting aside the lepton tag category, which isRe\cp==*|\cp|°— (Im\cp)?, Where the choice of sign
free of DCS decays. This treatment is flexible enough tacould be made by a separate measurement that directly de-
incorporate the DCS-decay effects that can mimic the asymtermines the sign of Recp. As a result, the parameters that

metries we seek in the analysis.
Henceforth, expressions like;,, and\ 4 refer to an ap-

can be determined by this analysis are sgiNggAI'/T,
la/p|, (Rehcp/\ce)Rez, Imz, Imhcp/Acpl, Fep, Am,

propriate sum over observed states. The summation oveindTI'. In practice, we fixrcp andI" in the nominal fit, and
statesf;, in a tagging category should be thought of as ex-vary them for systematic studies.

tending over those states that are reconstructed as belonging Data for final states that a@P eigenstates and those that

to the given category. In this way, we incorporate implicitly are flavor eigenstates are both needed for the analysis, as

the tagging efficiency of each stafg. The reconstruction

efficiency is incorporated in an analogous fashion g, .
Data from directly relatedCP final states liked/ K2,

with 7cp=—1, andJ/yK?, with 5cp=+1, wherezcp is

shown in Table V. The sensitivity to (Rep/|\cp)REZ and

Im Acp/|\cp| is provided by the decays tGP eigenstates
Bcp, for which the accompanyingdependence is even for
the former and odd for the latter. TiBg,, sample contributes

the CP eigenvalue of the final state, can be combined bymarginally to these parameters because it lacks explicit de-
assuming that their time distributions are identical, except fopendence on Imcp/[\cpl and the dependence on Rés

the factor ncp. We use a single parametarp obtained

scaled by the siniXI't/2) term, which is small for smalAI'.

012007-10



LIMITS ON THE DECAY-RATE DIFFERENCE @ . .. PHYSICAL REVIEW D 70, 012007 (2004

In contrast, the parametejg/p| and Imz (and Am) are TABLE VI. The flavor, CP, and control sample decay modes
determined by the larg8,, sample, where the former is used in this analysis. Th&y is always identified in the'e™ or
associated with a-even distribution and the latter with a 4"~ modes. The, is reconstructed only inr* 7" 7. TheK$
t-odd distribution. For small values &T'/T", the determina- is identified in ther* 7~ mode, except when otherwise specified.
tion of AI/T is dominated by thé8.p sample, despite the All charge-conjugate decay modes are included implicitly.
smallness of this sample compared to Byg, sample. This
is because in the flavor sample the leading dependence GifmPles

Decay modes

AT is proportional toAT'?, W_hile. in the (_ZP sampl_e itis B, BO—D* 7' (p*,a7)

proportional toAI'. The contribution of sinkI't/2) is the D*~—D%

same for bothB® and B® tags, so events that cannot be DO Kt K+ o m®
. . . . . — T K w7 o,

tagged may be included in the analysis to improve sensitiv- K+t

ity. The Bcp sample is also sensitive to the signAf/T" (up Kt '

to the sign ambiguity from Regp). B—D m*(p*,al)

Overall, the combined use of th#,, and Bcp samples T D-K*m K
provides sensitivity to the full set of physical parameters, BO—J/yK*O e
since they are determined either from different samples, or 0 i

. K* K"
from differentt dependences.

As we show in Tables II, Ill, and IV, if the reconstructed B.p B%—J/ K2
state is a flavor eigenstate, the DCS-decay effects in tagging Ke—nt ™, 70r°
are negligible except in the sitnt) term, for the other terms B%— y(29)K2
are suppressed by both a powengf, and a power oh . w(2S)—ete ,utpu,
Conversely, if the reconstructed state i€R eigenstate with a7~
[Ncp|=~1, the effects from DCS decays are confined to the BO— ye K
terms even irt. Yer— Iy

BO— J/yK?
lll. BABAR DETECTOR _
Control BT —D®)0 -+
The BABAR detector is described in detail elsewhg?e], D*0_, D00
. . .. b T
so here we give only a brief description of the apparatus. Bt —J/yK*
Surrounding the beam-pipe is a five-layer silicon vertex 5+ oG K+
tracker(SVT), which gives precisely measured points along B+H¢( Kz
the trajectories of charged particles as they leave the interac- B+_>3(/°; K+

tion region. Outside the SVT is a 40-layer drift chamber
(DCH) filled with an 80:20 helium-isobutane gas mixture,
chosen to minimize multiple scattering. Charged-particle

tracking and the determination of momenta through track o o
curvature rely on the DCH and SVT measurements in théeconstructed in either a neutral or a charged hadronic final

1.5-T magnetic field generated by a superconducting soleState, using the same criteria used for BrBARsin 28 mea-
noid. The DCH and SVT measurements a/dx energy §urement[5] and for measurements dfm using hacjromc
loss also contribute to charged-particle identification. final stated1]. NeutralB mesons are reconstructed in either
Surrounding the drift chamber is a novel detector of in-a flavor Bqa,) or CP (Bcp) eigenstate. The charg&ime-
ternally reflected Cerenkov radiatioDIRC), giving  SON d.ecay_s are used as control samples in the cross checks
charged-particle identification in the central region of the de-described in Sec. IXB. The decay modes used for the flavor
tector. Outside the DIRC is a highly segmented electromagSample, theCP sample, and the control samples are dis-
netic calorimeteEMC) composed of C&T1) crystals. The Played in Table VI. Details on charged particle and neutral
EMC is used to detect photons and neutral hadrons througi¢construction, particle identification and reconstructio of
shower shapes and is also used to identify electrons. Finallj€Sons can be found in Secs. Il and Iil in R&9].
the flux return of the superconducting coil surrounding the We selectBy,, andBcp candidates by requiring that the
EMC is instrumented with resistive plate chambers inter-differenceAE between their energy and the beam energy in
spersed with iron for the identification of muons and neutrathe center-of-mass frame be less thanfidm zero, wherer
hadrons(IFR). is the resolution orAE. The AE resolution ranges between
A detailed Monte Carlo program based on theants 10 and 50 MeV depending on the decay mode. Bgy,
[28] software package is used to simulate BaBar detector modes andBcp modes involvingK (Bcp k), the beam-
response and performance. energy substituted mass must be greater than 5.2&eV/
The beam-energy substituted mass is given by

K* +_>Kgﬂ_+

IV. DATA SAMPLES AND B-MESON RECONSTRUCTION

- — (sl2+pi-pg)®
From a sample of about 88 milliolf (4S)— BB decays, Mes= \/———=5————P3. (28)
we select events in which one of tBemesons is completely Ei
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R T T A small background due to oth8rdecaygnot shown in Fig.
210000 | | |B—DWm a) - 1) also peaks at th& mass. The background in thiyK?
E_ D E::” channel receives contributions from othidecays with real
a2 IJ) Zj*o J/ ¢ mesons in the final state, and from events with fakg
2 5000 |- Bukgr{:ﬁnd 1 mesons constructed from unassociated leptons or from misi-
é’ dentified particles.
After completely reconstructing or®@ meson, the rest of
052 522 5.24 5.26 5.28 53 the event is analyzed to identify the flavor of the oppoBite
mgs (GeV/c?) meson and to reconstruct its decay point, as described in
RY — ——— — ] Secs. V and VI.
> 600 |- B — J/yKY b) | Using exactly the same requirements, we analyze
= I Y(29)K3 ] GEANT4-simulated samples to check for any biases in the
= 400 |- X1 K¢ 4 event selection and extracted parameters. The Monte Carlo
E - [ Background ] samples are also used in studies of detector response and to
§ 200 | . estimate some background sources. The values oBtbs-
A ; 1 cillation andCP-, T-, andCPT-violating parameters assumed
S — 524 TR * 598 353 in the simulations are similar to those measured in the data.

We use additional samples with significantly different values
to check the reliability of the analysis in other regions of the

—— — : ;
|| J/wK signal 0 | parameter space.
|:| J/¥X background

- Non-J/v background

mEs (GeV/cé

~

V. FLAVOR TAGGING

Events / 2 MeV
[3%)
8
T

The tracks that are not part of the fully reconstrucid

_ ‘ B (M X e W meson are used to determine whetherBhgwas aB® or B°
-20 0 20 40 60 80 when it decayed. This determination cannot be done per-
fectly. If the probability of an incorrect assignmentvis an
FIG. 1. Distributions forBg,, andBcp candidates before vertex isymmetry that depends on the difference betw@erand

requirements: (8) mgg for By, sStates; (b) mgs for B° BC tags will be reduced by a factd=1-2w, called the
— YK p(29)KE x1KS final states; andc) AE for the final  dilution. A neural network combining the outputs of algo-
stateB°— J/4K?. In (a) and (b), the backgrounds are dominantly rithms that evaluate the characteristics of each event is used
combinatorial. In(c) there are backgrounds from events containingto take into account the correlations between the different
a trueJ/ ¢ but with a spuriouS(E. Other background comes from gqurces of flavor information and to estima@ and B°
events in which no true/y is present. mistag probabilities for each event. Based on these values
and the source of flavor information, the event is tagged and
wheres is the square of the center-of-mass enekjyandp; assigned to one of five mutually exclusive tagging catego-
are the total energy and the three momentum of the initiafies. The dilution for each category is determined from the
state in the laboratory frame, apg is the three momentum data, as described in Sec. VII. Grouping tags into categories,
of the B candidate in the same frame. In the case of decays teach with a relatively narrow range in mistag probability,
J/,pKE (BCPKE), the KE direction is measured but its mo- increases the overall power of the tagging while simplifying
mentum is only inferred by constraining the mass of thee Studies of systematic uncertainties.
J1yK? candidate to the knowB® mass. As a consequence, Events with an identified primary electron or muon and a
there is only one parameter left to define the signal regionkaon with the same charg_e, i present, arg_as&gned fo the
A Lepton category. Events with both an identified kaon and a
which is taken to béAE|<10 MeV. : : ; .
Figure 1 shows thamgg distribution for the By, and Iow-mpmentu.m(soft_) pion candldate_s with opposite charge
T and similar flight direction are assigned to tKaonl cat-
Bcp k0 samples and thAE distribution for theBcpyo can- . X .t
“P K i L egory. Soft pion candidates froB* © decays are selected on
didates, before the vertex requiremefgee Sec. VL The  tne pasis of their momentum and direction with respect to the
combinatorial background in thengs distributions is de-  thrust axis ofBy,,. Events with only an identified kaon are
scribed by the empirical ARGUS phase-space md88]  assigned to th&aonl or Kaonll category depending on the
and the signal by a Gaussian distribution. The combinatoriahstimated mistag probability. Events with only a soft-pion
background consists of random combinations of tracks fromqandidate are assigned to tkeonll category as well. The
continuum andBB sources. The former events are domi- remaining events are assigned to either Ithdusive or the
nantly “prompt,” that is, the observed particles point back to UnTagged category based on the estimated mistag probabil-
the interaction point, whereas the latter events are domiity. The UnTagged tagging category has a mistag rate set to
nantly “nonprompt,” with particles pointing back to sepa- 50%, and therefore does not provide tagging information. It
rated vertices. Charmed particles, either from continuum odoes, however, increase the sensitivity to the decay-rate dif-
from B-meson decays, contribute to nonprompt backgroundterenceAl” and allows the determination from the data of the
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detector charge asymmetries, as described in Sec. VII. This R(6t,0a0) = eorda(Ot; Score At » Scordat)
tagging algorithm is identical to that used in RE5].
We consider separate mistag probabilities B3rand B° +Traiha( Ot S0 ar, Swait0 ar)

o

tags,wg, andwg, , in each tagging category. From these, + foutha (8t Sout Toud) (30
we define the average mistag probability“=(wg;

+w§t)/2 and the asymmetry in the mistag ratee*=wg,  Where

—wgt. A correlation between the average mistag rate and the

At uncertaintyo,, estimated event-by-everitliscussed in
Sec. V) is observed for kaon-based taffs29]. For a At

uncertainty less than 1.4 ps, this correlation is found to be
approximately linear:

he(dt: 8,0) = e (0= 921207 (31)

1
27a

Here 6t=At— At represents the reconstruction error and
feore= 1— fraii— fout- We incorporate the last Gaussian distri-

(29 bution in Eq.(30) without reference tar,, since the outlier
component is not expected to be well described by the esti-
mated uncertainty. The widths of the first two Gaussian com-
ponents are given byr,; multiplied by two independent
scale factorsS..e and S, to accommodate an overall un-
derestimate $>1) or overestimate§<1) of the errors. The
core and tail Gaussian distributions are allowed to have non-
zero means &.qe0 At and Syiioap) to account for residual
biases due to daughters of long-lived charm particles in-
cluded in theBy,4 vertex. Separate means are used for the
core distribution of each tagging category. These means are
scaled byo,; to account for a correlation between the mean

The time intervalAt=t,o— tog between the twd decays ~ of the ot distribution ando,, [2,29]. This correlation is
is calculated from the measured separatianbetween the found to be approximately linear far,, less than 1.4 ps.
decay vertices of the reconstructBgk, meson and thd®,, The nonzero means of the resolution function introduce an
meson along the axis, using the known boost of thé(4S) ~ asymmetry into the otherwise symmetidd distributions.
resonance in the laboratorgy~0.55, the beam-spot size, All other parameters of the resolution function are taken to
and the momentum of the fully reconstructBdneson. The be independent of the tagging category. We find that the three
method is the same as described in Sec. V in R&4]. parameters describing the outlier Gaussian component are

An estimated erroer,, on At is calculated for each event. strongly correlated among themselves and with other resolu-
This error accounts for uncertainties in the track parametertion function parameters. Therefore, we fix the outlier bias
from the SVT and DCH hit resolution and from multiple . @and widtho,, to O ps and 8 ps, respectively, and vary
scattering, for the beam-spot size, and for effects from théhem through a wide range to evaluate systematic uncertain-
B-flight length transverse to the beam axis. However, it doegies. The outlier Gaussian distribution accounts for less than
not account for errors due to mistakes of the pattern recogd-3% of the reconstructed vertices.
nition system, wrong associations of tracks to vertices, mis- In simulated events, we find no significant differences be-
alignment within and between the tracking devices, inaccufween theAt resolution function of theBya,, Bcpk?, and
racies in the modeling of the amount of material in theBcpke samples. This is expected since Big, vertex preci-
tracking detectors, limitations in our knowledge of the beam-sion dominates that resolution. Hence, the same resolution
spot position, or uncertainty in the absolutecale. Most of ~ function is used for all modes. Possible residual differences

the effects that are not explicitly accounted fordn, are  are taken into account in the evaluation of systematic errors
absorbed in thét resolution function, described below. Re- described in Sec. X. ' o .
maining systematic uncertainties are discussed in detail in The resulting signal resolution function is described by a

o __ a o
WH=wq+ WsiopdZ At -

All signal mistag parametersyg , Wgjone, andAw®, are free
in the global fit(11 in total sincewgo" is assumed to be
zero, and their results can be found in Table VIII in Sec.

VIII.

VI. DECAY-TIME MEASUREMENT AND At RESOLUTION
FUNCTION

Sec. X. total of 12 parameterSygre, S-oP0", skaon! skaonll | ginclusive
We use only those events in which the vertices ofBhe ~ SUM12992d . Sait» Stail» Fouts Sout Tout» t€N Of Which are free

and By,q are successfully reconstructed and for whjatt| in the final fit.
<20 ps ando,;<1.4 ps. The fraction of events in data sat- As a cross check, we use an alternative resolution func-
isfying these requirements is about 85%. From Monte Carldion that is the sum of a single Gaussian distributioan-
simulation we find that the reconstruction efficiency does notered at zerp the same Gaussian convolved with a one-sided
depend on the true value dft. The rrm.sAz resolution for  exponential to describe the core and tail parts of the resolu-
99.7% of the events used is about 166 (1.0 p9, and is  tion function, and a single Gaussian distribution to describe
dominated by the resolution of tH#,, vertex. the outlier componenf2]. The exponential component is
To model theAt resolution we use the sum of three used to accommodate the bias due to tracks from charm de-
Gaussian distributiongcalled core, tail and outlier compo- cays originating from thé,,. The exponential constant is
nentg with different means and widths: scaled byo,; to account for the previously described corre-
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lation between the mean of th# distribution ando,. In Htogg];,re((AttruQ:erec{ T (L= W hlg ed Atyye)
this case, each tagging category has a different core compo- o
nent fraction and exponential constant. + Wt hiz re‘gmm@}, (34)

VII. LIKELIHOOD FIT METHOD Here h{ag,,e((t) represents the time dependendé/dt given
in Egs.(17)—(21), with t=Atyy. We indicate bywy,) e the

mistag fractions for category and componenit The index

“tag” denotes the opposite flavor to that given by “tag.” For

We perform a single, unbinned maximum-likelihood fit to
all Byay, Bep K2 andBcp K samples. Each event is charac-

terized by the following quantities: events falling into tagging categotynTagged we define
(i)  assigned tag category Wt‘;’é@ to be 1/2. The efficiencyt,; is the probability that an
« e {Lepton,Kaonl,Kaonll,Inclusive,UnTagged}; event whose signal/background naturgasd whose true tag

flavor is “tag” will be assigned to categoryg, regardless of
whether the flavor assigned is correct or not. The efficiency
i . .

i) reconstructed event type “rec” Prec IS the'prqbabnlty'that an event whose signal/background
. — o 0 ) nature is indicated byyand whose true reconstructed charac-
rec” e{Bf,Bf,CPKs,CPK[}, i.e. the recon- e Y

' ) — ) ter is “rec” will, in fact, be reconstructed. For noRB back-

structed state s ostensalnyBf, B”, oraCPeigen-  ground sources, where the meaning of true “tag” and “rec”
state. TreatinKKs andK as if they wereCP eigen- js ambiguous, this provides an empirical description of the
states introduces effects that are negllglble on th%fﬁciencies as well as the mistag fractions.
scale of the statistical and systematic uncertainties of

this analysis;
(iv) the decay-time measuremeft and its estimated er- )
ror oy, Every reconstructed event, whether signal or background
(v) a variable used to assign the probability that the Occurs at some timate, o
event is signal or background. Eithéris mgg (for o _
flavor eigenst'ates ardP eigenostates witli ) or it is f d(Atyud Niag reé Atire =1, (35
AE (for CP eigenstates witfK|). ’°°

(i) tag-flavor type “tag"e{BtEt}, i.e., the tagging state
is ostensibly &B° or BY, unless it is untagged:;

A. PDF normalization

”

. o ) , o for each value of “rec,” “tag” andj. Moreover, every event
The likelihood function is bwlt_from time distributions _that is assigned to some tagging categ@ppssiblyUnTagged);
depend on whether the event is signal or any of a variety of, ;s
backgroundgtogether specified by the indgx on the tag
category, on the tag flavor, and on the type of reconstructed
final state. The contribution of a single event to the log- > Tf;é=1 (36)
likelihood is @

for each value of “tag” and. It follows then that the nor-

logl > FEl(OME b At os) |- (32 malization ofH) ofAtye is
J

@,

+oo _
For a given reconstructed event type “rec” and tagging cat- > tE  d(AtygHigg red Atuue = 2ptec:  (37)
egory a, Fl({) gives the probability that the event belongs «

to the signal or any of the various backgrounds denoted by . . . o i
Each such component has its own probability density funcrIn this analysis the nominal normghzat.lomd(gg’re((.m,_am).
{Atyye), but fits with normalization in

X @,

tion (PDP) Hel e At, , which depends as well on the 'S the same abl ;g re
(PDP) Higgred Al o) p the interval — 20, 20 ps have been also performed as a cross
check to evaluate possible systematic effects.

particular tag flavor “tag.” This distribution is the convolu-

tion of a tagging-category-dependent time distribution

Hita red Atyue) With a At resolution functiorR*(8t, o) of _ o

the form given in Eq(30), but with parameters that depend B. Signal and background characterization

on the tagging category and on the signal/background na-  Tphe functionffgg(g) in Eq. (32 describes the signal or

ture of the even;: background probability of observing a particular valueZof
It satisfies

Hexd e At,op )=j d(Aty o RN At—Atye, Oar) {max )
tag,re t . tru true t L. d§§j) f‘fgé(@:l, (39

XHED of Aty (33)

where[ {min:¢mad 1S the range ofmgg or AE values used for
where analysis.
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For B,y and Bepyo events, themeg shape is described contribute to theB— J/ X background. The fit is performed
with a single Gaussian distribution for the signal and anseparately fol? candidates reconstructed in the EMC and
ARGUS parametrization for the backgrouf#B]. Based on in the IFR, and fod/ candidates reconstructed in thée™
these fits, an event-by-event signal probabifify(megg) can  and ™~ modes, since there are differences in purity and
be calculated for each tagging categerand sample “rec.”  background composition. Candidates reconstructed in both
Since we do not expect signal probability differences bedFR and EMC are considered as belonging to the IFR cat-

tweenB® and B, the mgs fits are performed t®f andBf  €gory because of its better signal purity. The different
events together. The fits 18— y(2S)K2 and BO— y¢ K2 inclusived/ ¢ backgrounds from Monte Carlo are then nor-
are performed without subdividing by tagging category, dugnalized to theJ/ background fraction extracted from the
to the lack of statistics and the high purity of the samples. W& E fitin the data. The normalization to the data is performed
distinguish three different background components: peakingeparately for lepton-tagged and non-lepton-tagged events to
background events, which have the samg behavior as the ~account for the observed differences in flavor-tagging effi-
signal; a zero-lifetime(prompd combinatorial component; ciencies between th& s sideband events and tli;,, and

and a nonzero-lifetime(nonprompt combinatorial back- inclusived/ ¢ Monte Carlo events. In addition, some of the
ground. The component fraction&%l(meg are then | decay modes in the inclusivl#+/ background hav€P con-

— o tent. The same PDF’s are used to describeABeshape for
sig,peakk) . . bl e
_ J/¢ candidates in thee” u~ ande™e™ channels. However,
FuSYmeg) =[1— f5P*Mp (mey), different PDF’s are used fdt]s observed in the IFR and in
the EMC. SeparatdE PDF’s are used fod/yK? (signal,
FuPeameg =Ll (meg), J/yK2 background,J/ X background(excluding J/ /K 2),

and nond/ ¢ background.
Freg(Meg) =[1-pred Mes) I e, (39

where k indexes the various combinatorial k (
= prompt,nonprompt) background components, and

C. Efficiency asymmetries

For each signal or backgroundthe average reconstruc-
tion eff|C|enC|eSpJ=(p{3f+pgf)/2, P]cng' and pJCPKE are
> fak=1 4 absorbed into the fractions of reconstructed events falling
rec " ( 0) . . .
k into the different signal and background classes. In contrast,

‘ because all events fall into some tagging catedomgiuding
The fraCtionf?e'gea of the Signal Gaussian distribution is due UnTagged), the average tagg|ng efﬁciencieﬂyv]—:(Tgvtj

to backgrounds that peak in the same regions as the signqL a,j - ; -
and is determined from Monte Carlo simulatip®9]. The 7 )/2 are meaningful, and the fraction of untagged signal

estimated contributions are (1-8.6)%, (0.28 0.11)%, events plays an important role. The asymmetries in the effi-

(1.8£0.6)%, (1'3)%, and (3.5:1.4)% for the By, Cc 0c>
I YKYKE— 7t 77), IyKYKE- 7070, ¢(29)KS, and P

XclKg channels, respectively. A common peaking back- = M,

ground fraction is assumed for all tagging categories within pJBf+pJ§f

each decay mode. We also assume a common prompt frac-

tion for all tagging categories for eaBbPKg decay channel. ' Tg,ti _ Tg;i

Since theBy,, sample is large and there are significant dif- pu= SPTIAE (41)
ferences in the background levels for each tagging category, Bt T Tgy

@, prompt__ ¢, prompt . .
fe p_fo is allowed to dependSion the tagg|_ng cat- need to be determined precisely, because they might other-
egory. Note that the parameters of thge(meg) functions, \yise mimic fundamental asymmetries we seek to measure. In
determined from a set of separate unbinned maximum,e Appendix we illustrate how the use of the untagged
likelihood fits to themes distributions, are fixed in the global sample makes it possible to determine the asymmetries in the
fit. efficiencies. Note that asymmetries due to differences in the

For BCPKE events the background level is higher than it 'Smagnitudes of the decay amplitudéag| # |Ag;| and|Ag

for BCpKtS), with significant noncombinatorial components ¢|th|, cannot be distinguished from asymmetries in the
[29]. A binned likelihood fit to theAE spectrum in the data is efficiencies, and thus are absorbed in thand u parameters.
used to determine the relative amounts of signal and back- We determine the average tagging efficienci¢d by
ground from B—J/¢X (e.g., J/¢K*) events and from counting the number of events falling into different tagging
events with misreconstructetl y— € "¢~ candidategnon-  categories, without distinguishing where an event is signal or
J/ background In these fits, the signal anB—J/¢X backgroundi.e., 7= 7%), since for each tagging category
background distributions are obtained from inclusivg¢=  « thej component dependence is absorbed into the fractions
Monte Carlo samples, while the ndr distribution is ob-  of events falling into the different signal and background
tained from theJ/y dilepton-mass sideband. The Monte components. For signal events, the paramet&fsand p '
Carlo simulation is also used to evaluate the channels thatre included as free parameters in the global fit, and are
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assumed to be the same for &P peaking background =0, rEtZO for the Lepton tagging category. For the other

+ H eak
S%“,E,Saeks- FO.B peaking background components; _and tagging categories we assume common values of the DCS-
u P are fixed to the values extracted from a previous un-

binned maximum-likelihood fit to the tagged and untaggeadfCay parameters. We assign a systematp error by v.arylng
At distributions of B* data used as control samples, de-lAet/Agi| and|Ag,/Ag,| by 100% and scanning all possible

scribed in Sec. IV. For combinatorial background sources th€ombinations of the phaseSec. X. With a larger data
v and u parameters are neglected. sample, direct determination of the DCS-decay parameters

might be advantageous. With the current sample, absorbing
some of the variation into the systematic uncertainty suffices
to prevent effects induced by DCS decays being misinter-
For signal events, a common set of mistag atdreso-  preted as symmetry violations.
lution function parameters, independent of the particular The total number of parameters that are free in the fit is
fU”y reconstructed state, is assumed. This aSSUmption is SUB‘81 of which 36 parametrize the Signa|: physics parameters
ported by Monte Carlo studies. (4), cross-check physics paramete®), single effective
Peaking backgrounds originating froB? decays are as- imaginary parts of the DCS-decay phas@s, resolution
sumed to have the same resolution function and mistag paunction (10), mistag probabilitieg11), and differences in
rameters as the signal. FBr" peaking backgrounds we as- e fraction of8® andB® mesons that are tagged and recon-
sume the same resolut_|on function as for signal, but th%tructed(S). The remaining 22 parameters are used to model
mistag par.ameter_s are f|xeq to the values extracted from thtﬂe combinatorial backgrounds: resolution functi¢8),
same maxmum;!;léehhoog féglfo thB™ data used to extract isiaq fractions®), fractions of prompt components) and
the parameters®**“and u*"**; as described above. the effective lifetime of the nonprompt contributiof®.
For combinatorial background componerompt and The At distributions, the asymmetries, the physics param-
nonprompt components in thgy,, and Bcng samples and  iarg sgn(Racp)ATTT, |a/p|, (Rencp/\ep)Rez, and Imz
the nond/y background in theBcpko sample we use an  and the cross-check parameter Ngp/|\cp| were kept hid-
empirica| description Of the mistag probabi”ties an'dreso- den until the anaIySiS was finished. HOWeVer, the parameter
lution, allowing various intrinsic time dependences. The paA M, the residualt distributions and asymmetries, the sta-
rametersAw® andwg|,.are fixed to zero, and the resolution tistical errors, and changes in the physics parameters due to
model uses core and outlier Gaussian distributions. The frachanges in the analysis were not hidden.
tions of prompt and nonprompt components and the lifetime
of the nonprompt component in the ndhy background are VIII. ANALYSIS RESULTS
fixed to the values obtained from an external fit to the time
distribution of theJ/ dilepton-mass sideband.

D. Mistags and At resolution function

We extract the parameters sgn(Re)AL/T’, |q/p|,
(Rencp/\cpl) Rez,Imz,Im\gp/]\cpl,Am, the parameters
S for DCS decays, the signal mistag probabilities, resolution-
E. Free parameters for the nominal fit function andv and u* parameters, and the empirical back-
The aim of the fit is to obtain simultaneously ground parameters with the likelihood function described in
sgn(Rexcp)ATT, |a/p|, (Rehcp/\cp)Rez, and Imz, as-  Sec. VI In Table VIl we list the signal yields in each tag-
sumingrcp=1. The parameters liep/[\cp| and Am are  ging category after vertex requirements. The puritiesti-
also free in the fit to account for possible correlations and tanated from themes fits for nonBcpyo samples and in the
provide an additional cross check of the measurements. Th‘égion|AE|<10 MeV forBCPKE events, averaged over tag-

averageB® lifetime rg=1/T is fixed to the PDQ value,_1.542 ging categories, are 82%, 94%, and 55%, Bag,, Bepyo,
ps[31]. As a cross check we also perform fits allowing ' } i . s
andT to vary. All these physics parameters are, by construc&ndBcpk? candidates, respectively. The fitted signal mistag
tion, common to all samples and tagging categories, althougprobabilities and resolution-function parameters are shown
the statistical power for determining each parameter comei& Tables VIII and IX. The values of the asymmetries in
from a particular combination of samples®t dependences, reconstruction and tagging efficiencies are summarized in
as discussed in Sec. Il. Table X. There is good agreement with the asymmetries ex-
The terms proportional to the real parts of the DCS-decayracted with the counting-based approach outlined in the Ap-

parameters are small since Rg and Re\g; occur only mul-  pendix.
tiplied by other small paramete(see Tables II-1Y, and are The values of the parameters sgn(Rg)AI/T, |g/p|,
therefore neglected in the nominal fit model. Fixing (ReAcp/[Acp) Rez, and Imz extracted from the fits are
|Asi/Agi]=0.02, our best estimate frofV*,Vy./V5,Vy,  9venin Table XI. The fitted IMcp/|Acpl, Am, and effective
we fit for the parameter Img/[\gf, and vary separately DCS-decay parameters are aIS(_) indicated. All _th_ese results
— = T 2 . can be compared to those obtained when the fit is repeated
Im Agi/|\gil, keeping|\si| =|Xa|p/ql®. We do not require .assumingCPT invariance. The change in the effective DCS-
|Im Agi/Ag<1. Thus, there are two free parameters assoCigecay parameters between the two fits is due to the large
ated to DCS decays, plus one fixed magnitude. correlation of these parameters with tB@T-violating pa-
We treathg; and g, similarly. Since there is no interfer- rameter Inz. The fitted value ofAm agrees with recent
ence betweerB® and B® semileptonic decays, we sk,  B-factory measuremenfd—4], and remains unchanged be-
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TABLE VII. Signal event yields after vertex requirements, obtained fromntize fits for the By,, and Bcng samples. For thBCPKE
sample, the signal yields are obtained using the signal fractions determined from the fitAth distributions, and are quoted for events

satisfying| AE| <10 MeV.

Bflav BCPKg BCPKE
Tag B? B® Tot BO B® Tot B? B® Tot
Lepton 1478 1419 2897 96 98 194 35 35 70
Kaon | 2665 2672 5337 154 175 329 74 65 139
Kaon Il 3183 2976 6159 181 188 369 85 66 151
Inclusive 3197 3014 6211 184 172 356 78 72 150
UnTagged 10423 585 260

TABLE VIII. Average tagging efficiencies after vertex require-

ments and signal mistag parameters for each tagging categasy
extracted from the maximum-likelihood fit that allows fOPT vio-
lation. Uncertainties are statistical only.

Tagging ‘ ‘ _

category (%) w§ %) Weiope Aw*S9Y%)
Lepton 9.4+0.2 2.6:0.7 0 (fixed) —1.2¢1.2
Kaon | 17.2+0.3 2.0-20 0.13:0.04 —-2.7+1.3
Kaon I 19.9-0.3 15924 0.070.04 —-4.2+1.3
Inclusive 19.9+0.3 26,525 0.07#0.04 —-2.9+1.3
UnTagged 33.6-0.6 50(fixed) 0 (fixed) 0 (fixed)

TABLE IX. Signal At resolution function parameters as ex-

tracted from the maximum-likelihood fit that allows f&PT viola-
tion. Uncertainties are statistical only.

Parameter Fitted value Parameter Fitted value
Score 1.25+0.04 Seail 5.7+0.8
seenton 0.02£0.07 Srail -1.5+0.5
sikaoni —0.27+0.05 f ol 0.034+0.010
sraont —-0.32-0.04 Tout 8 ps (fixed)
sinclusive —0.30+0.04 Sout 0 ps (fixed)
suatagged —0.28+0.03 fout 0.0003+0.0012

TABLE X. Values of the signaB®B° differences in reconstruc-
tion (+*'9 and tagging f“*'9 efficiencies as extracted from the

maximume-likelihood fit that allows foCPT violation. The results
are compared with those obtained with a counting-based method)/p|

described in the Appendix.

Parameter Nominal fit Counting-based method
S 0.011+0.008 0.00% 0.008
uLeponsig 0.024+0.022 0.029-0.042
Kaont.sig —0.022+0.017 —0.022+0.029
wKaonil.sig 0.014+0.016 0.004:-0.027
nelusivesig 0.014+0.016 0.025:0.027

tween the two fits. The fit result for Iep/[\cp| When we
assumeCPT invariance agrees with our siB2Zneasurement
based on the same data $61. When we allow forCPT
violation, Im\cp/|\cp| increases by+0.011, equal to 15% of
the statistical uncertainty on Ingp/|\cpl, Which is consis-
tent with the statistical correlations observed in the fit with z
free. The correlation coefficients among all physics and
cross-check physics parameters are shown in Table XIl. The
largest observed correlatigh7%) appears between Imand
Im Acp/|\cpl- Table Xl shows the largest statistical correla-
tions of the physics parameters with any other free parameter
in the fit. Note that the variablgg/p| and v*9 are signifi-
cantly correlated, as are Imand the DCS-decay parameters.
We do not evaluate the full systematic errors fom and
Im Acp/|N\cp| SO these measurements do not supersede previ-
ous BABAR measurements for these quantities.

Figures 2 and 3 show th&t distributions of events con-
fined to the signal region, defined agg>5.27 GeVLt? for
the Byay and Bepg samples, andAE|<10 MeV for the

BCchLJ sample. The points correspond to data. The curves

correspond to the projections of the likelihood fit allowing
for CPT violation, weighted by the appropriate relative
amounts of signal and background. The background contri-
bution is indicated by the shaded area.

TABLE XI. Physics parameters extracted from the maximum-
likelihood fits both allowing foICPTviolation and excluding it. The
free DCS-decay parameters are also indicated. Errors are statistical
only.

Parameter Fit wittz free Fit withz=0
sgn(Rexcp)AT/T —0.008+0.037 —0.009+0.037
1.029+0.013 1.029-0.013
(Rehcp/\cp)Rez 0.014+0.035
Imz 0.038+0.029
Am (psfl) 0.521+0.008 0.5210.008
Im Aep/|Ncpl 0.752+0.067 0.7410.067
Im Age/I\gd 1.5+1.2 0.51.0
Im Ngi/\gd ~0.1+1.2 0.8-1.0
Im Ag¢/|Ngfl 2.3+x1.1 1.4-0.9
Im Ngs/Ihg] ~0.6+1.1 0.10.9
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TABLE XII. Correlation (in %) among all the physics param- TABLE XIII. The largest correlations of each physics parameter
eters extracted from the simultaneous maximume-likelihood fit to thewith other free parameters of the maximume-likelihood fit.
Bgay @andBcp samples.

Physics parameter Parameter Correlatign
Correlation(%) ———
Am wepton sig -20.1
Parameter Parameter z free z=0 f il 18.7
Am SgN(RA\R) AT 13 09 Sail —15.4
la/p] -2.8 -2.8 sgn(Rexcp)AT/T la/p 11.0
Im )\CP/|)\CP| _56 _53 i
la/p| 519 65.1
I(Re)\cp/|)\cp|)Rez (7)2 AygKeoniisig _o95
mz e MLapton,sig 224
sgn(Re\cp) AT la/p| 11.0 10.8 AwKaon.sig —22.4
Im Acp/|Ncpl 0.4 0.2 Aw/nelusive,sig —-15.5
(Rehcp/|\cpl)Rez -7.9 w<aont.sig 13.9
Imz -138 Awteponsig —135
la/p| M Acp/INer] 10 15 sgn(Rexcp)ALT 11.0
(Re)\cp/p\chReZ —2.4 Im )\CP/|)\CP| Imz 17.4
Imz -1.1 Im Age/|\gd 14.4
Im Aep/ el (Rencp/Icp)Rez  —10.9 Im At/ 13.6
Imz 17.4 Rez ~109
(Re}\CP/|)\CP|)ReZ |m z _34 (Re)\cp/|)\cp|)ReZ |m )\CP/|)\CP| _109
Imz Im Ngi/\gd 61.6
IX. CROSS CHECKS AND VALIDATION STUDIES 'mle//“ﬁBf" g;';
Im Ag¢/|A —20.
We use data and Monte Carlo samples to perform valida- Im:Bt /|:Bt| 540
tion studies of the analysis technique. The Monte Carlo tests m }\B‘ /p\Bf | 174
include studies with parametrized fast Monte Carlo as well sig 110
14 .

as full GEANT4-simulated samples. Checks with data are per-
formed with control samples, where ad” andCP-, T-, and
CPT-violating effects are expected. Other checks are mad
by analyzing the actual data sample, but using alternativg
tagging, vertexing, and fitting configurations.

arametergTable Xl) and the calculated correlation coeffi-
ients among therfifables Xl and XIll), extracted from the
fit are consistent with the range of values obtained from
these experiments. We find that 24% of the fits result in a
value of the log-likelihood that is greatébettey than that

A test of the fitting procedure is performed with param-found in data.
etrized Monte Carlo simulations consisting of 300 experi- [N addition, samples of signal and background Monte
ments generated with a sample size and composition corréarlo events generated with a full detector simulation are
sponding to that of the data. The mistag probabilities Anhd used to validate the measurement. The largest samples are
distributions are generated according to the model used igenerated withAI'/T", [a/p|—1, andz all equal to zero, but
the likelihood function. The physics parameters are generddditional samples are also produced with relatively large
ated according to the values found in the di@4]. The Values of these parameters. Other valtesluding those
nominal fit is then performed on each of these experimentgneasured in the datare generated with reweighting tech-
Each experiment uses the setrofs (AE) and o, values  hiques. 'I_'he signal Monte Carlo events are split into samples
observed in the nok? (K®) sample. The r.m.s. spread of Whose size and proportions B, , Bcpk?, andBcpyo are
the residual distributions for all physics parametésbiere  similar to those of the actual data set. To check whether the
the residual is defined as the difference between the fittedelection criteria or the analysis and fitting procedures intro-
and generated values found to be consistent, within 10%, duce any bias in the measurements, thédisignal alongis
with the mean(Gaussiah statistical errors reported by the then carried out on these experiments, allowing@&T vio-
fits. Moreover, it has been verified using these experimentkation. The small combinatorial background in these signal
that the asymmetric 68% and 90% confidence-level intervalsamples is suppressed by restricting the fit to the events in
obtained from the fits provide the correct statistical coveragethe signal region. Fits to a sample without background, using

In all cases, the mean values of the residual distributionshe trueAt distribution and true tagging information, are also
are consistent with no measurement bias. A systematic errgrerformed. The means of the residual distributions from all
due to the limited precision of this study is assigned to eaclthese experiments for all the physics parameters are consis-
physics parameter. The statistical errors on all the physicgent with zero, confirming that there is no measurement bias.

A. Monte Carlo simulation studies
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The effect of backgrounds is evaluated by adding an ap-
propriate fraction of background events to the signal Monte
Carlo sample and performing the fit. Th&.p background
samples are obtained either from simulaBeée J/ X events
or AE sidebands in data, while thBg,, backgrounds are
obtained from generiB B Monte Carlo. We find no evidence
for bias in any of the physics parameters.

B. Cross checks with data

We fit subsamples defined by tagging category or data
taking period. Fits using only th&°—D®)~X* or B
—J/yK*O(K* 77) channels forBg,,, and onlyBcp KQ OF
only BCPKE for B¢p are also performed. We find no statisti-

cally significant differences in the results for the different
subsets. We also vary the maximum allowed valuefAdf
between 5 and 30 ps, and ofy; between 0.6 and 2.2 ps.
Again, we do not find statistically significant changes in the
physics parameters.

FIG. 2. TheAt distributions for(a) mixed and(b) unmixedByz, In order to verify that the results are stable under variation
events with aB® tag or with aB° tag in the signal regionmgs  Of the vertex algorithm used in the measuremenof we
>5.27 GeVE?. The solid(dashed curves represent the fit projec- use alternativeless powerful methods, described in Sec.
tion in At based on the individual signal and background probabili-\/|1].C.5 in Ref.[29]. To reduce statistical fluctuations due to
ties and the event-by-evenit uncertainty forB® (B°) tags. The  different events being selected, the comparison between the
shaded area shows the background contribution to the distributiongjternative and nominal methods is performed using only the

. . e
The r.m.s. spreads are consistent with the average reportgﬁ]
errors. A systematic error is assigned to each physics para
eter corresponding to the limited Monte Carlo statistics for

this test.

Events/0.7 ps
2
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Events/0.7 ps
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ents accepted by both methods. Observed variations are
all compared with the systematic error assigned to the
resolution function(see Sec. X

The stability of the results under variation of the tagging
algorithm is studied by repeating the fit using the tagging
algorithm described in Sec. IV in Reff29]. The algorithm
used in that analysis has an effective tagging efficieQcy
=3 ,7%(1—2w%)? about 7% lower than the one used here.
The variations observed in the physics parameters are con-
sistent with the statistical differences.

The average? lifetime is fixed in the nominal fit to the
PDG value[31]. This value is obtained by averaging mea-
surements based on flavor-eigenstate samples and by assum-
ing negligible effects fromAI'/T, |g/p|, and z. Measure-
ments that do not use tagged events are largely insensitive to
|a/p| and z, but would be affected, at second order, by a
nonzero value oAI'/T', as discussed in Sec. Il. Therefore we
do not expect sizeable effects from the fixed aver&de
lifetime. However, to check the consistency of the result, the

fit is repeated with the average lifetime left free. The result-
ing 7g is about one standard deviation below the nominal
value assumed in our analysis, taking into account the statis-
tical error from the fit and the present uncertainty. As
described in Sec. XC, a systematic error is assigned using
the variation of each physics parameter when the fit is re-
peated withrg fixed to the value obtained when it is floated,
which corresponds to a change of about twice the present

FIG. 3. TheAt distributions for(a) Bcng and(b) BCPKE events
with a B® tag or with aB® tag in the signal regionmgg
>5.27 GeVLt? for Bcrig candidates anfAE| <10 MeV for Berio PDG error(+0.032 ps.
events. The soliddashed curves represent the fit projection it Similarly, fits with rop free have been performed. The
based on the individual signal and background probabilities and theesultingr cp value is consistent with unitgthe fixed nomi-

event-by-event\t uncertainty forB® (B°) tags. The shaded area nal valug within one standard deviatid(statistical only. As
shows the background contribution to the distributions. described in Sec. X C, systematic errors due to fixipg at
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TABLE XIV. Summary of systematic uncertainties on the measurements of sqa@REl'/T, |g/p|, (Rehcp/|\cp|)Rez, and Imz.

Systematics source sgn(Rgp)A/T la/p| (ReXcp/I\cp)Rez Im z
Likelihood fit procedure

(a) Parametrized MC test 0.003 0.001 0.003 0.003

(b) GEANT4-simulation test 0.005 0.007 0.004 0.016
At resolution function

(c) Resolution function parameterization 0.007 0.001 0.008 0.003

(d) z scale and boost 0.003 0.001 0.002 <0.001

(e) Beam spot 0.008 0.002 0.001 0.011

(f) SVT alignment 0.006 0.001 0.001 0.011

(g) Outliers 0.002 <0.001 <0.001 <0.001

Signal properties

(h) AverageB? lifetime 0.004 0.001 0.004 <0.001

(i) Direct CP violation 0.002 0.004 0.001 0.003

(j) DCS decays 0.008 0.004 0.032 0.006

(k) Residual charge asymmetries 0.005 0.006 0.004 0.006
Background properties

() Signal probability 0.002 0.001 0.002 0.001

(m) Fraction of peaking background <0.001 <0.001 0.004 <0.001

(n) At structure 0.002 0.001 0.001 0.001

(0) AT/CP/T/CPT/Mixing/DCS content 0.001 0.002 0.002 <0.001

(p) Residual charge asymmetry <0.001 0.001 <0.001 <0.001

(a) KE-specific systematic errors 0.004 <0.001 0.004 0.003

Total systematic uncertainties 0.018 0.011 0.034 0.025

unity are set by changing:p by twice the statistical uncer- sgn(Re\cp)AI/T, (Rehcp/[Acpl)Rez and Imz. No statisti-
tainty determined by leaving it free in the fit-10%). The  cally significant deviations from zero are observed.
resulting variation in each parameter is taken as the system-

atic error. . o X. SYSTEMATIC UNCERTAINTIES
The robustness of the fit is also tested by modifying the ) ) o ] .
nominal PDF normalization, as described by B7), so that We estimate systematic uncertainties with studies per-

the analysis is insensitive to the relative numbeB8fand ~ formed on both data and Monte Carlo simulation samples. A

B? tagged events. As a consequence, the statistical error gi™mary of the sources of non.-negligiple _u_ncertainties is
99 d shown in Table XIV. In the following, the individual contri-

|g/p| is dramatically increased, since the sensitivity to thisb i f d by the lettered i in the tabl
parameter comes largely from the differences in time- utions are reterenced by Ihe lettered ines in the table.
integratedB® and B rates. In addition, the fit is also per-

formed assuming an independent set of resolution function A. Likelihood fit procedure

parameters for each tagging category. In all cases the results geyeral sources of systematic uncertainties due to the
are consistent with the nominal fit results. Finally, the tag-jikelihood fit procedure are considered. We include the re-
ging efficiencies7* are alternatively determined for each gyits from the tests performed using the parametrized Monte
sample Bpay, Bepkd and Bepyo) separately, rather than carlp sample(a) and the full GEANT4 signal Monte Carlo
using a common estimate from thg,,, sample, as in the sample(b), as described in Sec. IXA. No statistically signifi-
nominal fit. The changes in the values of the physics parameant bias(mean of the residual distributionss observed.
eters are negligible. Thus, we assign a systematic error equal to the statistical
Control samples in data froB™ decaygtreated in away uncertainty on the bias. No corrections are applied to the
analogous to that described in Sec) Bfe also used to vali- central values extracted from the fit to the data. Note that the
date the analysis technigue, since in these samples we expeANT4 contribution accounts for residual differences be-
zero values foAT'/T, |g/p|—1 andz. For theBy,, sample tween theBy,,, BCPKg, and BCPKE samples in the mistag

we use theB™—D°7*,D*°x* decay channels, and for the probability, resolution function, and and x® parameters. It

Bcp sample the decays of chargBdnesons to charmonium also includes residual differencesAn resolution for correct
plus a chargeK or K* (see Table V). The check is per- and wrong tags.

formed by fixingAm=0 and|qg/p|=1 in the By, sample, We also consider the impact on the measured physics pa-
and assuming maximal mixingAm=0.489 ps*! [31]) in rameters of normalizing the time-dependent PDF’s to the full
the Bcp sample, and fitting for Imcp/|\cp|, interval —o<At<w. The effect is evaluated by repeating
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the fit using a normalization in the range defined by e with values of| Ag;/Ag| and|Ag/Ag;| equal to 0 and 0.04,
cut. Finally, the fixed tagging efficiencies are varied within corresponding to 100% variation of the value 0.02 used in
their statistical uncertainties. The two contributions are negthe nominal fit. For thé.epton tagging category, dominated
ligible. by semileptonidB decays, we assume;, to be zero. While
the ratio of CKM matrix elements leads to the nominal value

|Agi/Agi| =|Agi/Agi|=0.02, this is not a reliable estimate

The At resolution model used in the analysis, consistingfor any single decay mode. Examination of the DCS
of the sum of three Gaussian distributions, is expected to beharmed-meson decdy’—K "7~ shows good agreement
flexible enough to represent the experimental resolutions. Twith expectations from CKM matrix elements, albeit with
assign a systematic error for this assumption we use the alarge uncertainties, but the singly-CKM-suppressed decays
ternative model described in Sec. VI, with a Gaussian distrip®— 7 7~ andD°—~K K~ show deviations as large as a
bution plus the same Gaussian convolved with one exponefactor of 2. However, when we sum over many channels, as
tial function, for both signal and background. The results forye do here both for tagging states and for flavor eigenstates,
all physics parameters obtained from the two resolutiony,ark-level predictions are much more reliable than they are
models are consistent and we assign the difference of centrgy, 5 single channel. Allowing for 100% variation from the
values as a systematic uncertairdy. , nominal value of 0.02 is thus conservative.

In addmpn, a number of pqrameters t_hat are inherent to Using the fit results from all these samples, we determine
the determination ofit are varied according to known un- the offsets with respect to the generated value and its statis-
cgrtalrr:tles. The PEtP'.” tboofst(,) i;ga%_ehd frot:n tlh EE bearrll eNefical uncertainty, for a complete sampling of DCS-decay

ies, has an uncertainty of 0. . The absolutez-scale ’ . . .
gncertainty is evaluatedyto be less than 0.4%. This estimate %hases. l'll'he sfystemanq err(rJTr aSS'r?n%d IS the largest v:tlue
obtained by measuring the beam pipe dimensions with Scas'rgtt)enr?wa{aticconulr?ge:?tg?:tg). Tfo'rs IS tthee orr:égir&tr;?;rﬁte 0 of
tered protons and comparing to optical survey data. There?Y / d 'yd imaril he infl f
fore, the boost and-scale systematic uncertainties are evalu-(R€Ace [\cp)Rez and is due primarily to the influence o

ated conservatively by varying by 0.6% the reconstructed D.CS decay§ in the taggin@-meson. The effect of using a
At and oy, (d). As the beam spot is much smaller in the single effective channel for the flavor and all tagging cat-

vertical than in the horizontal dimension, its vertical position egoryl states hastbgen.tisiw]ated by Stp.httlgg'\iﬂhge taméBtﬁl‘g int
and size is more relevant in the vertex fits. Hence the unce?aPI€S generated wi € parametrize onte L.ario into
tainty on the position and size of the beam spot used in th qually sized subsamples. For the dlﬁergnt combinations of
vertex fits is taken into account by changing the vertical CS-decay phases, the observed offset is about the average

position by up to 4Qum and increasing the vertical size from _?Lé?ng?fS?ﬁeOg?'gg? :;;2? g:ﬁoimg:ﬁ iﬁi?lvia%igni'
10 to 60 um (e). Finally, the systematic uncertainty due to ’ 9 g 'gurat !

possible SVT internal misalignment is evaluated by applyin m?llerr thran trri]atti or??erc;/ed Ii%r e;hsmgflfe (’;h?pnﬁlb-rchsls dShOWS
a number of possible misalignment scenarios to a sample Pa our prescription to describe the etects 1ro ecays

simulated events and comparing the values of the fitted phys"’lnd to assign the systematic uncertainties assuming a single

ics parameters from these samples to the case of perfegﬁecnve channel is conservative. . .
alignment(f). Charge asymmetries induced by a difference in the detec-

Fixing the width and bias of the outlier Gaussian distribu-1°" "€SPONse for positive and negative tracks are included in
tion in the resolution function to 8 and 0 ps, respectively, is the PDF gnd extracted togethgr with the other parametgrs
potential source of bias. To estimate the corresponding sy rom the tlme-dependent analysis. Thus, they do not cont_rlb—
tematic uncertainty we add in quadrature the variation Obyte to the systematic error, but rather are incorporated into

served in the physics parameters when the bias changes gye statistical error at a level determined by the size of the
fl

+5 ps, the width varies between 6 and 12 ps, and the outlier flav %"’I‘ta sa_rgplei. I;lrewtartheless,. in order tto actg:ount fort "’.mty
distribution is assumed to be fléd). possible residual effect, we assign a systematic uncertainty

as follows. We rerun thé3 reconstruction, vertex-finding,
and tagging algorithms after removing randomly and uni-
formly (no momentum or angular dependen&és of posi-

As described in Sec. IX B, the uncertainty from fixing the tive and, separately, negative tracks in the full Monte Carlo
averageB® lifetime is evaluated by changing its central value sample. This value of 5% is on average more than a factor of
by (+0.032 ps)?! (h), twice the PDG errof31]. Possible three larger than the precision with which the paramet&fs
direct CP violation in theBp sample is taken into account and u**9 have been measured in the data. Half the differ-
by varyingrcp by =10% (i). ence between the results obtained for positive and negative

Systematic uncertainties related to DCS decays arise béracks is assigned as a systematic efkgr
cause we fix the real parts 8g;, Ng;, Ags, and\g; to zero.

In order to evaluate this contribution, we generate samples of D. Background properties

parametrized Monte Carlo samples tuned to the data sample, . .

scanning the DCS-decay phases over their full allowed range 1N€ €vent-by-event signal probabiliffe{meg) for By
(0—2m) and assuming a single hadronic decay channel cor@nd BCng samples is fixed to the values obtained from the
tributing to theB,q and to theBy,,. Samples are generated mgs fits. We compare the results from the nominal fit to the

B. At resolution function

C. Signal properties
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values obtained by varying all thegg distribution param-  the fraction of8™ andB~ mesons that are tagged and recon-
eters by+1o, taking into account their correlations. This is structed are varied according to their statistical errors as ob-
performed simultaneously for all tagging categories, and intained from the fit to thé™ data. These errors are found to
dependently for th, andBcp k2 samples. As an alterna- be negligible. o _ _
tive, we also use a flat signal probability distribution: events Uncertainties from charge asym_metrles n F:omb_lnatonal
belonging to the sideband regiomgc<5.27 GeVt?) are background compoqen(&eglgcteq in the nominal f|tar5
assigned a signal probability of zero, while we give a signafValuated by repeating the fit with a new set:0énd u
probability equal to the purity of the corresponding sample tooarame_ters. The measured valuesw_af_]d,u are found FO be
signal region eventsnfes>5.27 GeVt?2). The differences compat|ble.W|th zero and the va_rlatlon _of thg physical pa-
among fitted physical parameters with respect to the defauf@Meters with respect to the nominal fit is assigned as a sys-
method are found to be consistent. We determine the systentf?mat'C error(p). ,

atic error due to this parametrization by varying the signal O the Bepy? channel, the signal and ndity back-
probability by its statistical error. The final systematic errorground fractions are varied according to their statistical un-
is taken to be the larger of the one-sigma variations found fogertainties, obtained from the fit to theE distribution. We

the two methodsl). The uncertainty on the fraction of peak- also vary background parameters, including thgsX

ing background is estimated by varying the fractions accordbranching fractions, the assumegp, the AE shape, and

ing to their uncertainties separately for tBg,, sample and the fraction and effective lifetime of the prompt and non-
eacthng decay modém). The effectivencp of theBcng prompt nond/¢ components. The differences observed be-

peaking background, assumed to be zero in the nominal fit, i¥veen data and Monte Carlo simulation for t@ angular
also varied betweer1 and—1 and the variations induced esolution and for the fractions &— J/yK? events recon-
are negligible. structed in the EMC and IFR are used to evaluate a system-
Another source of systematic uncertainty is the assumpatic uncertainty due to the simulation of thg reconstruc-
tion that theAt behavior of the combinatorial background in tion. Finally, an additional contribution is assigned to the
the mgg sideband region is the same as it is in the signakorrection applied th.epton events due to the observed dif-
region. However, the background composition changeserences in flavor tagging efficiencies in tdéy sideband
gradually as a function ofngg, since the fraction due to relative to By,, and inclusiveJd/¢ Monte Carlo samples.
continuum production slowly decreasesmss increases. To Conservatively, this error is evaluated by comparing the fit
study the impact of variablat behavior over thenggrange, results with and without the correction. The total
we vary the lower edge of thegg distributions from 5.20to  Bcp Kg-specific systematic error is evaluated by taking the

5.27 GeVt?, simultaneously for theBga, and Bcpk  quadratic sum of the individual contributions).

samples, observing good stability in the results. We also split
the sideband region in seven equal slices each 10 kfeV/ E. Summary of systematic uncertainties

\c,)vtl)?:inaer:jd fcr)?pa??;);r;zicf:g gafaarﬁgtg:s”:nfée g:i'gg:'a-lr_gethr::u“s All individgal s.ystematic contributions .described above
linearly extrapolated to th&-mass signalsregion The qua- and _summarlzed in Table XI\/_ are adc_ied in quadrature. The
dratic sum of the extrapolation and the error on i.t is assigne(gliommam source (.)f systematic error n the measurement of
as a systematic uncertaintg) Re)\cp/|)\cp|)Rez. is due to our limited knowledge of the
As described in Sec. VII .the likelihood fit assumes thatDCS_decays, which also contributes S|gn|f|cant_ly o the un-
Lo certainties on the other measurements. The limited Monte

there are no effects ofl', CP, T or CPT violation, mixing, o . .
and DCS decays in the combinatorial background CompoCarlo sample size is a dominant source of systematic error

. for |g/p|, Imz, and to a lesser extent for sgn(Reg)AI'/T.
nents Bray and Bep kg samples and in the nord/y back- Residual charge asymmetries, mainly due to limited simula-

ground Bcp k0 samplg. To evaluate the effect of this as- tion statistics, dominate the systematic error|qfp|. Our
sumption, we repeat the fit assuming for the backgroundimited knowledge of the beam spot and SVT alignment re-
nonzero values oAl', |g/p|—1, z, ImAcp/|Acpl, and Am, flects significantly on Inz and sgn(Racp)AI'/T". The sys-
and varyingncp of the background by+1. The check is tematic error on sgn(Re-p)AI'/T" receives a non-negligible
performed by introducing an independent set of physics pacontribution from our incomplete understanding of the reso-
rameters in the PDF and assuming maximal mixing @®d lution function.

violation (Am and ImAcp/|\cpl fixed to 0.489 ps’[31] and The systematic uncertainties on sgn{Re)AT'/T and
0.75[5], respectively. DCS-decay effects are included by |g/p| when CPT invariance is assumed are evaluated simi-

assuming the maximal value®.04 of |Ag/Ag| and larly, and found to be consistent, within the statistical fluc-
— . . tuations of the Monte Carlo simulation, with those found for
|Ag¢/Ag¢|, and scanning all the possible values of B

] ) the analysis whe€PT violation is allowed.
andB° phases foBy,, and Biag- The systematic uncertainty
is evaluated simultaneously for all these sour@@s
The systematic errors due to tBé decay rate are evalu-
ated by varying its value by the PDG uncertaif8i]. The The conventional analyses of mixing a@d violation in
effect is negligible. TheB* mistags and the differences in the neutralB meson system neglect possible contributions

Xl. SUMMARY AND DISCUSSION OF RESULTS
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from several sources that are expected to be small. Theggendent parameters governing oscillationAm,AT'/T"),

include the difference of the decay rates of the two nelral CPT and CP violation (Rez,Imz), andCP andT violation

meson mass eigenstates, @8- and T-violating quantity ~ (Im\cp,|0/p|) are extracted from a single fit of both fully

|a/p|— 1, and potentiaCPT violation. To measure or extract reconstructedCP and flavor events, tagged and untagged.

limits on these quantities requires the full expressions foiThis provides the sensitivity required to separate all effects

time dependence in mixing ar@dP violation and consider- we seek from asymmetries in detector response and from

ation of systematic effects that might mimic the fundamentapotentially obscuring correlations in the decays of the Bvo

asymmetries we seek to measure. Such systematic effeatsesons. The results are

could be induced by detector charge asymmetries, different

resolution functions for positive and negatid¢, and DCS sgnRe\cp)AT/T"=—0.008+0.037 stat)

decays for both fully reconstructed final flavor states and

nonleptonic tagging states. +0.018syst)[ —0.084,0.068,
A limit on the decay-rate difference ¢AT'/T'|<80% at

95% confidence level was obtained by CLEQ) using the |g/p|=1.029+0.013 stat)

time-integrated mixing parametgg and the mass difference

Am extracted under the assumptia’=0. Using Z° de- +0.01Xsyst)[1.001,1.05T,

cays, DELPHI[10] has recently performed a time-dependent

study of semileptonic® decays inclusively reconstructed.  (R€\cp/|\cp|)Rez=0.014+0.035 stat)

Assuming noCP, T, or CPT violation in mixing, they quote _

the limit |[AT'/T'|<18% at 95% confidence level. +0.034syst)[ ~0.072,0.103,
Both |g/p| and Imz were measured by OPA20], using

Z° decays tabb pairs and assumingI'=0. NeutralB me-
son oscillations were studied by observing a single lepton +0.025 syst)[ —0.028,0.104.
indicative of aB decay and the jet charge associated with
both the jet containing the lepton and the other jet. Becausghe values in square brackets indicate the 90% confidence-
the multiparticle final states provide essentially uncorrelateqevel intervals. When estimating the limits we also evaluate
B mesons, the issue of DCS decays is obviated. The resultaultiplicative contributions to the systematic error, adding
were Reez=0.006+0.010+0.006, equivalent to|a/p|  them in quadrature with the additive systematic uncertain-
=0.988+0.0200.012, and Imp=-0.020+0.016+0.006,  ties. Figure 4 shows the results in the/p|—1,z|) plane,
equivalent to Inz=0.040t0.032+-0.012. Combining the compared to theBABAR measurement ofg/p| made with
earlier |q/p| measurements, all obtained assumiil§=0,  dilepton events,q/p| =0.998+ 0.006+=0.007[11], and to the
gives |q/p|=0.9993+0.0064[32]. Belle has used dilepton standard model expectations. The region shown for this
events to obtain limits o€PT violation [33]. Assuming that  analysis is obtained by simulating a large number of experi-
AT'=0 and thatCP violation in mixing can be ignored, they ments using the measured covariance matrix for the param-
find Reco¥)=—Rez=0.00+0.12-0.02 and Imco¥ eters Re, Imz, and|qg/p|, and is constrained to lie within
=—Imz=0.03+0.01+0.03. the physical regioriz|=0. The three-dimensional distribu-
Our analysis of approximately 31 000 fully reconstructedtion in Rez, Imz, and|q/p| is projected onto the two di-
flavor eigenstates and 26@P eigenstates sets new limits mensions|z|? and |g/p|. The boundary is then chosen to
on the difference of decay rates®? mesons, and on tH@P,  exclude the maximal region. For simplicity in the figure, we

T, andCPT violation intrinsic toB°B® mixing. The six inde-  display |z| rather thanz|?. The dilepton measurement con-

Imz=0.038+0.029 stat)
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strains|q/p| without assumptions on the value . The

region in this case is obtained from tiey?=1 limits for §0_05‘
this single variable. s L
: i i : [ BABAR USSR y BABAR
AssumingCPT invariance the results are ig o[ Rerer>0 L Recp<0
sgr(Re\¢p) AT/T = —0.009+ 0.037 stat) i’ o -

Im

T 1 T 1
Mg

"

.

v

+0.018syst)[ —0.085,0.067, -0.05

|g/p|=1.029+0.013 stat) o \\\\ il )

e BBBCL e /
+0.01%syst)[1.001,1.05T. 90%CL /

K e
-0.15[
These results can be used to set constraints on the complex r
ra_\tiol“lz/l\(l 12wh_enCPTinvaria_nce is assumed, as shown in 01 005 0 005 01
Fig. 5. Ellipses in the upper figure enclose the favored re- Re(T’;/M,;) ~ AT/Am
gions determined from the sgn (Rgp)AI'/T" and|g/p| mea-
surements of this analysis with fixed to zero. Solid con-
tours show the results assuming Re>0 (as expected in <0.02
the standard model based on other experimental conspraints tg -
while dashed contours are for Rge<<0. Inner(outep con- = - - O P S
tours represent 68%®©0%) confidence-level regions for two L 001 T
degrees of freedom. The lower figure is an enlargement of < = S ™
the region around the origin of the compl&x,/M, plane. ;o0 BABAR (this ahalysis)
The black region close to the origin of the complex plane in E | sin2p
the upper and lower figures shows the predictions of standard °_
. . . . Standard
model calculations when all available experimental inputs - Model
are used to constrain the ratio of CKM matrix elements i \\ """""""
(VepVaa)! (VipViy). The bands in the lower figure are calcu- D01EE
lated using only the constraint sig20.741+0.075 ob- o
tained from theBABAR measurement witlCP eigenstates like i
I K [5]. e s
The decay-rate difference results can alternatively be ex- -0.02 -0.01 0 0.01 0.02
pressed normalized to the mass differedom. Using the Re(I';5/My;) ~ AT/Am
world-average value afm [31], the result allowing foCPT
violation (z free) is FIG. 5. Constraints at 68% and 90% confidence level on the
complex ratiol’1,/M,, of the effective Hamiltonian off-diagonal
- matrix elements governing neutrBl meson oscillations as deter-
sgr(Recp)AT/AM=~0.011+0.049stat) mined from the sgn (Rlecp)gAI‘/F and|g/p| measurements of this
+0.024 syst)[ —0.112,0.09], analysis withz fixed to zero, compared to predictions of standard
model calculations when other experimental inputs are used. The
and with CPT invariance £=0) lower figure is an enlargement of the region around the origin. The
bands in the lower figure are calculated using only the constraint
sgnRe\cp)AT'/Am= —0.012+ 0.049 stat) obtained from theBABAR sin 28 measurement witlCP eigenstates
like J/yK2 [5]. The fading out of the bands away from the origin
+0.024 syst)[ —0.113,0.090. indicates that these predictions are only valid for srialb/M .

The parameterdAm and Im\qp/|\cp| are free in the fit, so
that recenB-factory Am results[1—4] and our sin B analy-
sis based on the same data sanfplgorovide a cross check.
The value of theCP-and T-violating parameter IMcp/|Acpl | om|

system[19]. If we express theCPT limits as ratios of the
CPT-violating to theCPT-conserving terms we have

increases by+0.011 whenCPT violation is allowed in the ——<1.0x107° 4 —0.156<£<0.042

fit. This change is equal to 15% of the statistical uncertainty m r

on Im\cp/|\cpl @and is consistent with the correlations ob-

served in the fit withCPT violation. at the 90% confidence level. The limit @P andT violation

The results are consistent with standard model expectan mixing is independent of and consistent with our previous
tions and withCPT invariance. To date, these are the lowestmeasurement based on the analysis of inclusive dilepton
limits on the difference of decay widths &° mesons and events[11]. All the other results are also consistent with
the strongest test &PT invariance outside the neutral-kaon previous analyseg§4,9,10,20,31-3B All these measure-
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ments were obtained with more restrictive assumptions thaficiencies asr= Tg’ti = r%{j , Eq. (41) reads
those used here. While the standard model predictionAfor
and|qg/p| are still well below our current limits and MoPT p—p
violation is anticipated, higher precision measurements may V==
still bring surprises. PP
T—T
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APPENDIX: EFFICIENCY ASYMMETRIES

W=p(1-7)N,/2+p(1—7)N,/2. A4
The use of untagged data is essential for determining the PL=TNm/2+ p(1= )Ny A4

asymmetries in the tagging and reconstruction efficienciessettinguU=X+2z andV=Y+W, we find
To indicate how the various samples enter we provide a
simple example using only time-integrated quantities. In u-Vv ) (YIV)—(X/U)
practice we use a time-dependent analysis, which gives bet- Turve w=(1+x )m- (A5)
ter precision because it uses more information.
Suppressing the indices for the tag category indeand  Corrections to these equations have to be applied due to
the signal or background compongnand writing the recon-  nonzero values oAr’, |g/p|—1 andz. The use of untagged
struction efficiencies ap=pk¢, p= pJEf and the tagging ef- events is therefore essential to the determination ahd ..
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