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for G3-DNA separation of 25 Å . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.7 Potentials of Mean Force along circular reaction coordinates around DNA axis
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ABSTRACT OF THE DISSERTATION

Computational Studies of Biomolecular Conformational Changes Through Potential of
Mean Force Calculations and Accelerated Molecular Dynamics Simulations

By

Emel (Guneyler) Ficici

Doctor of Philosophy in Chemistry with a concentration in Chemical and Materials Physics

University of California, Irvine, 2015

Professor Ioan Andricioaei, Chair

Molecular dynamics (MD) simulations have made significant contributions to our under-

standing of biomolecular structures, functions and processes during the last few decades.

This proven success is partly due to the level of detail that MD simulations can offer through

all-atomistic models with femtosecond level time resolutions. However, their real power in

studying increasingly larger systems and biomolecular events with increasingly longer time

scales comes from availability of advanced sampling and accelerating techniques. In this

study, we utilize some of these advanced techniques to investigate energetics, dynamics and

other related properties of diverse biomolecular systems and events as outlined below:

In the first two chapters, we study the interaction of a polyamidoamine (PAMAM) dendrimer,

a biocompatible artificial molecule with a highly branched structure, with (i) DNA (Chapter

1) and (ii) α-hemolysin (α-HL), a transmembrane protein nanopore (Chapter 2). Since den-

drimers are versatile molecules in their potential uses in various fields of bionanomedicine

and bionanotechnology, their interactions with biomolecules are the subject of active re-

search. In Chapter 1, we study the interaction between a third generation (G3) dendrimer

and DNA from a biomimetic perspective. To evaluate the possibility of mimicking the pro-

tein nonspecific search behavior along DNA, we obtained potential of mean force (PMF) of

xii



dendrimer-DNA interaction along a circular reaction coordinate around DNA by using um-

brella sampling technique. PMF reveals a free energy minimum when the dendrimer center

of mass is on DNA major groove and a free energy energy barrier of 8.5 kcal/mol between

dendrimer- DNA minor-groove and dendrimer-DNA major-groove interactions. As such, our

result identifies a helical path along DNA major-groove as a possible reaction coordinate for

dendrimer sliding along DNA.

Chapter 2 is the result of a collaborative effort with experimentalist Dr. Stephan Howorka

from University College London, UK. In this study, we investigate translocation/capture

properties of dendrimers of various sizes, G1-G5, through α-hemolysin pore through the use

of steered molecular dynamics technique. Computationally, we were able to obtain current

blockade values in very close agreement with experimental data. Finally, in Chapter 3, we

find a low energy reaction pathway for the large conformational change of a protein, SecDF,

using Targeted Molecular Dynamics method, and obtain potential of mean force for this

conformational change. This study helps us relate the SecDF conformational change to its

proposed function and explain its mechanism of function.

xiii



Chapter 1

Introduction

Many biomolecules undergo significant conformational changes to perform their functions [1–

4]. Therefore understanding these functional conformational changes is an important goal

in the studies of biomolecules. An important thermodynamic quantity used in the studies

of protein conformational changes is the free energy profile along a reaction coordinate that

connects the two states. Free energy is the reversible work needed to bring the system from

the reactant state to the product state along a predefined/reaction coordinate and it includes

contributions from enthalpy and entropy. Conformational equilibrium processes as well as

reaction rates can be calculated from free energy barriers [5] by using the transition state

theory [6, 7]. Free energy profile of a reaction for complex systems can be obtained from

simulations [8, 9] through the use of potential of mean force (PMF) formalism established by

Kirkwood [10]. PMF can be calculated by special sampling techniques such as free energy

perturbation technique [11], Jarzynski equality [12] and umbrella sampling technique [13].

This study will focus on the applications of umbrella sampling technique to events with

time scales that are longer than accessible with ordinary molecular dynamics simulations.

Choosing a reaction coordinate is an important step in potential of mean force calculations.

Ideally, it is the slowest degree of freedom but it can be chosen to be any 1 or 2 dimensional

1



coordinate such as a distance. angle, dihedral, an RMSD metric, etc. When studying protein

conformational changes, if the structures for the two low energy conformations are known,

i.e. reactant state and product state, one can find a low energy pathway between the two

states by using Targeted Molecular Dynamics [14, 15] method as described in the next

section. This pathway can later be used as a reaction coordinate for the conformational

transition in umbrella sampling calculations.

1.1 Targeted Molecular Dynamics

Targeted Molecular Dynamics (TMD) is a method commonly used to find a low energy path-

way for conformational transitions at ordinary temperatures [14, 15]. It has been successfully

implemented to study large scale conformational changes for proteins [16–23] and for nucleic

acids [24, 25]. In this method, an evolving holonomic constraint of the following form is used

to drive the system from an initial configuration (~rinit) to a target configuration (~rfinal):

φ(~rt) ≡ (RMSD(~rt, ~rfinal))
2 − ρ(t)2 = 0 (1.1)

Here ρ(t) is an evolving root-mean-square-distance (RMSD) criteria which is initially set

equal to the mass-weighed RMSD of initial structure from the target structure,

i.e. (RMSD(~rinit, ~rfinal)). To drive the structure towards the target structure, ρ(t) is mono-

tonically decreased until it is close to close zero. Here ~rinit, ~rfinal, and ~rt are 3N-dimensional

configurational vectors of the N-atoms for initial structure, final structure, and intermediate

structure at time t, respectively. RMSD between initial and final structures are calculated

2



by:

RMSD(~rinit, ~rfinal) =

√√√√ 1∑N
k=1mk

N∑
k=1

mk|~rk,init − ~rk,final|2 (1.2)

Satisfying the constraint given in equation (1.1) results in an additional constraint force, F c,

which is given by:

F c ≡ λ
dφ(~rt)

d~rt
= 2λ(~rt − ~rfinal) (1.3)

The value of the parameter λ that satisfies the constraint is determined at each integration

step.

1.2 Potential of Mean Force through Umbrella Sam-

pling

Once a minimum energy pathway is obtained for the conformational transition, potential of

mean force (PMF) [10] along this pathway can be calculated from the probability distribution

functions obtained through extensive sampling [8, 9]. Potential of mean force (A(ξ)) is

3



obtained from equilibrium probability distribution as follows:

A(ξ) = −kBT ln < p(ξ) > (1.4)

where < p(ξ) > is the average distribution function obtained from Boltzman weighted aver-

age as follows:

p(ξ) =

∫
d~r δ(ξ

′
(~r)− ξ) e−U(~r)/kBT∫
d~r e−U(~r)/kBT

(1.5)

Here ~r represents the set of 3N-dimensional configurational vectors for N atoms of the system

and U(~r) is the total energy of the system as a function of ~r.

One difficulty in obtaining sufficient sampling along the reaction pathway is the difficulty of

sampling high energy sates. In umbrella sampling method [13], sampling of all regions along

the reaction coordinate, including the high energy regions, can be achieved by dividing the

reaction coordinate into a series of overlapping windows and by using additional restraining

potentials (wb) centered at each window. The resulting states can then be histogrammed into

bins along the reaction coordinate to obtain a probability distribution. While the resulting

distribution is obtained in the existence of biasing potentials, it can be unbiased through

weighted histogram analysis (WHAM) method [26, 27] to give an unbiased distribution, and

hence an unbiased potential of mean force. The results from biased simulations can also be
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used to obtain equilibrium ensemble averages of other thermodynamic quantities (< O >)

of interest after unbiasing as follows [28]:

< O >=
< O eβwb >b

< eβwb >b
(1.6)

Here <>b and <> represent biased and unbiased ensemble averages, respectively.

1.3 Weighted Histogram Analysis

As mentioned previously, once a series of simulations are run under a biasing potential (wb,i)

used to restrain the system to a given umbrella window, biased probability distributions are

obtained, which can later be used to obtain the unbiased probabilities (P(x)):

P (x) =

∑N
i=1 ni(x)∑N

i=1Ni(x)e−β(Fi−wb,i)
(1.7)

Here ni(x) is the number of counts that the reaction coordinate value falls into the bin x

during simulation i, and N is the number of simulations. Fi is the free energy shift from

simulation i. If we were to know the true value of Fi, in principle, we would find the true

probability distributions. However, both Fi and P (x) are unknown in this equation. It has

been shown [26] that Equation 1.7 forms a set of self-consistent equations with the following
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equation, which can be solved for Fi and P (x) iteratively:

Fi = −β ln

(∑
xbins

P (x) e−βwb,i(x)

)
(1.8)

The solution for P (x) is the best estimates to the unbiased probability distribution, which

gives the best estimate to the free energy profile along the reaction coordinate.

1.4 Steered Molecular Dynamics

One frequently used method to accelerate the kinetics of events in MD simulations is steered

MD, in which an additional biasing potential is applied [29][30–32] to drive the reaction in a

desired direction. The type of the steering potential can vary according to the type of event

to be simulated. For example, to simulate conditions similar to AFM experiments, usually a

harmonic potential centered around a point which is moving at a constant speed is applied

in a given direction [33]. To simulate the effects of a voltage bias of magnitude V across a

membrane, a constant electric field (E) interacting with the partial charges (qi) is the biasing

potential of choice applied in the direction normal to the membrane plane such that a force

of magnitude qiE is applied on each charge [34],[35]. Usually the value of steering potentials

used in simulations need to be higher than the actual values used in the experiments to

obtain advantage in the speed up. However, when very large steering potentials are used,

6



there is the risk of causing artificial configurations due to lack of sufficient relaxation of the

system components.

Recently, an elegant work is published [36] to refer to this difficulty of increasing the potential

while maintaining the advantage in speed up, yet at the same time minimizing the artificial

strain on the system. Accordingly, an electrostatic grid potential is obtained for a system

of interest [34], which can later be scaled up to yield higher steering potential values [36].

Since the value of steering force felt by every component in the system varies with position,

mimicking the variations in the true potential distributions of the system, this method,

known as grid steered molecular dynamics (GSMD), provides more realistic conditions when

used in combination with constant electric field. We will implement this method in Chapter

3 of this work to study the translocation of dendrimers through a nanopore.

1.5 CHARMM Potential Energy Function

Molecular dynamics simulations involve determining the coordinates and velocity of each

atom at a given time. This is achieved by first determining the force on each atom applied

by other atoms in the system at time t and then finding the velocity of each atom at a later

time, t + ∆t, by numerically integrating Newton’s equation of motion [37]. Force on each

atom can be calculated from the gradient a potential energy function. In our simulations,

we used CHARMM potential energy function [38–40], which has the following form:
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U(~R) =
∑
bonds

Kb(b− b0)2 +
∑
angles

Kθ(θ−θ0)2 +
∑

dihedrals

Kϕ(1+ cos(nϕ− δ))

+
∑

improper

Kω(ω − ω0)
2 +

∑
UreyBradley

kUB(S − S0)
2 +

∑
residues

UCMAP (ϕ, ψ)

+
∑

nonbonded

εmini,j

(Rmin
ij

rij

)12

− 2

(
Rmin
ij

rij

)6
+

qiqj
4πε0εrij

 (1.10)

CHARMM force field is one of the most commonly used potential energy functions in the

studies of biomolecules. We refer to Ref.s [38–40] for more details on this potential.

8



Bibliography

[1] Karplus, M., and Kuriyan, J. (2005) Molecular Dynamics and Protein Function. Proc.

Natl. Acad. Sci. U.S.A. 102, 6679–6685.

[2] Shea, J. E., and Brooks, C. L. (2001) From Folding Theories to Folding Proteins: A

Review and Assessment of Simulation Studies of Protein Folding and Unfolding. Annu.

Rev. Phys. Chem. 52, 499–535.

[3] Yu, H., Ma, L., Yang, Y., and Cui, Q. (2007) Mechanochemical Coupling in the Myosin

Motor Domain. I. Insights from Equilibrium Active-Site Simulations. PLoS Computa-

tional Biology 3, e21.

[4] Yu, H., Ma, L., Yang, Y., and Cui, Q. (2007) Mechanochemical Coupling in the Myosin

Motor Domain. II. Analysis of Critical Residues. PLoS Comput. Biol. 3, e23–e23.

[5] Chandler, D. (1978) Statistical Mechanics of Isomerization Dynamics in Liquids and

the Transition State Approximation. J. Chem. Phys. 68, 2959.

[6] Eyring, H. (1935) The Activated Complex in Chemical Reactions. J. Chem. Phys. 3,

107.

[7] Evans, M. G., and Polanyi, M. (1935) Some Applications of the Transition State Method

to the Calculation of Reaction Velocities, Especially in Solution. Trans Faraday Soc

[8] Roux, B., and Karplus, M. (1991) Ion Transport in a Model Gramicidin Channel. Struc-

ture and Thermodynamics. Biophys. J. 59, 961–981.

[9] Roux, B. (1995) the Calculation of the Potential of Mean Force Using Computer Sim-

ulations. Comput. Phys. Commun. 91, 275–282.

[10] Kirkwood, J. G. (1935) Statistical Mechanics of Fluid Mixtures. J. Chem. Phys. 3, 300.

9



[11] Zwanzig, R. W. (1954) High-Temperature Equation of State by a Perturbation Method.

I. Nonpolar Gases. J. Chem. Phys. 22 .

[12] Jarzynski, C. (1997) Nonequilibrium Equality for Free Energy Differences. Phys. Rev.

Lett.

[13] Torrie, G. M., and Valleau, J. P. (1977) Nonphysical Sampling Distributions in Monte

Carlo Free-Energy Estimation: Umbrella Sampling. J. Comput. Phys. 23, 187–199.
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Chapter 2

On the Possibility of Facilitated

Diffusion of Dendrimers Along DNA

We investigate the electrostatics, energetics and dynamics of dendrimer-DNA interactions

that mimic protein-DNA complexes as means to design facilitated mechanisms by which

dendrimers can slide and search DNA for targets. By using all-atom molecular dynamics

simulations, we calculated the free energy profiles of dendrimer-binding around the DNA

via umbrella sampling. We also calculated electrostatic interaction maps in comparison

to proteins, as well as the dynamical changes induced by DNA-dendrimer interactions via

NMR-measurable order parameters. Our results show that for dendrimers to go around DNA

there is a free energy barrier of 8.5 kcal/mol from the DNA major groove to DNA minor

groove, with a minimum in the major groove. This barrier height makes it unlikely for an

all-amine dendrimer to slide along DNA longitudinally, but following a helical path may be

possible along the major groove. Comparison of the non bonded interaction energy and the

interaction free energy profiles reveal a considerable entropic cost as the dendrimer binds to

DNA. This is also supported by the mobility patterns obtained from NMR-measurable order

parameter values, which show a decreased mobility of the dendrimer N-H bond vectors in
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the DNA-binding mode.

This chapter is reproduced in part with permission from [E. Ficici and I. Andricioaei, On the

Possibility of Facilitated Diffusion of Dendrimers Along DNA, J. Phys. Chem. B, In Press,

2015. http://dx.doi.org/10.1021/acs.jpcb.5b02090] Copyright [2015] American Chemical So-

ciety.

2.1 Introduction

Proteins that bind DNA have critical functions in many genetic transactions, including DNA

replication, unwinding, supercoiling, recombination, and damage repair, to name just a few

[1]. These vital biological processes rely on the fast search for binding targets along DNA by

the proteins. For example, DNA transcription factors recognize a target sequence of just a

few DNA base pairs within a couple of seconds; after taking into account the length of DNA

and typical transcription factor concentration, this corresponds to an average scanning rate

of about 105 sites per second [2, 3].

The phenomenology of search and recognition has been puzzling for decades due to the

remarkable speed and accuracy involved. Such a fast search creates a speed-stability paradox,

given the mutually exclusive energy requirements for fast searching and for high stability of

the protein-DNA complex [4]. It is thought that behind the observed speed and accuracy

of the facilitated search process lies the ability of the proteins to use a combination of four

different modes of searching, i.e., sliding, hopping, jumping, and intersegmental transfer [4–

7]. A combination of these search modes will determine the speed with which a protein finds

its target. Several studies tackled this issue by taking into account factors such as protein

conformational change upon binding [4, 8], complementarity of the DNA and protein charge

patterns [9], shape of the protein and its charge distribution [10], and the location of the
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target site [11]. Some other studies questioned the existence of speed-stability paradox [12]

and argued that this so called paradox is an artifact of continuum models of the protein

search process, which are only valid for scanning lengths significantly greater than the size

of the binding site [12]. By introducing the scanning length as a critical parameter, the

authors developed a discrete-state stochastic model which allows different scalings for search

times as a function of DNA length for different search regimes. However, existing studies of

protein-DNA interactions have not provided, as of yet, an effective atomistic picture of this

nonspecific protein-DNA interaction or of the resulting search process.

Our study herein targets a biomimetic approach to the facilitated diffusion of DNA binding

proteins in which we are interested in replacing proteins with dendritic nanoparticles that

bind DNA. Related studies [13–15] suggest that the protein-DNA interaction is dominated by

electrostatic interactions when the protein is in its nonspecific search mode. Therefore, with

the proper adjustment of surface charge density and distribution of a charged nanoparticle,

the theoretical possibility exists to mimic the facilitated search process of DNA-binding

proteins.

Our chosen model for the proteins are poly-amidoamine (PAMAM) dendrimers [16], which

are highly charged functional nano-particles that can be considered as artificial proteins for

targeted delivery of drugs and genetic material into cells. Their size, charge, and surface

properties can be easily controlled synthetically [17]. Because of their interesting properties,

they have potential in areas such as gene transfection, drug delivery, in vivo imaging, and

biosensing [18–21]. The interaction of dendrimers with DNA has been explored recently

[22–32].

A factor that affects the sliding ability of a protein is the shape of the free energy landscape

along the DNA. Using detailed theoretical analyses, Slutsky et al. [4] showed that the

experimentally reported rapid search is possible when a three-dimensional search process

is combined with a one-dimensional search along DNA, and that the optimum search time
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is obtained when the time spent on the one-dimensional search is equal to the time spent

on the three-dimensional search. While the three-dimensional search time is determined by

nonspecific interactions between the protein and the DNA phosphate backbone, the one-

dimensional search time may additionally depend on sequence-specific interactions.

The nonspecific binding energy contribution to the total binding energy is estimated to be in

the range 10kBT−15kBT for proteins (from an Arrhenius-type dependence of the dissociation

rate) [4]. Moreover, by assuming that the specific binding energies can be described by a

Gaussian distribution with variance σ2, it can be shown [4] that one-dimensional search can

be described by normal diffusion with a diffusion constant that depends exponentially on

σ, with σ being a measure of the roughness of the specific binding energy landscape as the

protein slides along DNA. Because of this exponential dependence, the diffusion constant

decays rapidly with σ. For rapid search to be possible, the specific binding energy landscape

must be smooth, such that σ . 2kBT [4, 33]. For example, experiments done with proteins

hOgg1 [34] and p53 [35] reported values of σ < kBT for sliding along DNA, supporting this

argument. On the other hand, Slutsky and et al. [4] also estimated that the high stability

requirement at the target site requires σ to be at least 5kBT for a genome of about 106

base pair long. This requirement for stability is obviously in contradiction with the speed

requirement. In order to address this paradox, a two state model was developed [4, 8]. This

model suggests a conformational difference between non-specific protein-DNA interactions

and specific protein-DNA interactions. It emphasizes the significance of conformational

flexibility in nonspecific searches. Several studies showed that the existence of disordered

domains in protein structures promotes the speed in the nonspecific search process. For

example, the p53 core domain that recognizes a specific DNA sequence has a slower search

compared with the disordered C-domain [36]. The disordered tails are also shown to promote

intersegmental transfer through a ‘monkey bar’ mechanism, which can help the protein

explore more distant regions and to reduce the redundancy in one dimension [37].
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Besides the free energy landscape and the existence of flexible regions, another factor that

affects the search speed is the electrical charge. For example, the disorder as well as the

positive charge on certain domains is shown to increase the non-specific search speed for

p53 [36, 38]; p53 is shown to maintain constant contact with DNA as it slides [35]. A

considerable difference in the electrostatic potential surface of a DNA binding protein when

it is in complex with nonspecific DNA sequence versus when it is in complex with specific

DNA sequence has been found [39]. In the former case, there are negatively charged pockets

scattered among positively charged regions on the DNA binding face of the protein. In

the latter case, however, positive charges are observed to focus more on the DNA binding

regions. This shows that charge redistribution plays an important role in distinguishing

between specific and nonspecific complexes.

Due to the low affinity of nonspecific protein-DNA complexes, there are available only a few

nonspecifically-bound protein-DNA structures, including EcoRV [40], BamHI [39], BstYI

[41], and Lac Repressor [15]. A structural analysis of these complexes indicates that the

interactions are mainly between negatively charged phosphate groups and positively charged

protein domains [14]. In addition, a comparison of salt dependence of the interaction, as well

as hydration differences between specific and nonspecific complexes show that nonspecific

interactions are dominated by electrostatic interactions [14].

With the lessons learned from DNA-sliding proteins in mind, we seek to find if and how

nanoparticles can be used, instead of proteins. Functionalized nanoparticles hold great

promise for various biomedical applications, which include their potential use as biosensors,

cell-labeling agents, imaging or contrast agents, artificial catalytic sites, and DNA/protein

microarrays, to name just a few [42, 43]. They can also be used in targeted gene or drug

delivery [17–19, 21, 44–47]. For our purposes, we propose that polyamidoamine (PAMAM)

dendrimers [16, 17, 19], which are charged nanoparticles, can serve as first model systems to

mimic the electrostatic nature of protein-DNA interactions.
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Figure 2.1: Structure of generation 2 dendrimer. A generation number is defined as the
number of branching points.

PAMAM dendrimers (Figure 2.1), often referred to as “artificial proteins” [20], resemble

proteins in their chemical structure. Their size and surface chemistry can be controlled and

their toxicity can be reduced by adjusting the surface charge size or core chemistry [44, 48].

They can be conjugated with different surface modifiers such as amino acids [49] and in

principle they can be used to mimic the non-specific search along DNA, the firm binding

to a target sequence and possibly subsequent catalytic events. For many such possible

applications of dendrimers, it is crucial to explore the dendrimer-DNA interactions in general,

and the diffusion properties of dendrimers along DNA in particular, in atomistic detail.

Cationic dendrimers of generation 5 (G5) or larger are shown to bind to DNA irreversibly

[24, 26] and can condense DNA. On the other hand, there is evidence from computational

studies that cationic dendrimers of generation 3 slightly bend DNA locally, but do not

condense it [23]. Moreover, sliding of third generation (G3) and fourth generation (G4)

dendrimers along DNA, until they find an ideal binding location, has been reported in a
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molecular dynamics study [25]. Considering the fact that G3 is highly flexible and positively

charged (at physiological pH), it can be an ideal candidate to mimic the nonspecific search

process along DNA. Moreover, importantly, the energy landscape it sees along and around

DNA can be modified by adjusting its terminal charges. Therefore, the flexibility of a

lower generation dendrimer combined with optimum terminal charges have the potential to

overcome the strong attraction due to DNA that would lead to balancing association and

dissociation, which is necessary for nonspecific search mechanism.

In a previous study, we computed the binding free energy profile along the radial direction

for an all-amine terminated G3 dendrimer interacting with DNA; the profile exhibited a

well-depth of −13.5 kcal/mol [23]. When this value is compared with the nonspecific bind-

ing energy required for facilitated search of DNA binding proteins (estimated to be in the

10kBT − 15kBT range, or 5.93− 8.895 kcal/mol at room temperature [4]) G3 has about two

times higher a nonspecific binding energy than typical proteins. A similar study done with

G3 (surface charge +32) and higher generation dendrimers G4 (surface charge +64) and

G5 (surface charge +128) reported that the binding free energy increases almost linearly

with the generation [27]. While a dendrimer of such charge size is unlikely to dissociate

from DNA in the radial direction, we should also note that the free energy depends on the

tension on DNA. It has been shown that as the tension on DNA increases, the free energy

barrier decreases for a given dendrimer size and charge [23]. This information can be used

as a starting point and the linear dependence can be used to estimate an optimum charge

size that would facilitate diffusion along DNA. For this purpose, we setup to explore the

free energy profiles along longitudinal sliding pathways. The organization of the rest of this

paper is as follows: In the next section (Theory and Methods), we describe the system setup

and simulation details after which we provide a theoretical framework for potential of mean

force and NMR order parameter calculations. We then continue with a Results section, in

which we compare electrostatic potential maps for some DNA binding proteins and den-

drimer interacting nonspecifically with DNA. We also present potential of mean force and
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NMR order parameter calculation results for dendrimer interacting with DNA in the Results

section. We end with a Concluding Discussion.

2.2 Theory and Methods

2.2.1 Simulation Methods

In all simulations, CHARMM 27 all-atom force field for nucleic acids [50, 51] was used

with the CHARMM software (Chemistry at HARvard Macromolecular Mechanics), version

c34b2 [52–54]. Langevin dynamics is used with a friction coefficient of 10 ps−1 applied on

non-hydrogen atoms and an implicit solvent model (GBMV2) [55] is used. The accuracy of

generalized Born methods rely highly on the accuracy of the Born radii, i.e. the distance

of a charge location from the solvent boundary in a given molecule. GBMV2 method is

shown to give highly accurate Born radii such that the relative error in total electrostatics

solvation energy is shown to be ≤ 1% between GBMV and Poisson theory [56, 57]. The

nonbonded cutoff distance was 21 Å, with a switching function from 16 Å to 18 Å. The

SHAKE algorithm [58] was used to constrain the distance of covalent bonds to hydrogen

atoms, enabling a 2 femtosecond time step. A third generation PAMAM dendrimer, G3,

with all-amine terminations was generated using parameters obtained as described in C. V.

Kelly et al. [59]. Double stranded B-DNA, 48 base pairs in length and a repeat of the CGAT

sequence was generated using the program NAB [60]. This sequence was used as a model

for a “generic” DNA sequence [61] that mixes all possible base pairings. DNA and G3 were

initially prepared separately as follows. Each one was first minimized in vacuum using 1000

steps of steepest descent and 2000 steps of adopted basis Newton-Raphson (ABNR). This

was followed by 2000 steps of ABNR in implicit solvent. It was then heated for 50 ps while

a harmonic constraint with a force constant of 1 kcal/mol/Å2 was applied on all atoms.
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This was followed by an equilibration for about 2 ns with all the harmonic constraints were

gradually removed. For DNA only, after the removal of constraints, the relative distances

between complimentary base pairs at each end were restrained with a harmonic potential by

using NOE-type restraints in order to prevent fraying.

The DNA axis was defined by the line connecting the center of geometry of the (DNA1)29th-

(DNA2)68th base pairs and the center of geometry of the (DNA1)19th-(DNA2)78th base

pairs. Three separate systems were prepared by combining the dendrimer and DNA at

three distances of 25 Å, 35 Å, and 45 Å, which we label as r25, r35, and r45, respectively.

Intermolecular distances were calculated from the dendrimer center of mass (COM) to the

middle of the DNA axis. The longest axis of the dendrimer was placed to be parallel to

the DNA axis. For each system, the dendrimer was then rotated rigidly around the defined

DNA axis by 10 degrees to obtain multiple windows. Rotation was done in such a way that

the same side of the dendrimer was facing the DNA. Figure 2.2 shows a snapshot of system

r45 where the dendrimer is positioned at a dihedral angle value of 180 degrees defined by

the dummy atoms and the dendrimer center of mass (P1:P2:P3:G3 COM). The entire range

of the dihedral values (0–360◦) was sampled. For each system, after a brief equilibration

period of 40 ps, DNA atoms were harmonically restrained to their most recent positions

with a harmonic force constant of 100 kcal/mol/Å2 in order to maintain DNA shape and

orientation with respect to the dendrimer. Additional windows are added as needed for PMF

calculations which resulted in 61 windows for system r25, 129 windows for system r35, and

155 windows for system r45.

2.2.2 Potential of Mean Force

The umbrella sampling method [62] was used to obtain a potential of mean force (PMF) [63]

around the DNA. A reaction coordinate was defined between two states, then the reaction
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Figure 2.2: The dendrimer is shown at a pseudo dihedral value of φ = 180◦ and a distance
of r = 45 Å, defined by three points and the dendrimer center of mass: P1:P2:P3:G3 COM.

coordinate was divided into multiple overlapping windows and the system was restrained

around each window with a harmonic biasing force. This helps to sample all regions, includ-

ing the higher energy regions which are difficult to sample within the accessible time scale

of molecular dynamics simulations.

The biasing potential

Ub(r, φ, z) =
1

2
kr(r − r0)2 +

1

2
kφ(φ− φ0)

2 +
1

2
kz(z − z0)2 (2.1)

was used, where r is the radial distance between DNA axis and the dendrimer center of

mass, z is the displacement of the dendrimer center of mass along the DNA axis, and φ

is the pseudo dihedral angle as defined by the three fixed points and the dendrimer center

of mass (See Figure 2.2). For all PMF simulations, z0 = 0 and r0=25 Å, 35 Å or 45 Å.

The force constants kr and kz are 500 kcal/mol/Å2. We used various values for the force
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constant kφ which varied between 2.5, 10, 25, 50, 100, 200, and 250 kcal/mol/rad2, depending

on the overlap of the probability distribution of the reaction coordinate between neighboring

windows. The length of the simulations for the different windows varied between 4 ns and

25 ns because of the difference in the force constant values. The weighted histogram analysis

method (WHAM) [64, 65] was used to unbias the simulation results, with multiple restraints

handled through a minor modification in the WHAM code.

In order to investigate the sliding of a PAMAM dendrimer along DNA, the free energy

profile along one DNA turn was obtained. In our previous study [23], we showed that the

interaction of the dendrimer with DNA bases is not significant and is nonspecific. Here, we

are mostly interested in the change in interaction due to minor and major groove variations

and not due to larger DNA conformational differences. Therefore we want to avoid changes

in DNA conformations, such as untwisting, bending, groove width differences etc. along

sliding pathways. This can be achieved by taking advantage of the helical symmetry of

DNA. Accordingly, for an ideal DNA, the sliding surface along a line parallel to DNA axis is

periodic with a period of one DNA turn. The landscape that would be seen for longitudinal

sliding should be identical to the surface that would be seen in the case of rotation around

the DNA on a plane orthogonal to DNA axis. A similar approach has been previously

used in calculating the variation of electrostatic binding energy with respect to the minor

and major groove interactions of a BamHI-DNA complex [66]. Therefore, we define our

reaction coordinate along a circular path of constant radius around DNA axis on a plane

perpendicular to DNA axis. This reaction coordinate is defined to be a pseudo dihedral

angle with respect to the fixed points represented in Figure 2.2.
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2.2.3 Calculating NMR Order Parameters

The MD simulations were used to compute NMR-based order parameters, which have been

previously used to characterize the dynamics of biomolecules [67–69]. According to the

Lipari-Szabo model [70], the degree of spatial restriction of motion and the rate of that

motion for subnanosecond motion was described by the model-free NMR order parameters

S2 and τe respectively, where S2 is a generalized order parameter and τe is an effective

correlation time. Order parameter values can further be used to estimate the configurational

entropy change due to bond vector motions [71].

NMR order parameter S2 for the dendrimer N1-H5 bond vectors were calculated from the

molecular dynamics trajectories. The equilibrium expression [72, 73],

S2 =
1

2
[3

3∑
i=1

3∑
j=1

〈µiµj〉2 − 1] (2.2)

was used, where µi represent the Cartesian coordinates of the normalized internuclear vector

after alignment of the MD snapshots with respect to the dendrimer core carbon and nitrogen

atoms. Alternatively, S2 was also calculated from the tail values of internal correlation

functions using the following relation assuming internal and overall motions are not correlated

and internal fast and slow motions are not correlated [67, 68]:

Ci(t) = S2 + (1− S2
f )e
−t/τf + (S2

f − S2)e−t/τs (2.3)

Here, S2 = S2
fS

2
s corresponds to the tail value of the correlation function and f and s indicate

”fast” and ”slow” motions, respectively.
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2.2.4 Poisson-Boltzmann Calculations

The PBEQ module in CHARMM was used to solve the linearized Poisson-Boltzmann equa-

tion numerically [74]. The dielectric boundary was determined from the molecular surface

with a probe radius of 1.4 Å and atomic Born radii values calculated from free energy cal-

culations for standard amino acids and DNA [75, 76] were used. A grid spacing of 1 Å

before focusing and 0.5 Å after focusing was used. A dielectric constant of 1 was used for

the molecules, and a value of 80 was used for the solvent. Salt concentration was 0.15 M.

Images were obtained by using PyMOL [77].

2.3 Results

2.3.1 Electrostatic Potential Surfaces

As Honig and Nicholls [78] point out, the surface electrostatic potential is influenced not only

by the charge size or distribution near the molecular surface, but also by surface geometry.

For example, narrow regions or clefts (as found in many DNA binding proteins or DNA minor

groove) are shown to enhance the electrostatic potential [79], an effect known as “electrostatic

focusing” [79]. Therefore, in order to understand the role of electrostatics in protein sliding,

it is useful to compare the surface electrostatic potential map of the dendrimer-DNA complex

to proteins complexed with DNA nonspecifically. We obtained electrostatic potential surface

maps for the following nonspecific protein-DNA structures: BamHI (PDB ID: 1ESG) [39],

BstYI (PDB ID: 2POJ) [41] EcoRV (PDB ID: 2RVE) [40], and Lac Repressor (PDB ID:

1OSL) [15].

As shown in Figure 2.4, a large positive charge concentration is evident on the DNA binding

surface of proteins. While positively charged regions are dominant on these surfaces, there
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are some smaller pockets of negatively charged regions scattered among positive regions as

well. It is possible that the existence of these negatively charged regions may be needed to

help the protein dissociate easily from a nonspecific DNA site.

For comparison with these proteins, we also generated the electrostatic potential surface map

for the G3-DNA system, using the same method as described above for the proteins (See

Figure 2.4(e)). Based on the comparison, it can be argued that although a high attraction

is expected between the positively charged dendrimer terminals and the negatively charged

DNA sugar phosphate backbone, the repulsion due to the observed negative regions located

on the branches may reduce this attraction to some extent. Another interesting property

of the dendrimer is that since its branches are very flexible, the branches are observed to

repel each other when they get closer. This effect also prevents the dendrimer to stick to

the DNA. Therefore the theoretical possibility exists for the dendrimer to mimic the sliding

motion of proteins along DNA, likely following a helical path.

2.3.2 Interaction Energy

To map the energy profile for the interaction between the two molecules in three dimen-

sional space, the interaction energy was calculated along various radial as well as angular

coordinates as follows. First we kept the distance constant at 45 Å, and calculated the in-

teraction energy map around the DNA axis for two different planes orthogonal to the DNA

axis positioned at half DNA turn apart. The interaction energy was calculated as the sum

of electrostatic and van der Waals energies:

Eint = Eelect + Evdw (2.4)
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(a) BamHI (b) BstYI

(c) EcoRV (d) LacR

(e) G3

Figure 2.4: Electrostatic potential surfaces as calculated with PBEQ module of CHARMM
shown for proteins: 2.4(a) BamHI (PDB ID 1ESG); 2.4(b) BstYI (PDB ID 2POJ); 2.4(c)
EcoRV (PDB ID 2RVE); and 2.4(d) Lac Repressor (PDB ID 1OSL) complexed with DNA
nonspecifically; and 2.4(e) G3. Images were made by PyMOL. Negative regions are shown
with red, and positive regions are shown with blue. Heat map color scale is from -15.0 kT/e
to 15.0 kT/e.
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Figure 2.3 shows the variation of the interaction energy around DNA at an intermolecular

distance of 45 Å at two different planes orthogonal to DNA axis: the z = 0 plane (red), which

is the plane that intersects the DNA axis orthogonally at its center, and the z = 17 plane

(blue), which is separated from the former by 17 Å, i.e., half DNA turn. The sugar-phosphate

group is marked with arrows to distinguish minor and major groove positions on the z = 0

plane. Note that the angle measure on the minor groove side is about 145◦, consistent with

typical B-form values. The nonbonded interaction, which is predominantly electrostatic in

nature, is significantly more favorable (by about 100 kcal/mol) when the dendrimer center

of mass is on the minor groove. This is consistent with previous electrostatic potential

calculations of B-form DNA, which show that the electronegative potential is enhanced in

the narrow minor groove due to electrostatic focusing [79, 80]. Also noticeable is a shift of

the pattern when the dendrimer is placed on the z = 17 plane. This is expected due to the

helical symmetry of the DNA structure, verifying that the observed interaction pattern is

due to the positions of negatively charged phosphates on DNA backbone.
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Figure 2.3: Interaction energy plots for G3-DNA separation of 45 Å at two different planes
orthogonal to DNA axis: the z = 0 plane (red) and the z = 17 Å plane (blue) in cartesian
2.3(a) and polar 2.3(b) representations. In 2.3(a) smoothing line is used to guide the eye.
In 2.3(b) the positions of sugar-phosphate group is marked with arrows to distinguish minor
and major grooves on the z = 0 plane. Note that the radius is proportional to the magnitude
of the interaction energy.
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Interaction energies for intermolecular distances of 25 Å and 35 Å were also calculated on the

z = 0 plane to gauge how the energy profile changes as the dendrimer gets closer to DNA.

Figure 2.5(a) shows that while the interaction energy values are much lower at distances closer

to DNA (as expected), the shape of the energy profile in angular directions is maintained.

Table 2.1 lists the values of the interaction energy and its components at minor and major

grooves for three intermolecular distances. Finally, starting from a distance of 45 Å, the

dendrimer is pulled towards the DNA axis along the radial direction with a constant force

of magnitude 10 pN for various dihedral angle values (See Figure 2.5(b)). These interaction

energy profiles around the DNA and in the radial direction show that the difference between

dendrimer-minor groove interaction and dendrimer-major groove interaction is amplified as

the dendrimer gets closer to DNA. The difference in the DNA-G3 interaction energy at the

minor groove and major groove is about 100 kcal/mol for r45, 300 kcal/mol for r35, and 600

kcal/mol for r25.
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Figure 2.5: 2.5(a) A comparison of interaction energy calculated at three G3-DNA separation
around DNA axis. 2.5(b) Dependence of interaction energy on radial distance for various
dihedral angle values.

The closest distance at which the dendrimer approaches the DNA when the dendrimer is

restrained to the z = 0 plane and at various dihedral values when no distance restraint

applied, varied between 17 Å and 28 Å over a simulation of length 4 ns (data not shown).

Therefore a distance of 25 Å can be safely considered to represent a binding mode.
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Figure 2.6: Electrostatic 2.6(a) and Generalized Born 2.6(b) components of total energy for
G3-DNA separation of 25 Å

Figure 2.6 shows a comparison of the electrostatic component of the total energy value

(Figure 2.6(a)) for the dendrimer-DNA system with the electrostatic contribution to the

generalized Born solvation energy as obtained from the GBMV2 module [55] in CHARMM

(Figure 2.6(b)); anticorrelated behavior is observed. Total electrostatic, van der Waals and

generalized Born solvation energy contributions are also calculated for r35 and r45, which

are reported in Table 2.2. The generalized Born solvation energy is a continuum approxima-

tion to the electrostatic contribution to solvation energy [55]. According to Figure 2.6(b),

solvation energy at the minor groove is higher than the solvation energy at the major grove.

In other words, in the region where interaction energy, which is predominantly electrostatic

in nature, is more favorable (minor groove), solvation energy is less favorable. This opposite

behavior of solvation energy and electrostatic energy is in agreement with Honig et al. in

that the charged or polar groups are a source of destability for molecules or complexes in

aqueous solutions [78]. This is because desolvation costs for binding of opposing charges are

larger than Coulombic attractions.

In another computational study of dendrimer-DNA interactions performed in explicit solvent,

the authors reported a total electrostatic energy of −22400 kcal/mol for a complex consisting

of G3 and a 38 basepair DNA including the interactions due to ions and water [25]. In our
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Table 2.1: Contributions of electrostatic and van der Waals energies to interaction energy at
minor and major grooves.

Electrostatic vdW Interaction En.
(kcal/mol) (kcal/mol) (kcal/mol)

r25
Minor Groove −2787.17 −17.5468 −2804.72
Major Groove −2344.03 −16.5974 −2360.63

r35
Minor Groove −937.139 −0.642 −937.139
Major Groove −624.75 −0.449 −625.199

r45
Minor Groove −140.382 −0.028 −140.410
Major Groove −28.196 −0.0016 −28.194

implicit solvent simulations, this corresponds to the sum of the total system electrostatic

energy and the electrostatic contribution to generalized Born energy, which are listed in

Table 2.2. Since the DNA we use in our study is longer, i.e. 48 basepairs, we expect the

total electrostatic energy in our system to be slightly lower. As expected, for an interaction

distance of 25 Å, we find −22720 kcal/mol and −22733 kcal/mol for major groove and

minor groove binding modes, respectively. While a one-to-one comparison cannot be made

due to the different number of DNA atoms in the two studies, this close agreement in total

electrostatic energy values suggest that the use of implicit solvent model used in our study

yields results consistent with explicit solvent simulations.

Another similar molecular dynamics study which compared the non-bonded interactions of a

charged nano-particle with DNA minor groove versus major groove reported a preference for

the major groove [81]. In that study, gold nanoparticles functionalized with thiolated alkane

ligands carrying a small charge of +6 (AuNP-NH3) were used. The authors reported an

electrostatic energy difference of 658.36 kJ/mol between minor and major groove electrostatic

interactions, which corresponds to 157.2 kcal/mol overall or 26.2 kcal/mol per amine charge.

Our results for a distance of 25 Å show a difference of 641.36 kcal/mol overall or 20.04
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Table 2.2: Contributions of electrostatic and van der Waals energies to total system energy
and electrostatic contribution to Generalized Born solvation energy.

Electrostatic vdW Total Gen. Born Electr.
Nonbonded Solvation Energy

(kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)
r25

Minor Groove −2325.35 −464.2 −2789.55 −20407.8
Major Groove −1683.99 −461.66 −2145.65 −21036

r35
Minor Groove −415.27 −442.772 −858.04 −22304.7
Major Groove −126.82 −444.38 −571.21 −22588.4

r45
Minor Groove 526.5 −446.88 79.62 −23298.8
Major Groove 581.952 −452.75 129.2 −23251

kcal/mol per amine charge, which is comparable to the above results in magnitude, but

contradict them in terms of the preferred region. While we did not observe much difference

between the van der Waals interactions for both modes of binding, the gold nanoparticle

study reported a difference of 330.08 kJ/mol in the van der Waals interactions between the

two modes of interactions, which favor the minor groove. The difference in nano-particle

composition, size and flexibility may be a factor in explaining this difference in the two

studies. Another explanation of this difference may be that in the mentioned study, DNA

was free to move, resulting in DNA bending and adjustment of the groove width. In our

study, on the other hand, DNA is kept straight and the widths of the minor and major

grooves are maintained.

Based on the results mentioned above, we infer that for a longitudinal sliding motion along

DNA to be possible, a free energy barrier is expected between the minor groove and major

groove positions. Its height will determine whether or not the barrier can be scaled by

thermal fluctuations, resulting in a random or, respectively, a helical sliding motion.
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While the calculations reported above are useful to understand binding vs. sliding, the

interaction energy values mentioned above are only enthalpic contributions to the free energy

profiles. In order to include the entropic contributions, further calculations of the potentials

of mean force around DNA are needed.

2.3.3 Potentials of Mean Force

The potential of mean force around DNA for G3-DNA center of mass separations of 25 Å,

35 Å, and 45 Å along the pseudo-dihedral angle reaction coordinate are shown in Figure 2.7.

Contrarily to the interaction energy patterns described above, the free energy minimum was

located in the major groove. While the free energy is almost smooth at a distance of 45 Å,

the preference for the major groove starts to be felt at a distance of 35 Å with a barrier of

about 2 kcal/mol. When the dendrimer is at a distance of 25 Å, the free energy barrier gets

close to 8.5 kcal/mol.

For comparison of our results with protein-DNA interactions, we need to consider studies

of PMF that explore the free energy profiles along possible sliding pathways along DNA.

For example, Marklund et al. [82] explored the PMF for LacI head domain nonspecifically

interacting with DNA along a helical reaction coordinate and in the radial direction. In the

radial direction, they found the barrier to be 12kBT ( or 7.15 kcal/mol at room temperature),

which is within the theoretically estimated range for facilitated diffusion of proteins [4]. This

is almost half of the value we reported for G3 (13.5 kcal/mol) in a previous study [23].

Marklund et al. also obtained the PMF along the helical direction, and they found it to be

periodic, with a periodicity of one base pair, and a barrier of no larger than 3.5 kBT (or 2.1

kcal/mol). This value is close to the estimated value required for facilitated diffusion, which

is estimated to be less than 2kBT [4].

Based on the PMF results for G3, it is unlikely that G3 will dissociate from DNA due to the
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Figure 2.7: Potentials of Mean Force along circular reaction coordinates around DNA axis
for dendrimer-DNA distances of 25 Å, 35 Å, and 45 Å.

high barrier in the radial direction. In the longitudinal direction, we identified the major

groove as the region of more favorable interaction, with a barrier of 8.5 kcal/mol, which is

high enough to make the motion in this direction also unlikely. There exists the possibility,

however, that the dendrimer may follow a helical path, similar to some DNA binding proteins

such as LacI [82], human hOgg1, BstYI. MutY, E. coli MutM M74A, and BamHI, etc. [83].

Free energy profiles along helical coordinates will need to be determined to verify this. In

any case, we believe that based on the assumptions mentioned earlier about the almost linear

dependence of PMF barrier along radial direction, if the dendrimer charge size is reduced by

half, this may result in cutting the barriers in both radial direction and sliding direction by

half, which in turn may result in values close to the ones reported for LacI above.

We note that our study uses implicit solvent and therefore, does not include any structural

effects of water or salt. An earlier study showed the important effects of ordered water

layers in dendrimer-DNA interactions [22]. Due to the dominant electrostatic nature of the
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interactions, the role of salt will also be important. However, these effects can be assumed

to have effects of similar magnitude for major and minor grooves such that the relative

interactions reported here are still valid.

2.3.4 NMR Order Parameters

In order to understand the dendrimer dynamics as the dendrimer interacts with DNA, we

calculated NMR generalized order parameters S2 for the dendrimer N-H bond vectors at

multiple positions around DNA using both the equilibrium expression and the tail value

of the autocorrelation functions (See Methods). The tail values were calculated from the

average of the last 300 ps of the trajectory. Sample correlation functions are shown in

the Supporting Information (Figure S1) for system r25. Except for residues 7 and 16, all

correlation functions converge on the nanosecond time scale. This is because dendrimer

motions are well sampled within this time scale.

According to the model-free approach [70], the lower S2 value for a given residue corresponds

to more mobile motion, whereas a higher S2 value corresponds to more restricted motion.

For a protein, the residues closer to the N-terminal and C-terminal are more mobile while

the residues in the interior regions are more restricted. This results in a “frowning” pattern

in which the residues closer to the two termini have lower S2 values and the residues closer

to the central regions have higher S2 values. In contrast, dendrimers have a different pattern

of mobility, in which all termini are flexible, not just the C- and N-termini in the protein

case. Figure 2.15(b) shows the pattern of order parameter values, which are color coded

according to generation as shown in Figure 2.15(a) for one prototypical example. More S2

plots for various positions of dendrimer around DNA are included in the Figures 2.9− 2.14.

Accordingly, N-H bonds in the innermost layer (generation 0), have consistently higher S2

values compared with bonds in the outer layers (generations 1 − 3). That is, the motion is
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more restricted in the inner layers than in the outer layers, as expected from the branching

geometry. Moreover, S2 values approach zero for the terminals showing unrestricted motion.

When the mobility patterns at different dendrimer-DNA interaction distances are compared,

it is observed that S2 values for an interaction distance of 25 Å are usually higher than S2

values for interaction distances of 35 Å and 45 Å. This shows that mobility is more restricted

as the dendrimer gets closer to DNA and as the terminals start to make more contacts with

the DNA. This behavior is consistent with that of many (but not all) proteins, which are

known to show a rigid behavior upon binding [84–86], resulting in higher S2 values.

NMR order parameters (S2) for dendrimer N-H bonds at various dendrimer positions around

DNA, as specified by pseudo dihedral angle values (φ), are shown in Figures 2.9 − 2.14 for

systems r25, r35, and r45, respectively. Color coding is based on dendrimer generation (See

Figure 2.15). S2 values calculated from equilibrium expression (Figures 2.10, 2.12, and 2.14)

and from the tail values of N-H bond autocorrelation functions (Figures 2.9, 2.11, and 2.13)

are given below. Sample autocorrelation functions for select residues can be seen in Figure

2.8.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

C
(t

)

Time (ns)

res1
res3

res5
res7

res16
res31

Figure 2.8: Sample correlation functions.

37



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1  16  31  46  61

S
2

Residue

gen0
gen1
gen2
gen3

(a) φ = 24◦

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1  16  31  46  61

S
2

Residue

gen0
gen1
gen2
gen3

(b) φ = 72◦

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1  16  31  46  61

S
2

Residue

gen0
gen1
gen2
gen3

(c) φ = 102◦

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1  16  31  46  61

S
2

Residue

gen0
gen1
gen2
gen3

(d) φ = 150◦

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1  16  31  46  61

S
2

Residue

gen0
gen1
gen2
gen3

(e) φ = 210◦

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1  16  31  46  61

S
2

Residue

gen0
gen1
gen2
gen3

(f) φ = 225◦

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 1  16  31  46  61

S
2

Residue

gen0
gen1
gen2
gen3

(g) φ = 309◦

Figure 2.9: S2 values as calculated from the tail of autocorrelation functions for system r25.
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Figure 2.10: S2 values as calculated from the equilibrium expression for system r25.
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Figure 2.11: S2 values as calculated from the tail of autocorrelation functions for system
r35.
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Figure 2.12: S2 values as calculated from the equilibrium expression for system r35.
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Figure 2.13: S2 values as calculated from the tail of autocorrelation functions for system
r45.
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Figure 2.14: S2 values as calculated from the equilibrium expression for system r45.
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Figure 2.15: The dendrimer placed at a distance of r = 25 Å and a dihedral angle of φ = 150◦

is shown in 2.15(a) color coded by generation as follows: generation 0 (red), generation 1
(green), generation 2 (blue), and generation 3 (purple). The core is shown in silver color.
Corresponding S2 values are shown in 2.15(b).
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Our findings in the area of bond motion via S2 could be readily verifiable by NMR liquid

state experiments [67, 87], in which one can label the nitrogens with 15N isotopes, and can

reveal binding dynamics through the measurement of order parameters.

2.4 Concluding Discussion

In this study, we analyzed the potential use of cationic PAMAM dendrimers to mimic the

facilitated search mechanism of proteins along DNA. With this goal in mind, we investigated

the energetics and dynamics of dendrimer-DNA binding interactions. We calculated the

interaction energy by using all-atom molecular dynamics simulations and mapped the free

energy along a circular reaction coordinate around DNA via umbrella sampling. We also

calculated NMR order parameters, first time to our knowledge for a PAMAM dendrimer,

to understand the dynamics in different binding modes, comparing minor and major groove

binding.

Based on a comparison of energetics, we concluded that, despite considerably more favorable

electrostatic interactions in the minor groove, the free energy is lower in the major groove

than minor groove. This can be explained by a high entropic cost as the dendrimer is

attracted to DNA in the minor groove. The higher values of NMR order parameters when

the dendrimer is in minor-groove binding mode supported this explanation. The free energy

barrier between the minor and major groove interactions was found to be about 8.5 kcal/mol,

a value high enough to likely inhibit a possible sliding motion along DNA axis. Our result

not only quantifies the free energy barrier introduced due to major groove-minor groove

variations in DNA landscape, but also identifies the helical path along DNA major groove

as a suitable reaction coordinate to study possible diffusion of dendrimers. This can be

tested by experiments in which dendrimers have free access to DNA from all sides such as

optical tweezers. Experimental setups in which dendrimer free access to DNA is restricted
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may inhibit a possible helical motion. The possibility of a sliding motion along a helical axis

(similarly to some DNA-sliding proteins) will be dictated by the PMF along a helical axis

spiraling through the major groove. Alternatively, the overall charge size may be reduced

to half of its current value to obtain free energy values comparable to proteins. This is the

first study to our knowledge, in which a potential of mean force of interaction around DNA

is calculated for a cationic, flexible molecule. This information will benefit various fields of

DNA nanotechnology, in which not only dynamic, but also static DNA structures are used

for various potential applications, some of which involve the interaction of DNA with other

molecules similar to dendrimers. Moreover, our PMF profile is a significant contribution in

itself in any area that involves dendrimer-DNA interactions. Our results can be used in the

fields of bionanomedicine and bionanotechnology that involve dendrimer-DNA interactions

and in designing artificial walking molecules.
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Chapter 3

Dendrimers in Nanoscale

Confinement: The Interplay of

Conformational Change and Pore

Blockade

This chapter is reproduced in part with permission from Nano Letters, submitted for publi-

cation. Unpublished work copyright 2015 American Chemical Society.

3.1 Introduction

Hyperbranched dendrimers are nanocarriers for drugs, imaging agents, and catalysts, and

their passage through biological nano-channels or entrapment in inorganic nanoporous sup-

port scaffolds are of fundamental interest. However, the molecular process of nanoscale

confinement and its effect on dendrimer conformations are poorly understood. Here, we use
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single-molecule experiments and molecular dynamics simulations to establish an atomically

detailed model consistent with ionic current measurements. We discover and explain that

migration into nanopores is not dictated by the diameter of dendrimers but by their size-

dependent compressibility. Differences in flexibility also rationalize the apparent anomaly

that the experimental ion current read-out depends in non-linear fashion on dendrimer

size, and nanoscale confinement is inferred to reduce the protonation of the polycationic

structures. Our model can likely be expanded to other dendrimers and be applied to im-

prove the analysis of biophysical experiments, rationally design functional materials such as

nanoporous filtration devices or nanoscale drug carriers that effectively pass biological pores.

Dendrimers are nanoscale, star-like, hyperbranched molecules with high functional impact

[1, 2]. Their structural hallmarks are (i) a void interior to encapsulate imaging agents

or drugs, (ii) a dense outer shell with numerous terminal groups that can be chemically

modified with fluorophores, catalytic groups, or molecular receptors, and (iii) a spherical

shape that influences the interaction with other objects including nanopores. Biological

nanopores help control molecular traffic across cellular membranes, while natural and man-

made pores are exploited in nanotechnology for filtration [3] as well as the label-free sensing

of analytes [4–6] including electrical sequencing of individual DNA strands [7, 8]. Confining

dendrimers temporary or permanently into nanopores is of relevance in basic and applied

science. In research, permeating dendrimers of different size are used to probe the lumen

of biological and inorganic nanopores [9], while in biomedicine the interaction influences the

transport of encapsulated therapeutics across biological membranes [10, 11] or achieves the

blocking of pore-forming toxins [12, 13]. In materials science, the permanent logding results

in nanoscale filtration devices [14], and reusable catalysts that enclose the dendrimers within

nanotubes [15].

Despite these applications, a fundamental understanding of dendrimer behavior under nanoscale

confinement is missing. For example, there is currently no definitive answer to the seem-
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ingly simple question about a cut-off size for the permeation of dendrimers into pores of

given diameter, particularly under the ubiquitous transmembrane voltage present in biolog-

ical cells as well as in research settings. Hence, it is not clear to which degree the structural

flexibility of differently sized dendrimers influences their entrance into pores; their rigidity

usually increases with bigger diameter. Furthermore, there is no detailed information on the

mechanism for pore insertion, i.e., whether the dendrimers insert completely or partly into a

pore. Finally, it is not known whether the nanoscale confinement of dendrimers has an effect

on the charge state of the ionizable functional groups of the molecules. A detailed molec-

ular study that settles many of these questions will undoubtedly achieve a step-change in

our fundamental understanding of dendrimer dynamics under confinement. Unfortunately,

the large body of studies on the nanopore-mediated capturing or transport of linear organic

polymers, DNA and polypeptides [16–31] cannot be directly applied due to the different

molecular shapes and properties compared to dendrimers.

Here we develop a coherent and detailed molecular model of dendrimers under nanoscale con-

finement. We apply the widely used protein pore α-hemolysin (αHL) (Figure 3.2) of known

atomistic structure [32] to examine the prominent polyamido-amine (PAMAM) dendrimers

[33] of increasing size, generation 1 to generation 5 (G1- G5). We measure the electrophoret-

ically induced permeation of positively charged PAMAM at the level of individual pores, and

thereby avoid problems of static or temporal heterogeneity which can hobble conventional

ensemble measurements [34]. The specific experimental output is the ionic current flowing

through single pores as a function of PAMAM size. Our detailed experimental data are

synergistically combined with molecular dynamics simulations to probe how far individual

dendrimers permeate into the pore lumen. The simulations are validated by a comparison

of the simulated to the experimental pore currents. Additionally, the simulations provide

unprecedented molecular insight into the mechanism of PAMAM insertion, as well as the

structural conformations and the charge of confined dendrimers as a function of their size

and nanoscale confinement, something which could not be achieved solely with experiments.
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Our coherent understanding will help tailor the molecular properties of dendrimers and pores

to suit specific applications.

3.2 Description of the molecular components

In our work on nanoscale confinement, we examined whether PAMAM dendrimers G1 to

G5 permeate into the αHL pore. We selected these molecular components for three reasons.

Firstly, the size of the dendrimers is easily tunable. With each number of synthetic cycles

(that is generation), twice the number of tertiary amine branching points are added, and the

number of terminal primary amines doubles (Figure 3.2; Figure 3.1) [33]. The hydrodynamic

diameter of PAMAM thereby increases from 2.2 nm for G1 to 2.9 nm for G2, 3.6 nm for

G3, 4.5 nm for G4, and 5.4 nm for G5. Secondly, the PAMAM dendrimer and the αHL

pore have matching nanoscale dimensions (Figure 3.2) [32]. Finally, the pore lumen at

the trans side is of simple cylindrical shape which was anticipated to ease studying the

interaction with PAMAM. In particular, at the trans side, the αHL pore features a cylinder-

like transmembrane β-barrel of approximately 2 nm inner width and 5.0 nm height which

narrows to a 1.0 nm wide inner constriction (Figure 3.2). The pores cis side is geometrically

less regular and has a sphere-like chamber and a 2.3 nm-wide cis entrance, which may cause

further undesired complexity in our study of pore confinement. Hence, dendrimers were

placed at the trans side.

3.3 Experimental Procedures and Data

Electrical recordings of single pores establish dendrimer permeation, with much larger diame-

ters than expected from their hydrodynamic diameter. The generation-dependent movement

of PAMAM into the nanoscale confinement was probed by recording the ionic current flowing
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Figure 3.1: Chemical diagrams of PAMAM dendrimers of generation G1, G2 and G3 in the
non-protonated form.
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Figure 3.2: Structures of the molecular components used in our study. (A) The lipid bilayer-
embedded αHL pore features a transmembrane β-barrel of approximately 2 nm width and
an 1.0 nm wide inner constriction. (B) PAMAM dendrimers of generations 1 to 5. The
inset shows the chemical structure of a PAMAM branch with protonated terminal primary
amines. To study the interaction, dendrimers are placed on the trans side and an effective
negative transmembrane potential is applied at the cis side to induce the electrophoretic
movement of the dendrimers into the β-barrel.
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through single protein channels. Single-channel current recording is a widely used technique

to understand the structural dynamics of individual molecules that are captured or passing

the pore and can be examined in a label-free fashion under high temporal and conductance

resolution [4–6]. Our measurements with αHL were carried out by applying a potential

across a membrane with an embedded pore, and by recording the ionic current of the sol-

vated electrolytes. Under standard electrolyte conditions of 1 M KCl [16, 20, 35], a potential

of −100 mV relative to the cis side, the blank αHL pore exhibited a conductance of 1020±90

pS (n = 7, number of independent recordings) which is in line with the literature [35–37].

3.3.1 Nanopore recordings

Single-channel current recordings were performed by using a planar lipid bilayer apparatus as

described [38]. Briefly, a bilayer of 1,2- diphytanoyl-sn-glycero-3-phosphocholine (Avanti Po-

lar Lipids) was formed on an aperture (100 µm in diameter) in a Teflon septum (Goodfellow

Corporation) separating the cis and trans chambers of the apparatus. Each compartment

contained 1 M KCl, 50 mM Tris-HCl, pH 8.2. Gel-purified heptameric αHL protein (final

concentration 0.01− 0.1 ng ml−1) was added to the cis compartment to achieve insertion of

a single channel into the bilayer. Subsequently, PAMAM samples (10 µL, G1-G3, 20 wt. %;

G4 and G5, 5 wt. %) were added to the trans side containing 1 mL of electrolyte. Trans-

membrane currents were recorded at a holding potential of +100 mV (with the cis side

grounded), unless stated otherwise, by using a patchclamp amplifier (Axopatch 200B, Axon

Instruments, Union City, CA). For analysis, currents were low-pass filtered at 20 kHz and

sampled at 50 kHz using a Digidata 1200 A/D converter (Axon Instruments), as described

in Ref. [39].
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3.3.2 Single-channel current data

To probe dendrimers under nanoscale confinement, PAMAM were added at a final concen-

tration of 50 µM to the trans side of the αHL. Short current blockades were observed as ex-

emplarily shown for PAMAM G2 (Figure 3.3A; Figure 3.4). The blockades are likely caused

when the positively charged PAMAM is electrophoretically driven towards the negatively

polarized cis side and temporarily resides within the β-barrel (Figure 3.2). The blockade

ends when the PAMAM reversibly exits the pore likely to avoid the energetically unfavorable

nanoscale confinement and to regain conformational and translational freedom. Remarkably,

dendrimers of generation G1 to G4 entered the pore even though their hydrodynamic radius

(2.2 nm for G1, 4.5 nm for G4) is larger than the trans-entrance of the β-barrel at 2.1 nm.

The diameter of the dendrimers is hence an unsuitable guide to predict their electrophoretic

movement into a narrow pore.

3.3.3 Non-monotonous dependence of current blockade on den-

drimer generation

To further examine the permeation of large dendrimers, pore blockades were characterized

in terms of their blockade amplitude, A, and duration, toff , (Figure 3.3B). The amplitude

is the difference between the ionic current at the bottom of the event and the current of

the open channel, Io, normalized to Io (Figure 3.3B). To obtain statistically relevant data,

the distribution of A was plotted in a histogram as exemplarily shown for the G2 dendrimer

(Figure 3.3C). The peak of the distribution has a maximum of 46%. The average blockade

amplitudes for each PAMAM generation were acquired using at least three independent

recordings with a total of around 10000 individual events.

The results are summarized in a plot of amplitude vs. dendrimer generation (Figure 3.3D).
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Figure 3.3: PAMAM dendrimers temporarily block the αHL pore with large dendrimer
diameter and in an unusual non-linear dependence on generation. (A) Current blockades
caused by PAMAM G2 added to the trans side of αHL recorded at 1 M KCl, at an effective
potential of −100 mV at the cis pore side. (B) A single blockade event with duration toff
and amplitude A, defined by the difference between the open-channel current Io and the
current level for the blocked channel, Ib. (C) Histogram of amplitude A with a peak at 46 %.
The peak at 22% stems from short noise fluctuations of the open channel and was included
to avoid the artificial trimming of the main blockade peak. (D) The blockade amplitude
depends in a non-monotonous fashion on the dendrimer generation.
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Figure 3.4: Single-channel current trace of αHL in the presence of 50 µM PAMAM G2 at the
trans side at −100 mV at the cis side. The trace was acquired in the variable-length mode of
nanopore acquisition software pClamp. In this mode, segments of the trace without blockade
events are removed to yield a concatenated series of blockades. The trace displays events
recorded within 10 s which is different to the duration of the concatenated event segments.

Several remarkable features are noted. Firstly, the plot shows an unusual non-linear depen-

dence of A vs. dendrimer generation. The amplitude of the current blockade first lowers

from 58.1± 3.6 % (G1) to 48.1± 3.0 % (G2) before increasing to over 60.8± 2.8 % (G3) and

74 ± 4.4 % (G4). This behavior is independent of the transmembrane voltage (Figure 3.5,

Figure 3.6) and likely implies that the dendrimers lodged in the pore are not in a meta-stable

state but at the energetic minimum. Secondly, G4 PAMAM migrated into the pore only at

very high potentials of 160 mV. This can suggest that the lower voltages were not enough

to force the dendrimer into the pore. Finally, G5 PAMAM was not electrophoresed into

the pore, as judged by the lack of discernible clear current blockades. When considering

dendrimers G1 to G3, the blockade duration, toff , depended in non-linear fashion on the

dendrimer size, similar to the amplitude (Figure 3.5) while it did not depend on voltage

(Figure 3.7). We did not pursue the analysis of toff data any further as we were able to

computationally simulate the blockade amplitude.
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(a) (b)

Figure 3.5: Analysis of PAMAM G2 events in terms of blockade amplitude (A) and blockade
duration (B) as a function of transmembrane voltage ranging −80 to −140 mV at the cis
side.

3.4 Computational Simulations of PAMAM Permeation

into αHL

In order to explain the unusual blockade of high-generation dendrimers and the non-monotonous

dependence of blockade amplitude, we atomistically simulated the electrophoretically driven

permeation of PAMAM into αHL using molecular dynamics as described in the following

sections.
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Figure 3.6: The amplitude of the PAMAM-induced blockade events does not show a clear
dependence on voltage.

3.4.1 System Preperation

All-amine terminated dendrimers of generations G1-G5 were modeled as described in a pre-

vious study [40]. It has been shown that at pH values between 7 and 8, only dendrimer

primary amines are protonated [41, 42]. Therefore we used this convention in modeling the

dendrimers at neutral pH used in the experiment. Dendrimers were initially minimized for

5000 steps followed by gradually heating over the course of 100 ps, and equilibrating for 30

ns. All simulations were run with a time step of 1 fs at a temperature of 300 K. Non-bonded

interactions had a cut-off of 16 with a switching function turned on at 14 . The equilibration

of the dendrimers was monitored by the convergence of the radii of gyration, illustrated in

Figure 3.8. Representative structures are shown in Figure 3.2, and the convergence of radii

of gyration is demonstrated in Figure 3.8.

The equilibrated dendrimer radii were found to be 9.7 Å, 12.1 Å, 13.3 Å, 18.7 Å, and 21.0

Å for G1 through G5, respectively, within the range of previously published values [43].

The dendrimers were then added to the trans side of αHL pore at a distance equivalent

to twice the radius of gyration of dendrimer. The protein pore was embedded in a pre-
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Figure 3.7: The duration of PAMAM-induced blockades depends in a non-linear fashion on
the PAMAM generation.

equilibrated, circular patch of a lipid DPPC leaflet with a radius of 60 Å. In order to reduce

the computation time while maintaining the key interactions, all atoms were fixed except

for the dendrimer and the charged αHL residues at the pore entrance, i.e. ASP127 and

LYS131 on each of the seven monomers near z = 0 Å, which co-indices with the opening of

the β-barrel. Solvent was represented with a continuum model by using generalized Born

implicit solvent as implemented in NAMD [44, 45]. All simulations were run by using NAMD

software [45] with the CHARMM27 force field [46].

3.4.2 Grid Steered Molecular Dynamics

The computational electrophoresis of the positively charged PAMAM dendrimers was achieved

by applying a transmembrane potential following an established protocol [47–49] and grid-

steered molecular dynamics (GSMD) [50]. In this approach, a constant electric field is used

to simulate transmembrane potential in combination with an electrostatic grid potential ob-
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Figure 3.8: Time series for radii of gyration for dendrimers G1-G5 during equilibration.

tained at low potentials, which can then be scaled up to accelerate the molecular movement

to times scales accessible to simulations while reducing artificial distortions in molecular

configurations [50].

GSMD has been successfully applied to simulate the translocation of DNA strands, DNA

hairpins and alpha-helical peptides through αHL [50]. In our simulations, we initially used

an effective voltage of 30 V for 500 ps, only 12V of which is due to the contribution from

constant electric field. We then equilibrated the structure at a lower effective voltage of

4.8 V for 14 ns and finally 500 ps at a potential of 120 mV for 500 ps to obtain meaningful

conformations. We used an electrostatic grid potential which was previously calculated for

αHL in the presence of an external electric field of 1.2 V from time and space average of a 5.3

ns molecular dynamics simulation in explicit solvent [48]. The grid potential was used as an

external potential in addition to a uniform external electric field applied on the dendrimer

in z−direction as described in Ref. [50]. Corresponding pdb files for the equilibrated αHL

and membrane complex were provided by Dr. Aksimentiev and were modified to contain the

αHL atoms and a circular patch of single layer of DPPC membrane with a radius of 60 Å.

Each dendrimer was pulled into the pore with a total electric field equivalent to a voltage
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of 30 V, (12 V constant electric field, 28 V contribution from electrostatic grid potential

after scaling by 15). Molecular dynamics simulation snapshots resulting from the pulling

trajectory were saved and used to then calculate (with the model explained below) the degree

to which the PAMAM reduced the open pore volume in dependence of the z−position along

the channel axis, and hence to compute the current blockade as described in Eqs. 3.1 and

3.4.

3.5 Calculation of Current Blockade from Simulations

The simulations allow to calculate the ionic current blockade and thereby explain the unusual

experimental non-monotonous dependence of blockade amplitude on dendrimer generation.

The open cross-sectional area S(z) of the lumen was used to calculate the ionic current block-

ade. S(z) integrated over z represents the volume of pore lumen which is filled by electrolytes,

which is in turn directly proportional to the ionic current. While more sophisticated means

to compute current by representing ions explicitly exists [48, 51, 52] they are computation-

ally more challenging to converge because of the direct calculation of the time-dependent

flow of ions, particularly for large ionic flows. Moreover, because the current are so large

for the system at hand, the approximation we use is expected to be appropriate. Following

our previous work[53], the ratio of blocked channel, Ib and the open-channel current Io was

calculated using

Ib
Io

=

∫ L
0

dz
S(z)

+ ( 1
2d1

+ 1
2d2

)∫ L
0

dz
S′ (z)

+ δ3,4(ρ( 1

2d
′
1

− 1
πD

) + 1
πD

) + δ1,2(
1

2d
′
1

) + ( 1
2d2

)
(3.1)

Here, S(z) and S(z) in the numerator and denominator are the open cross-sectional areas

when the pore is open and when the pore is dendrimer-blocked, respectively. The terms 1/2d1
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Figure 3.9: Snapshots of PAMAM inserted into the β-barrel of αHL after electrophoresis
and equilibration. The dendrimer generations are provided. In the bottom right is a plot of
the open cross-sectional area (S

′
(z)) whereby the z-axis position is 0 Å at the trans entrance

of the β-barrel and 49.5 Å at the inner constriction.
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and 1/2d2 in the numerator are the access resistances for the trans and cis pore opening of

the unblocked channel with diameters d1 and d2, respectively, following Halls model [54].

The trans access resistance of pores blocked by G1 and G2 was calculated similarly using the

effective pore diameter d
′
1 at the trans side. A different approach was used to describe the

access resistance of dendrimers G3, G4 and to G5, which, due to their larger size, reside to an

increasing degree outside the pore, within a roughly hemispherical region. In our calculations,

we treated the region outside the pore as a combination of (i) a hemispherical region with

a diameter D large enough to enclose the dendrimer partition outside the pore and (ii) the

rest of the region from this hemisphere up to the electrode at infinity. The contribution

to access resistance from the latter term is given by access resistance to a hemispherical

boundary, which is 1/πD as described in Ref. [55]. In the region from the surface of this

hypothetical hemisphere up to the pore entrance, which has an effective diameter of d1

when the pore is clogged by the dendrimer, the access resistance can be calculated by the

term ρ( 1

2d
′
1

− 1
πD

), where ρ is the effective resistivity introduced by the dendrimer, a relative

resistivity normalized with respect to the resistivity of the pure solution. As a result, the

total relative access resistance in the trans side half-space is ρ( 1

2d
′
1

− 1
πD

)+ 1
πD

. This treatment

of access resistance for different dendrimer generations can be summarized as follows:

δ1,2 =


1 for G1 and G2

0 otherwise

(3.2)

δ3,4 =


1 for G3, G4, and G5

0 otherwise

(3.3)
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The additional parameter ρ accountingt for the relative increase in resistivity caused by

PAMAM outside the pore region,. The parameter can be further factor out into two com-

ponents, ρ = ρ1(V, V
′
)ρ2(q), i.e., into a steric and an electrostatic component to mirror the

reduction in free solubilized electrolyte ions within the region. The steric component is de-

duced from the reduction of the solvent accessible (free) volume by the dendrimer, and a

linear relationship between electrolyte concentration and resistivity was assumed from from a

first-order expansion of the by Kohlrausch law [56]. This leads to an expression for the steric

relative resitivity ρ = V/V
′
, where V is hemispherical volume in which the dendrimer in en-

veloped, and V is portion of this volume unoccupied by the dendrimer (solvent accessible).

The second component ρ2 reflects the lowering of electrolyte cation concentration caused

by the electrostatic repulsion against the positively charged, protonated PAMAM terminal

amine groups at the end of dendrimer branches positioned outside the pore and is assumed

to increase linearly with the number of charges outside. The protonation in this structurally

non-compressed PAMAM parts differs to the dendrimer parts which are confined within the

pore. There, the protonation of their terminal primary amines is, in agreement with other

polyelectrolytes [57, 58], assumed to be suppressed to avoid mutual energetically unfavorable

electrostatic repulsion, as reflected by the solely steric term S
′
(z) for calculating the ionic

current. A more detailed description of how parameter ρ is derived is included in the next

section.

The blockade amplitude was deduced from the ratio of Ib
Io

using equation 4.

%Blockade amplitude = 100× (1− Ib
Io

) (3.4)
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3.5.1 Estimating Effective Resistivity (ρ)

The resistivity increase in the hemispherical region outside the pore occupied by the large

dendrimers is expected to be due not only to steric but also electrostatic effects. Therefore

our relative resistivity estimate has two components. We estimated the steric component

from a ratio (V/V ′) of the ion accessible free volumes in the absence (V ) and in the presence

(V ′) of the dendrimer. This estimate is based on a first order approximation to Kohlrausch’s

law for dilute solution, which shows a direct relationship between conductivity and the

concentration of the ions in the solution [56]. For G3, the computed value was 1.66. This

estimate is in accord with a previous study done with neutral water-soluble polymers, for

which the effect of polymers on bulk solution conductivity was found to result in a decrease

of the conductivity by a factor of about 2 [59]. Our result, which is based only on steric

effects, has a similar order of magnitude in the ratio of resistivites.

In order to estimate the electrostatic contribution factor to the resistivity, we used the best

overall fit to the experiment and found that a value of 2.5 yielded a good fit for G3. By

using the two components (steric and electorstatic), the overall effective resistivity (ρ) for

G3 was 4.15. For G4, the steric component of the resistivity was calculated to be 2.81 with

the same method. To estimate the scaling needed to calculate electrostatic component for

G4, we compared the number of terminal charges outside the pore. Accordingly, G4 has 3

times the number of charges outside the pore (48) than G3 (16). This led us to estimate

electrostatic component of resistivity for G4 by multiplying with 3 the corresponding term

for G3. After we determined the electrostatic component to be 7.5, we estimated the overall

resistivity to be 21 for G4.

It has previously been shown that hydration forces due to ordering of water molecules caused

by charged molecules in general, and dendrimers in particular, can extend beyond the range

of electrostatic forces.6 Therefore the charged dendrimer terminals staying outside the pore
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are expected not only to modulate the local ion concentration but also to extend the range

of electrostatic forces through ordered water molecules.

3.5.2 Understanding Dendrimer Compressibility

Relative Angular Mobility

To compare the varying degrees of structural flexibility of G1 to G5, we quantified the

mobility of the PAMAM branches with respect to each other with the Relative Angular

Mobility (RAM) estimator:

RAM =
θ(t)− θ(0)

θ(0)
(3.5)

where θ(t) is the angle between one terminal nitrogen, one central carbon, and another

terminal nitrogen at time t as shown in Figure 3.10, with θ(0) is the corresponding angle

at the beginning of the simulation. Positive RAM values indicate increasing separation of

the involved terminals compared with the initial separation and negative values indicate

decreasing distance between the terminals. We calculated RAM for select terminals during

equilibrations of dendrimers for each generation. As seen in Figure 3.11, the fluctuations in

the relative mobilities consistently decrease with increasing generation. This is consistent

with the stronger intramolecular interactions at higher dendrimer generation, which in turn

limit mobility of the branches and reduce overall dendrimer compressibility.
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Figure 3.10: Sketch illustrating the angle descriptions for Relative Angular Mobility (RAM)
calculations for 3.10(a) G1 and 3.10(b) G2.

Dendrimer Self Energy

In order to quantify the overall energetics of PAMAM permeation into the protein pore, we

calculated the z-dependent self energy. The self energy is the total intramolecular potential

energy calculated from the sum of all bonded and non-bonded interactions between the den-

drimer atoms. For this purpose, the simulations were conducted using a voltage of 4.8 V for

1 ns and 120 mV for 0.5 ns. Figure 3.12 shows a plot of self energy normalized to the number

of the dendrimer atoms, as a function of dendrimer center of mass position. Figure 3.13 is

the analogous plot against simulation time. The plots illustrate that dendrimers tend to stay

upon application of the lower potential- within 5 − 10 Å of their recent positions reached

under the higher potential. The general trend is that the normalized self-energy increases

with dendrimer generation in line with higher steric hindrance. Against this trend, G1 has a

higher self-energy than G2, likely because G1 is being quickly drawn into the pore constric-

tion where the electrostatic potential gradient has its maximum [48]. In other words, the

strong electrostatically-induced attraction compensates the considerable steric compression.

Molecular dynamics establish that pore permeation is not directly determined by dendrimer

diameter but by the generation-dependent compressibility of PAMAM. The results of our
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Figure 3.11: Relative Angular Mobility time series for dendrimers G1-G5 during equilibra-
tion.

simulations are summarized in Figure 3.9. They reveal that the permeation into the pore

strongly depends on the dendrimer generation. G1 completely entered the β-barrel to block

the inner constriction while G2 did not reach as deeply. By contrast, G3 did not fully enter

the barrel, and only the smaller portion of G4 and G5 was inside the pore.

The simulations are highly valuable as they firstly replicate the experimentally found per-

meation of large dendrimers. Similar to nanopore recordings, all PAMAM dendrimers from

G1 to G4 at least partly if not completely entered the pore in the simulations (Figure 3.9)

even though the hydrodynamic diameter for all is larger then the trans-entrance. Secondly,

the computational data distinguish two molecular modes for pore entrance for pore entrance.

G1 and G2 enter the pore completely (Figure 3.9). By contrast, only several branches of

the dendrimer G4 are able to reach into the pore lumen (Figure 3.9). G3 occupies a mid-

dle position between the two extremes. The simulations, thirdly, provide a reason for the

generation-dependent entrance mode in terms of structural flexibility and compressibility

of the outermost dendrimer shell [60]. The different degrees of flexibilities are apparent in
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Figure 3.12: Dendrimer self energy values normalized by the number of dendrimer atoms.

the computationally derived dendrimers terminal relative mobilities which represent the size

dependent change in the angle from the dendrimer center to two terminal branches (Fig-

ures 3.10 and 3.11). As a further illustration that rigidity increases with dendrimer size, we

show in Figures 3.12 and 3.13 that the intramolecular potential energy required to push the

dendrimer into the pore scales with generation.

Using this insight, we can explain that G1 and G2 can enter so deeply into the pore because

the required associated rearrangement of the PAMAM branches is energetically feasible due

to the flexible and non-crowded outer dendrimer shell. By contrast, only a few branches of

the G4 dendrimer (Figure 3) enter the pore because the crowded outer shell of the dendrimer

does not allow for a larger structural reorganization as found for G1 or G2. Indeed, G4 cannot

reach deeper into the pore as this would require the energetically costly pushing aside the

other branches of the dendrimer. One discrepancy is that PAMAM G5 entered the pore in

the simulations but not in the experiments. A possible reason for this mismatch could be

that a PAMAM G5 branch resides too short in the barrel to be detected amid the current

noise of the open channel.

To achieve a quantitative measure of the varying degrees of pore blockade, we computed from
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Figure 3.13: Dendrimer self energy time series normalized by dendrimer atom numbers.

the molecular dynamics simulations the open cross-sectional area of the lumen, S(z), against

the z coordinate running along the central pore axis (Figure 3.9). S(z) is the area of the

pore which is not blocked by a PAMAM dendrimer. For reference, the open (non-PAMAM

blocked) pore area is in black (Figure 3). The plot highlights that G1 blocks the pore at the

inner constriction while G2 and G3 constrict mostly the middle part of the β-barrel.

3.6 Results and Discussions

As shown in Figure 3.15, the theory was able to capture well the experimentally found non-

monotonous dependence of pore blockade on dendrimer generation. This is of note, as our

model does not use any phenomenological fit to experimental data but rather calculates the

current from dendrimer-induced and position-dependent blocked pore and access volumes,

and electrostatic factors. The small offset of approximately 10% between the computational

and experimental blockade levels could have been overcome by including a mathematical

fitting factor in Eq. 3.1, but doing so would have diluted the simplicity and biophysical

coherence of our model. The computational model correctly predicts the experimentally
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observed trend, yet it slightly and consistently overestimates the blockade amplitude. A

possible explanation for this consistent shift could be the different temporal scales underly-

ing the simulated dynamics vs. the experimental measurement of the pore-blocking events.

As the temporal resolution of the measurement is about 50 microseconds, time-averaged

partially blocked conformations could be present in the measured data, but not in the sim-

ulation, which accounts for nanosecond dynamics in the thermodynamically dominant state

of dendrimer-pore interactions.

Nevertheless, the agreement between theory and experiment is remarkable considering that

the model is relatively simple compared to several more complex computational strategies

[48, 51, 52]. A key reason contributing to the agreement, particularly for G3 and G4, has to

do with the relative resistivities of PAMAM inside and outside the channel. The difference

in the resistivities is biophysically justified by the steric component, and by the fact that

squeezing PAMAM inside the channel pushes charged terminal amino groups together and

hence lowers their protonation state to avoid energetically unfavorable electrostatic repulsion

under confinement. Consequently, PAMAM branches inside the pore are considered to solely

act as steric but not as an electrostatic barrier for the passage of electrolyte cations, which

in turn results in a higher ionic current compared to flux through PAMAM outside the pore.

When expressed via the parameter ρ, the resistivity of non-confined PAMAM is about 4

times bigger for G3 and 21 times bigger for G4 than of dendrimer branches confined inside

the pore. This parameter is key for obtaining a good match to the data, as setting it to

equal in and outside the pore resulted in a mismatch between experiment and data as shown

by a comparison of Figures 3.14(b) and 3.15.
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Figure 3.14: 3.14(a) Position dependence of current blockade % for each dendrimer generation
during the first 500 ps simulation under a bias of 30 V voltage (ρ = 1). 3.14(b) Comparison
of experimental % current blockade values to the simulation results as obtained from the
average of the last three data points.

3.7 Conclusions

We have measured and simulated how PAMAM dendrimers permeate into the widely used

model pore αHL to uncover fundamental insight into dendrimer-pore interactions at the

nanoscale. The key findings of our study are threefold. Firstly, we show that permeation is

not governed by dendrimer size but by the generation-dependent conformational flexibility,

i.e., by the details of if and how dendrimers can modulate their shape and internal structure

to enter the pore. The result is important for basic and applied science as it is now easier to

predict the optimal dendrimer generation for a given nanopore diameter. Secondly, our data

suggest that pore-confinement is reducing the ionization state of PAMAM which, in turn, can

help anticipate the permeation properties through charged nanopores. Thirdly, we demon-

strate that the permeation-induced current blockade exhibits a non-trivial dependence on

dendrimer generation. This is caused by an intriguing interplay pore geometry, different den-

drimer compressibilities, and confinement-induced changes in PAMAM properties including

ionization. Small, easily compressible dendrimers like G1 and G2 completely move into the

cylinder-shaped pore to cause a large blockage caused by steric factors. By contrast, at the
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Figure 3.15: A comparison of experimental and computational results for % current blockade
values calculated with estimated effective resistance (ρ) values.

other extreme, larger poorly compressible dendrimer G4 does not completely enter the pore

but causes a larger current blockade as the PAMAM section outside the pore is fully proto-

nated to electrostatically repel electrolyte cations. In conclusion, our scientifically rich study

highlights the importance of molecular flexibility and non-trivial nanoparticle nanopore in-

teractions in modulating pore transport, and can likely be expanded to other dendrimers or

molecules designed to permeate or lodge inside nanoporous structure to improve applications

in biotechnology, biomedicine, material science, and biophysical research.
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Chapter 4

The Role of Proton Motive Force in

Conformational Transition of

TtSecDF from F-form to I-form

4.1 Introduction

SecDF is an important component of the Sec protein translocation machinery embedded in

the bacterial membrane. In combination with its other components, namely SecYEG and

SecA, SecDF is associated with many functions such as stabilization of the other compo-

nents within the membrane, maintaining the transmembrane potential which is crucial for

the function of this machinery, and facilitating the ATP independent stage of the protein

translocation mechanism. Related studies suggest that SecDF undergoes functionally im-

portant conformational changes which involve mainly the P1-head domain and that these

changes are coupled with the proton motive force. However, there is still not a clear un-

derstanding of how SecDF functions, its exact role in the translocation machinery, and how
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its function is related to the proton motive force. In order to understand the nature of this

suggested conformational change and how it may be coupled with the proton motive force

in atomistic detail, we used targeted molecular dynamics (TMD) to find low energy path-

ways between the two conformations, i.e. F-form and I-form. Additionally we also obtained

potentials of mean force (PMF) along a root-mean-square-distance (RMSD) based reaction

coordinate. A comparison of the free energy profiles obtained in the existence and absence

of a transmembrane potential indicate that the interaction of the P1 domain dipole moment

with a transmembrane potential considerably lowers the free energy barrier in the direction

of F-form to I-form transition. Our results also show that I-form to F-form transition is

likely only in the absence of a transmembrane potential.

4.2 Background on SecDF

An important mechanism in the infection of host cells by bacterial virulence factors is the

translocation of unfolded secretory proteins across bacterial membrane [1]. One such translo-

cation mechanism is the Sec pathway [2–5]. Sec pathway is the common pathway between

prokaryotes and eukaryotes in the translocation of secretory or plasma membrane proteins

across the membrane. In prokaryotes, translocation is through the plasma membrane, while

in eukaryotes it is through the endoplasmic reticulum membrane [4]. Sec translocon machin-

ery is a protein-conducting channel which functions not only to translocate unfolded proteins

across the plasma membrane but also to insert proteins into the membrane [2].

In many bacteria, the Sec machinery is composed of SecYEG [6, 7], the core of the complex

forming a protein conducting channel, Sec A ATPase [1, 2], which initiates the translocation

through binding of ATP, and SecDF, which is thought to facilitate the translocation in the

later stages. In some organisms, SecDF is found as closely interacting two proteins, i.e. Sec

D and SecF, and in some others it is formed by a single chain [8].
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Studies show that SecDF is functional in various stages of protein translocation. For example,

it is thought to stabilize other components of the Sec machinery, i.e. SecY [9] and membrane-

inserted state of SecA [10–12]. It also regulates the protein translocation by stabilizing the

translocation intermediates and by preventing their backward movement [12]. SecDF is also

important in the release of preprotein to the periplasmic side [13]. Besides its direct role in

protein translocation as mentioned, SecDF is also required for the maintenance of proton

motive force levels, which is needed for efficient translocation [12, 14]. It is due to these

and related functions that the lack of SecDF has been shown to result in severe growth

retardation and defects in protein-export in vivo [15, 16].

While there are mixed results in the role of SecDF in translocation in in vitro studies, in vivo

studies show an indispensable role in effective translocation of proteins in a fully active state

[15–17]. Some studies show that the rate of protein translocation depends on the levels of

SecD and SecF and that lack of SecDF results in secretion defect and growth inhibition [15].

In one study with Listeria monocytogenes, a gram-positive bacteria, SecDF is shown to be

dispensable for growth in vitro, but it is required in vivo for bacterial infection in facilitating

the translocation of virulence factors in a fully active state [17]. SecDF mutants resulted

in reduced activity of translocated proteins, presumably due to misfolding. Its important

role in the translocation of several virulence factors, and hence in the bacterial infection

process, makes SecDF an important possible drug target in preventing bacterial infections.

Also because of its possible role in protein folding, understanding how SecDF functions is

important.

Despite its significant role in facilitating protein translocation, protein folding, and mem-

brane protein insertion, the mechanism of SecDF function remains largely unexplored. It

is shown that SecDF functions in combination with proton motive force, ∆p, which is the

electrochemical potential difference of proton across the membrane [18]. It is shown that

both chemical and electrical components of proton motive force, i.e. pH gradient, ∆pH and
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transmembrane electric potential , ∆ψ, respectively, have a direct role in the effective func-

tioning of SecDF [19]. ATP and proton motive force act at different parts of the preprotein

translocation catalytic cycle [19, 20]. ATP binding to SecA initiates the translocation. ATP

hydrolysis later provides the release of the unfolded protein. Proton motive force acts at later

stages in preventing the backward movement of the preprotein and it drives the rapid and

efficient forward translocation reaction. The coupling of SecDF function to proton motive

force suggests that SecDF undergoes a conformational change driven by proton motive force

to function.

In a recent study, structure of SecDF from Thermus thermophilus HB8, or TtSecDF, show,

indeed, two different conformations, F-form and I-form [21, 22] (See Figure 4.1). The two

conformations vary by the relative positioning of P1-head, i.e. the large periplasmic domain

of TtSecDF, which is suggested to undergo a hinge-motion. An analysis of SecDF structure

using electron tomography and single particle reconstruction [23] also supports the existence

of two conformations consistent with the F-form and I-form structures reported [22] earlier.

The latter study also confirms the conformational flexibility of P1 head relative to other

domains, as predicted by the former study.

While it is known that proper functioning of SecDF depends on proton motive force and a

conformational change driven by proton motive force, the exact mechanism and how the two

are coupled are not known. In this study, we find the possible low energy pathways for the

SecDF conformational transitions in both directions, i.e. F-form to I-form and I-form to F-

form, by using all atom molecular dynamics simulations and Targeted Molecular Dynamics

(TMD) method. In order to understand the role of proton motive force and how it influences

the transition, we also study the conformational transitions in the existence of the trans-

membrane electrostatic potential component of the proton motive force, which we modeled

through a constant electric field. In addition, through potential of mean force calculations

along the conformational transition reaction pathways, we show that the interaction of the
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dipole moment of SecDF P1-head with the transmembrane potential significantly lowers the

barrier for F-to-I transition, and makes the I-form energetically more favorable. This can

explain the source of the driving force needed for SecDF to carry the translocation interme-

diates from inside the channel after capturing them while in the F-form, into the periplasm,

as it transitions into the I-form conformation. With the depletion of the transmembrane

potential, i.e. in the absence of potential, the barriers for transition in both directions seem

to have similar barriers.

In the following sections, we first give information about the targeted molecular dynamics

(TMD) and umbrella sampling methods we used in this study. Next we explain the details

of the structure setup and simulations. Finally, we present and discuss our results followed

by concluding remarks.

4.3 Theory and Methods

4.3.1 Targeted Molecular Dynamics

In this study, targeted molecular dynamics (TMD) method is used to find a low energy

pathway for conformational transitions between F-form and I-form. In this method, an

evolving holonomic constraint is used to drive the system from an initial configuration to a

target configuration. A more detailed explanation of this method is included in Section 1.1.

4.3.2 Umbrella Sampling

Once a minimum energy reaction pathway is obtained for the conformational transition,

potential of mean force (PMF) [36] along this pathway can be calculated from the probability

distribution functions obtained through extensive sampling [37, 38]. One advanced sampling
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technique used to overcome the problem of insufficient sampling in the regions of high energy

is the umbrella sampling technique [39]. In this method, reaction coordinate is treated as

a series of adjacent and overlapping windows. Separate simulations for each window is

performed while the system in each window is restrained to the corresponding reaction

coordinate value by using an additional harmonic biasing potential centered at that window.

After the biased probability distributions are obtained by histogramming, they are unbiased

by using weighted histogram method (WHAM) [40, 41].

In this study, potential of mean force along the pathway that connects the two SecDF

conformations, i.e. F-form and I-form, is calculated with the use of the following biasing

potential, (wb,i), for each i -th umbrella sampling window:

wb,i = Ki

(
∆RMSD(~rt)−∆RMSD(~r0)

)2
(4.1)

where ∆RMSD is defined as:

∆RMSD(~r) = RMSD(~rt, ~rF )−RMSD(~rt, ~rI) (4.2)

Here RMSD(~rt, ~rF ) and RMSD(~rt, ~rI) represent the RMSD of the instantaneous structure

from initial equilibrated F-form and I-form structures, respectively. ∆RMSD(~r0) is the min-

imum of the harmonic biasing potential. The choice of this one dimensional order parameter,

∆RMSD(~r) , maintains the difference between RMSD values with respect to two reference

structures around the given minimum while allowing relaxation in RMSD value with respect

to each reference structure. This form of biasing potential is previously used to obtain free
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energy profile between B-form and A-form DNA structures [35, 42].

4.3.3 Dipole Moment Calculation

To understand how the SecDF conformational change involving P1-head subdomain may

be coupled with proton motive force, we monitored the dipole moment of this subdomain

along the TMD trajectories. P1-head includes four alpha helices and protein alpha-helices

are known to have net dipole moments along the helix axis arising from the additivity of

the individual peptide bonds [43–45]. Dipole moment (~µ) of a protein or a domain can be

calculated from the position vector (~r) and the partial charge of each atom (qj) by using [46]:

~µ =
∑
j

qj~rj (4.3)

When the sum of the charges is zero, dipole moment is origin independent [46].

While the dipole moment values obtained from TMD trajectories are helpful in gaining in-

sight about how different transition pathways compare, they are obtained under nonequilib-

rium conditions. In order to retrieve equilibrium values of ensemble averaged dipole moment

along the reaction coordinate, trajectories from umbrella sampling simulations can be used

by unbiasing [47]. The unbiased < µz >i, i.e. the time averaged z−component of dipole

moment of P1-head subdomain, for each simulation window i after reweighting is calculated
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as follows:

< µz >i=

Ni∑
j=1

µ
′
z,j e

βwb,j

Ni∑
j=1

eβwb,j

(4.4)

Here wb,j is the biasing potential for jth snapshot in window i, µ
′
z,j is the z component of

biased dipole moment value for the same snapshot, and Ni is the total number of snapshots

within window i.

4.3.4 Simulation Methods

Structure Setup

Coordinates for full-length F-form is taken from Protein Data Bank with PDB code 3AQP

[22]. The coordinates of the missing residues in P4 domain are repaired after overlaying P4

domain with the NMR solution structure of P4 with PDB code 3AQO. The rest of the missing

coordinates are built by using INTCOR and positions of all hydrogens were determined from

HBUILD facilities in CHARMM. Full-length F-form is then oriented along z-direction such

that the two transmembrane helices TM4 (residues 323-353) and TM10 (residues 619-651)

are centered at z = 0 Å (See Figure 4.1(a)). P1 domain of I-form structure is available

with PDB code 3AQO as shown in Figure 4.1(b). Full-length I-form is modeled by first

superimposing heavy backbone atoms of P1 base (from PDB ID 3AQO) with corresponding

region in the full-length F-from followed by appending the missing regions from coordinates

of the repaired F-form structure. As seen in Figure 4.1(c), I-form differs from F-form in the

way P1-head subdomain is positioned onto the P1-base subdomain.
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(a) Complete F-form structure (PDB ID: 3AQP)

(b) I-form P1 domain (PDB ID: 3AQO) (c) I-form P1 base aligned with F-form P1
base to build complete I-form structure

Figure 4.1: The two conformations of SecDF, 4.1(a) F-form and 4.1(b) I-form, differ by the
positioning of P1-head domain on P1-base domain. F-form and I-form P1-head subdomains
are shown in red and pink colors, respectively. 4.1(c) Complete I-form structure is built
by superimposing I-form P1 base subdomain onto the corresponding subdomain of F-form
structure and appending the missing domains from F-form structure.
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Equilibration

Both F-form and I-form are equilibrated under the same conditions. SHAKE [48] is used to

fix the hydrogen bonds to allow a time step of 2 fs. Velocity Verlet integrator is used with

Nose thermostat to keep the temperature constant at 298.15 K. Generalized Born with a

simple switching (GBSW) model [49, 50] is used to simulate the solvent and membrane ef-

fects. Membrane thickness is set to be 31 Å centered at z = 0 Å with a membrane switching

length of 5 Å on each side. Surface tension coefficient is set to a value of 0.03 kcal/mol/Å
2
.

Non-bonded interactions are cutoff at 12 Å with smoothing function turned on at 10 Å.

CHARMM22 all-hydrogen parameters for proteins with CMAP corrections optimized specif-

ically for GBSW is used with CHARMM software (Chemistry at HARvard Macromolecular

Mechanics), version c34b2 [51–53].

First the system is minimized briefly with 50 steps of steepest descent followed by 50 steps

of ABNR in implicit solvent and membrane while the backbone heavy atoms were fixed.

Then a harmonic restraining force with a force constant of 60 kcal/mol/Å
2

was applied

to backbone heavy atoms and the system was again minimized until change in energy is

0.01 kcal/mol and then heated briefly. This cycle of minimization and heating is repeated

while gradually reducing the force constant at each cycle until all restraint is removed after

300 ps. The system is then equilibrated at constant temperature for about 30 ns. The

same procedure is used separately to prepare the structures for both conformations while

an electric field equivalent to a transmembrane voltage of 240 mV across the membrane

thickness is applied in the −z direction. RMSD of the backbone heavy atoms with respect

to the original structure after reorienting each frame with respect to the original structure

is calculated to monitor equilibration (See Figure 4.2).
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TMD Simulation

The RMSD between equilibrated F-form and I-form structures is calculated to be 12.8 Å

for the case when no electric field is applied, and 13.5 Å for the case when electric field is

applied. For each of these cases, I-form and F-form structures are initially placed after a

best fit alignment of all atoms between the two structures. Then separate simulations are

run to pull each structure towards the other, yielding four simulations: (i) F-form to I-form

with electric field (f2i E), (ii) I-form to F-form with electric field (i2f E), (iii) F-form to

I-form no electric field (f2i), and (iv) I-form to F-form no electric field (i2f). TMD method

as implemented in CHARMM [54] is used with a pulling speed of 5 Å/ns and a time step of

1 fs. Artificial rotation is removed every 10 simulation steps. The system is weakly coupled

to a heat bath at 298.15 K with a coupling constant of 0.5 ps [55]. Equilibrated structures

from above are used. For each case, initial and target structures are aligned with respect

to TM4 and TM10, two longest helices at the center of the transmembrane region. All

the transitions studied were smooth with no unusually high energy structures encountered

during transition. P1-head dipole moment is calculated along each trajectory for a selection

of residues 58− 261, which has a zero net charge.

Umbrella Sampling

Initial structures for each umbrella window is obtained from TMD trajectories by selecting

snapshots with 0.2 Å RMSD between adjacent windows. To equilibrate each structure in each

window, initial simulations are run with a higher biasing force constant of 200 kcal/mol/Å
2

for 20 ps. The force constant is gradually reduced to 10 kcal/mol/Å
2

over the course of 80 ps

after which additional equilibration is performed for 50 ps using this force constant. Finally,

each umbrella sampling window is sampled for 1 ns. After obtaining biased probability dis-

tributions from the resulting trajectories, WHAM [40, 41] is used to unbias the distributions
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and to obtain PMF profile. Equilibrium averages of dipole moment z−component, µz, is

calculated from umbrella sampling simulations after unbiasing according to equation (4.4).

4.4 Results and Discussions

RMSD of equilibrated F-form structures from the crystal structures reached a plateau at

4 Å when electric field is applied and 5 Å when electric field is not applied (See Figure 4.2).

On the other hand, RMSD for I-form structures reached a plateau at 6 Å when no electric

field is applied and 7 Å when electric field is applied. The relatively higher RMSD for I-

form structures can be understood by the lack of a complete I-form structure. Since the

only available structure for I-form is the P1 domain, which has only P1-base subdomain in

common with the complete F-form structure, the I-form structure we built assumes that P1-

base subdomain in I-form has the same positioning with respect to the other domains as in

F-form. However, as pointed out by another study [23], it is possible that P1 base subdomain

in the two structures may have different positions relative to the other domains which may

explain the relatively high RMSD of equilibrated I-form with respect to the originally built

structure.

Figure 4.3 shows superimposed structures of before and after equilibration for all cases. It

can be seen that P1-head subdomain in the equilibrated F-form structure lies slightly closer

to the TM region than the original F-form structure. For the I-form case, equilibrated P1

domain appears closer to P4 domain than it is in the original structure.

Finding and Characterizing Conformational Transition Pathway

TMD simulations reveal that SecDF conformational change involve the proposed hinge-

motion of P1-head as expected through a rotational motion between F-form and I-form
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Figure 4.2: Rmsd time series for the backbone heavy atoms during equilibration. Each frame
is reoriented to give the best fit to the original structure.
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(a)

(b)

Figure 4.3: SecDF 4.3(a) F-form and 4.3(b) I-form equilibrated structures (red) superim-
posed on the original structures (cyan).
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structures. P1-head includes four alpha helices, which are known to have considerable dipole

moments. Since P1-head domain is basically neutral, it will interact with the electric field

through its dipole moment. Therefore in order to investigate how P1-head dipole moment (~µ)

would interact with the electric field we calculated P1-head dipole moment for residues 58-

261. This selection has a zero net charge and therefore dipole moment values are independent

of the choice of coordinate system. Since µx and µy (Figure 4.4) are orthogonal to the

electric field applied in the −z direction, only z component, µz will interact with the electric

field. As seen in Figure 4.5, all transition paths except for the case of F-to-I transition in

the existence of electric field yield similar trends of µz. The observed hysteresis indicate a

favorable interaction of P1-head dipole moment with the electric field during F-to-I transition

when electric field is applied.
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Figure 4.4: 4.4(a) x component (µx) and 4.4(b) y component (µy) of the dipole moment for
P1-head subdomain.

Potential of Mean Force

In order to investigate the extent to which the interaction between µz and electric field may

help the transition in F-to-I direction, we obtained the potentials of mean force (PMF) along

the conformational transition pathways defined by a ∆RMSD metric as explained earlier in

the Methods section.
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Figure 4.5: Dipole moment z-component (µz) for P1-head from targeted molecular dynamics
simulation trajectories.

Accordingly, reaction coordinate takes values between ∆RMSD = −12 Å and 12 Å, which

correspond to F-form and I-form conformations, respectively.

As seen in Figure 4.6, PMF obtained when no electric field is applied shows two minima

near −9.2 Å (F-form-like structure) and 6.4 Å (I-form-like structure) with nearly identical

energies separated by a wide free energy barrier of 7.5 kcal/mol. The minimum near F-form

structure is narrower indicating that F-form conformation is more restricted in its motion

than I-form-like structures. This is possibly due to the strong interaction of the two helices,

shown in cyan in Figure 4.7, with the transmembrane helices in the F-form conformation.

PMF profiles also reveal that F-to-I transition is almost barrierless in the existence of electric

field. In this case, I-form conformation has a much lower energy (−18.3 kcal/mol) with a

wide low energy basin. This shows that P1-head is highly mobile in this region, more so

than the previous case where no electric field is applied, with multiple low energy structures.

Sample structures from each free energy minimum are shown in Figure 4.7. The very high

energy barrier in the reverse direction makes F-form conformation highly unlikely in the

existence of electric field.
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Figure 4.6: Potential of mean force profiles for the conformational transition between SecDF
F-form and I-form when electric field is applied (red) and when no electric field is applied
(black).

We also calculated < µz >, averaged dipole moment z component for each umbrella sampling

window after unbiasing. As shown in Figure 4.8, the z−component of the P1-head dipole

moment is about 100D lower when there is electric field than when there is no electric

field. Also in the I-form conformation, P1-head dipole moment is oriented such that its

interaction with the electric field through its dipole moment will be more than in the F-form

conformation.

4.5 Concluding Discussions

In this study we obtained low energy transition pathways between SecDF F-form and I-form

conformations by using all-atomistic targeted molecular dynamics simulations. An analysis

of P1-head dipole moment along the transition pathways revealed a hysteresis between F-

to-I and I-to-F transitions in the existence of a transmembrane potential. This indicates

a coupling between transmembrane potential and P1-head dipole moment. Free energy

profiles along a ∆RMSD based reaction coordinate used to describe the transitions showed
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Figure 4.7: Sample minimum energy structures near each minima of the potential of mean
force profiles.

that transmembrane potential indeed lowers the barrier significantly in the F-to-I transition

pathway. A free energy difference of about −18.3 kcal/mol between F-form and I-form

conformations may provide the driving force needed for P1-head to carry unfolded preproteins

into the periplasm after capturing them in the SecYEG protein conducting channel.

The potential of mean force profiles help us explain the coupling between proton motive

force and SecDF conformational change. They further provide strong evidence for the fol-

lowing mechanism of function: SecDF captures preproteins from the channel in its F-form

when the transmembrane potential is in a depleted state. As the transmembrane potential

is formed, SecDF undergoes a conformational change from F-form to I-form and stays in

the I-form conformation as long as transmembrane potential is maintained. The high free

energy barrier in the reverse direction makes I-to-F transition highly unlikely when there is
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Figure 4.8: Unbiased averages for µz, i.e. z−component of dipole moment from umbrella
sampling simulations.

a transmembrane potential. As the transmembrane potential is depleted, F-form conforma-

tion becomes accessible as much as I-form conformation, since the two conformations have

similar free energy minima with a barrier of about 7.5 kcal/mol. While in the absence of

transmembrane potential F-form and I-form have similar free energy values, the barrier in

the F-to-I direction is steeper than in the reverse direction, which may promote the F-form

conformation compared to the I-form conformation.

As a result we can conclude that the favorable interaction of P1-head dipole moment with the

electric field formed due to the transmembrane potential may explain the SecDF functional

conformational change and how it is coupled to the proton motive force. Here we need to

note that this study includes only the electric transmembrane potential component (∆ψ) of

proton motive force, ∆p, and does not include the effects of pH gradient component (∆pH).

The effects of ∆pH can be studied by explicit solvent simulations and by taking into account

different protonation states of ionizable residues in the SecDF structure.
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