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ABSTRACT OF THE DISSERTATION

An Scanning Tunneling Microscopy and Photoelectron Spectroscopy Study of Pattern
Formation and Molecule Ordering under a Variety of Interactions

by

Yeming Zhu

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, December 2013

Professor Ludwig Bartels, Chairperson

Scanning tunneling microscopy (STM) is well known as a powerful instrument in surface

science research. In this dissertation, STM, together with density functional theory (DFT),

is used to investigate the chemical bonding properties and charge transfer of metal-organic

coordination. The contribution to the coordination compounds with similar but different

functional ligands having the same molecular backbones is studied. However, the STM

image quality is highly related to the properties of the STM tip. How the adsorbed small

molecules on the tip that lead to tip rearrangement and finally affects the STM image

acquired for a long-range periodic 2-D pattern is investigated in this dissertation. Fur-

thermore, STM is not the only instrument that can help us to understand surface science

and catalysis. In this dissertation, photoelectron spectroscopies, such as XPS, PL and Ra-

man are used to analyze the modified band gap shift of CVD grown monolayers of MoS2,

proving that low-energy argon sputtering may have significant potential for the activation,

functionalization, and modification of MoS2 layers.
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Chapter 1

Introduction

It was December 2007, when I joined Professor Bartels group, as a freshman grad-

uate student in University of California Riverside for barely three months. The first two

and half years, I was working on upgrading the electronic control system for scanning tun-

neling microscope (STM) more like an electronic engineering student, even though I am in

the department of physics & astronomy. Since full quarter of 2010, I started to work on

maintaining and doing research on the Ultra-high vacuum (UHV) chamber, and a continu-

ous flow low temperature STM following with post-doc Zhihai Chen. I had been a major

contributor to two projects, and collaborated with my lab mates and the graduate students

in Professor Jory Yarmoffs group and Professor Jing Shis group in three additional ones.

Eight papers are published[1-8], including one first author[2].

So in this dissertation, I will go through all the works I did in the six years.
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1.1 Scanning tunneling microscope

Part of this section is taken from various sources including online publications

[9-13], dissertations [14-19], physics textbooks [20, 21] and journal publications[22-36]

1.1.1 1-D tunneling junction in quantum mechanics

Unlike classical mechanics, in the quantum case, regardless of the fact that the

energy of the particle is lower than the energy barrier, there is still a possibility that the

particle can tunnel through the barrier. In the simplest one dimensional (1-D) case, as

showing in Fig 1.1, there is an idealized energy barrier of height U0 and width d. In

quantum mechanics, for a particle whose energy E is smaller than U0, its wave function

must satisfy the Schrodinger equation,

(
− �

2

2m

d2

dx2
+ U(x)

)
ψ(x) = Eψ(x) (1.1)

The incident wave function to the left of the barrier is a sinusoidal oscillation with amplitude

of Ain. By solving Equation (1.1), in the barrier region, the amplitude of the wave function

is the decaying exponential,

ψ(0 ≤ x ≤ d) = ψ(0)e−x/η = Aine
−x/η (1.2)

where ψ(0) = Ain. The penetration distance η is given by

η =
�√

2m(U0 − E)
(1.3)

The wave function decays exponentially in the region of barrier, but before it decreases to

zero, it already reaches the right edge (x ≤ d), where again the exit wave function behaves

2



as an oscillation with amplitude

Aex = ψ(d) = Aine
−d/η (1.4)

Since the probability of finding a particle in location x is proportional to |ψ(x)|2, the

probability that the particle tunneling through the energy barrier U0 from left to right is:

Ptunnel =
|ψ(x)|2ex
|ψ(x)|2in

=
|Aex|2
|Ain|2 =

(
e−d/η

)2
= e−2d/η (1.5)

As shown here, the particle has a chance to tunnel through the energy barrier, despite the

fact that its energy is lower than the barrier.

1.1.2 Theoretical model of tunneling current

Similar to the 1-D quantum tunneling model, in STM, electrons of a metallic sharp

tip and a conducting sample are also competent to tunnel through the tiny gap in the range

of several Angstroms. As shown in Fig 1.2, when the metallic tip is scanning on a conducting

sample with a few Angstrom distance and a bias voltage V0, a tunneling current can be

generated by the overlap of the tip and sample wave functions. From Equations 1.3 and 1.5,

in the simplest 1-D model, the factor of e−2d/η = e
−2d√

2me(U0−E) dominates the probability that

an electron on the tip or sample can tunnel through the gap and engender the tunneling

current. It emerges that the exponential decay depends on the width of the gap d and

the square root of barrier height U0. With the mass of electron me, normal barrier energy

between tip and sample, and Plank constant �, it gives a good approximate estimation,

that the tunneling current decreases an order of magnitude as the distance increases one

Angstrom. Compared with optical microscopy or electromagnetic wave microscopy (X-Ray,

3



Figure 1.1: Tunneling through an idealized energy barrier.[13]

e-beam), STM makes a dramatic improvement in spatial resolution. When Gerd Binning

and Heinrich Rohrer invented the STM in 1982, it was the first time that scientists could

get a clear atomic-scale image [22].

However, the real STM is much more complex than this 1-D quantum tunneling model. In

order to explain the electron tunneling between a weakly coupled tip and sample, using first

order time-independent perturbation theory [37], the tunneling current I can be evaluated

as,

I =
4πe

�

∫ +∞

−∞
[f(Ef − eV + ε)− f(Ef + ε)]× ρt(Ef − eV + ε)ρs(Ef + ε)|M |2dε (1.6)

where f(x) is the Fermi distribution function; ρt and ρs are the electron density of states

of the tip and the sample, respectively; |M |2 is the tunneling matrix element showing

betweenbv the modified wave-functions of the tip and the sample. For 0K temperature

approximation (our research interest is at 85K or around 14K, which is proper to use this
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Figure 1.2: Schematic diagram of the tunneling configuration of a Tersoff-Hamann model:
d represents the tip-sample distance, R the effective tip radius, and �r0 the vector from the
sample region to the center of the tip.

approximation), the f(x) can be approximated as a step function,

f(E) =

⎧⎪⎪⎨
⎪⎪⎩

1 where E > Ef

0 where E < Ef

(1.7)

which makes Equation 1.6 become,

I =
4πe

�

∫ eV

0
ρt(Ef − eV + ε)ρs(Ef + ε)|M |2dε (1.8)

Including the geometry of the tip and the shape of wave function into Equation 1.8, Tersoff

and Hamann built a model which can approximately describe the tunneling process in STM

configuration [38, 116]. As shown in Fig. 1.2, they describe an ideal tip as a single sphere

atom (in our system this atom is made by tungsten), and only the s-type wave function

contributes to the tunneling matrix element |M |2. Thus, as in our STM, an ideal tungsten

tip has a flat density of states near the Fermi level, and also the variation of tunneling
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matrix elements |M |2 is so small in the bias voltage range that it can be replaced by a

constant factor. Then, Equation 1.8 becomes,

I =
4πe

�
ρt(Ef )|M |2

∫ eV

0
ρs(Ef + ε)dε (1.9)

Including the geometry between tip and sample, the density of states of the sample ρs(Ef+ε)

is a function of both the Fermi energy of the sample and also the location �r0. So finally,

the tunneling current equation is,

I =
4πe

�
ρt(Ef )|M |2

∫ eV

0
ρs(Ef + ε, �r0)dε (1.10)

1.2 Experimental Setup

All the experimental data are recorded by a continuous flow cryostat STM, as

shown in Fig 1.3 A). With a full 60L liquid nitrogen(LN2) dewar, the system has the ability

to image up to six days at a temperature of 85K, and four days for a regular 100L liquid

helium(LHe) dewar at a temperature of 14K. By controlling the flow of cryogenic liquid, the

system can be efficiently controlled under any temperature above the lowest limitation. The

ultrahigh vacuum (UHV) chamber also combines with a mass-spectrometer, which is used to

check the purity of the molecular sample, and to do temperature programmable desorption

(TPD). A sputter gun assisted with an anneal filament and a leak valve, produce sputter-

anneal cycles which are used to clean the Cu(111) surface. A small preparation chamber

separated by a gate valve is utilized to clean, bake and degas the Bi2Se3 crystal substrate

and other solid or liquid status molecular samples before transferring or dosing them to the

main chamber.
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1.3 Substrate and sample preparation

Except for the Bi2Se3 crystal, all the other studies in this dissertation use Cu(111)

single crystal as substrate, as shown in Fig 1.3 B), which has a face centered cubic unit cell

with a lattice constant of 2.55 Å. For the sample preparing process, first, UHV chamber is

backfilled with ultra-high purity (99.999%) Ar gas to 10−5 torr. Using the ion sputtering

gun with a 3KV electronic field, the Ar+ ions are produced and accelerated to hit the

sample, which ablate the copper crystal surface with their high translational energy. After

20 minutes of sputtering, the combination of turbo and rotary pumps pump back the UHV

chamber to 10−10 torr, so the sample is kept in clean condition. Then, nearly 30w DC

power goes through the tungsten annealing filament underneath the sample, which helps to

heat the copper sample to above 600K. It takes 20 minutes to keep annealing the sample,

followed by cooling down the sample to room temperature. Normally, after six to eight of

these sputter-anneal cycles, the cleanliness of the copper sample is immediately examined

under room temperature. Then, liquid nitrogen is used to cool down the copper crystal to

85K. Then, the copper substrate is re-imaged again to make sure it is clean enough under

low temperature, and ready for dosing the sample molecule.

For Bi2Se3 crystal, as shown in Fig 1.3 C), a triangular molybdenum plate is stabilized

on the middle of the ramp by three pairs of screws and nets, where Bi2Se3 crystal is glued

and conducted by silver paste (Epoxy Technology H21D). On top of the crystal, a short

and thin rib, which is used to cleave the sample, is glued by non-conducting glue. Then,

the whole ramp is kept inside a small preparing chamber, which is baked overnight at

approximately 80◦C, before moving into the UHV chamber and directly cooling down to
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A) B)

C)

Figure 1.3: Pictures of STM, Cu(111) substrate and Bi2Se3 substrate.A) Continues flow
STM with LN2 dewar and electronic control system. B) Ramp with Cu(111) substrate in
the center. C) Ramp with Bi2Se3 substrate in the center.

85K by liquid nitrogen. The crystal is cleaved in the UHV chamber at 85K and immediately

checked for proper thickness by directly procuring to tunneling distance.

Based on different states of molecular sample, there are two distinct dose methods. For gas

molecules, since most of the commercial gas has high purity, it can be directly deposited

to the copper substrate, after baking the gas line for over two hours and two or three flush

cycles, by installing a leak valve between the UHV chamber and the gas cylinder in order

to control the amount. For liquid or solid status molecules, they are kept in glass tube,

from which the status of the sample is visible through the glass. If necessary, before heating

and dosing the sample molecule to the clean substrate, several freeze-pump-thaw cycles are

needed in order to degas and increase the purity. Likewise for the sample whose vapor

pressure is too high at room temperature (or melting point is too low), a leak valve is still

needed to control the deposit amount.
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1.4 Theoretical simulation (DFT calculation)

As described before, the tunneling current is not just a function of the topographic

features of the sample surface, but also affected by the electronic properties of both tip

and sample. So theoretical simulation is always helpful to separate these two distinctive

contributions, in order to understand and interpret the experimental data, and analyze

more detailed information for the substrate and molecular system. In our lab, we use

density functional theory (DFT) to simulate the STM image. Most of these works are done

by graduate student Jonathan Wyrick, Chen Wang, and undergraduate student Connor

Holzke, Daniel Salib, and Eric Chu. DFT calculations use the VASP code[13-16] with the

Generalized Gradient Approximation (PBE-GGA) approximation[17, 18] for the exchange-

correlation functional and a projector-augmented-wave (PAW) basis[19, 20]. All results are

optimized so that the remaining forces are less than 0.03eV/Å.

1.5 Following chapters at a glance

Chapter 2 is mainly focused on the electronic control system about the STM. After

introducing the basic design of Besocke scanner and how to use piezo to accomplish coarse

approaching, sample manipulation and scanning, I demonstrate my contribution on design

and build the electronic control box, as a signal bridge between the computer and the STM.

My first research project is assisting Postdoc Zhihai Cheng to studying CO molecules ad-

sorbed into the pores of an organic molecular self-assembled network and confined on a

metal surface. We dosed anthraquinone (AQ) molecules on Cu(111) surface and annealed
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to self-assemble honeycomb structure. And then CO molecules were deposited into the

pores of this confinement network. Different CO diffusion rates are observed depend on

different CO coverage, as well as the different preferred adsorption sites inside the pores.

These result are exhibited inside Chapter 3 and 4.

In chapter 5, it is my first dominant project, that imaging high coverage acetylene molecules

on the Cu(111) surface. The molecule has a beautiful long range periodic pattern on the

Cu surface. Under conditions in which the STM tip picked up one acetylene molecule, the

molecular pattern shows different apparent structures from what actually lies underneath.

Using VASP, we theoretically simulated the effect of this picked-up acetylene on the STM

tip and how its rearrangement affects imaging.

Chapter 6 shows my work on metal coordination complexes of cyano-naphthalene vs isocyano-

naphthalene species with a Cu adatom. By imaging the different coordination patterns un-

der LN2 temperatures using STM and comparing to theoretical calculations of the electron

density transformations under these two different species, the result exhibits the difference

between various ligands and their electronic contributions to the metal coordinate center.

In Chapter 7, I try to extend my research tools on surface science. I collaborate with

graduate student Quan Ma, John Mann and Patrick M Odenthal, using Photoelectron

Spectroscopy not STM to characterize the modified band gap shift on monolayer MoS2.

XPS, Raman and PL data are provided.
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Chapter 2

Electronic control system

Fig 2.1 is a basic schematic diagram of STM. As shown here, in order to make the

tip reach tunneling distance (coarse approach), move along the sample surface to seek a flat

area (sample manipulation), and image the topography of the sample (scan), three different

mechanisms are required. There are many different types of scanners used for STM based

on different mechanisms. In our lab, all three STMs are using Besocke design.

Figure 2.1: Basic schematic diagram of STM
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2.1 Besocke type STM scanner design

Our STM scanner is a typical Besocke scanner that consists of three piezoelectric

tubes placed in a triangular pattern with a fourth one placed at the center of the triangle.

The three outer tubes capped with small metal balls support the sample, which is held

down only by gravity, while the center fourth one carries the tip as the scanner.

For sample manipulation, as shown in Fig 2.2A, (1) the three outer piezos are moved to

the side (X or Y axis) fast enough so that the sample cannot follow because of its inertia.

(2) by slowly aligning all three outer piezos back to the vertical position followed by the

sample, the sample is shifted.

Fig 2.2C is the schematic drawing of a ramp for the Besocke sample holder. Each of the

outer piezo tubes supports the ramp in a 120◦ zone where the depth changes gradually

as shown by the grayness in the figure with a slope of 2◦. By sliding down the ramp

in a rotational motion, the tip comes close to the sample, which is the process of coarse

approach.

A) B) C)

Figure 2.2: A) Schematic drawing of sample manipulation for Besocke scanner. B) Real
Besocke STM scanner. C) Schematic drawing of a ramp for Besocke sample holder.
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During scanning, the three outer piezos slowly move with the sample along the X or Y

axis, while the center piezo only moves along the Z axis. Based on distinct responses of

the center piezo, there are two different scanning modes, constant high mode vs. constant

current mode. If the center piezo keeps the same length (Z axis), and measures the change

of the current along the surface, it is in the constant high mode. In the constant current

mode, the center piezo keeps adjusting the tip-sample distance in order to keep the tunneling

current constant.

Based on the unique mechanisms and purposes of the three outer piezos and center piezo,

the electrode configurations for them are slightly different, as shown in Fig 2.3. For the

three outer piezos (labeled as A, B, C), there are five signals. Four outside signals (+/- X,

+/- Y) are used to control the piezos, so that the sample can move horizontally on X or Y

direction (for sample manipulation and scan) or along the rotational direction (for coarse

approach). The Z signals (the inner segments) are usually connected to ground (GND) as a

reference, but also can be used to move the three outer piezos along the Z axis. The center

piezo only needs to move along the Z axis, so the outer four segments are connected to the

same signal, in the meantime, the inner segment is connected to GND as a reference. The

bias signal is directly connected to the metal balls sitting on top of the three outer piezos,

with a piece of ceramic placed between to isolate the signals. On top of the center piezo,

there are three layers sandwich stuck structure, where one metal layer sitting inside two

ceramic layers. This stuck sit under the tip holder, which connected to tunneling current

signal I. The two ceramic layers of the stuck are used to isolate the signals, and the metal

film (GND) is a shield between the noisy piezo signals and the tunneling current signal.
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Figure 2.3: Electrode configurations. A) Three outer piezos; B) Center piezo; C) Bias
signal; D) I current signal & isolation ground.

2.2 Electronic control system

All these electronic signals mentioned above need to communicate with the com-

puter, while the digital signal processor (DSP) is used as a signal convertor (digital to analog

or analog to digital) and internal clock. Between the computer (DSP) and the STM, there

is a control box used as a filter and an amplifier. The brief schematic diagram is shown in

Fig 2.4.

As shown here, there are two different types of electronic signals generated by the computer

and sent to the STM. Digital signals, which are used to control the relays in the control

box in order to switch between different mechanisms, are promptly sent from the computer

through the DSP without any conversion, and are only buffered by the chips inside the

control box. Analog signals communicated between the computer and the STM, however,

have to be converted by the DSP from analog to digital, or reversed, since the computer
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Figure 2.4: Schematic diagram of electronic signal communication.

only accept and work on digital signals. As shown in Fig 2.5, there are four analog signals,

which are the bias signal and the X, Y, and Z axis signals for the movement of the four

piezos, sent from the computer to the STM. There are also four analog signals sent from the

STM to the computer. Two temperature sensors located at the scanner and the inner shell

of the cryostat send out local temperatures from the STM to the computer. The tunneling

current signal I and tunneling spectrum signal dI/dV are the most important data during

the scanning. Beside the DSP, all these analog signals have to be filtered, amplified, and

buffered inside the control box, before being sent to the STM or the DSP.

2.3 Control box

My work in the electronic field is mainly focused on designing and building the

control box including the printed circuit board (PCB) inside. Besides the front and back

panels, the whole control box includes three piezo driver boards, one bias board and one

signal board. Their functions are list in the Table 2.1.
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Figure 2.5: Schematic diagram of electronic control box. A) CAD diagram of control box
PCB boards layout; B) Front panel layout. 12 switches are used to manually control the
relays on each of the boards. Potentiometers send out the shift voltages to search the
scanning area on the surface. Three channel digital meters can directly give the reading
of selected analog signals. Four digital potentiometers select signals, which are sent to the
oscilloscope by four output channels. The only input & output board mounted on the front
panel gives four input channels to four analog signals from the STM. C) Back panel layout.
Two power input cables are distributed to low voltage power (5V and +/- 15V) and high
voltage power (+/- 200V). 11 input & output boards are the channels for all the analog
signals sent to the STM. A 40 pin d-sub cable is the bridge between the DSP and the
digital signal buffers on the signal board. All the banana jacks are the backup for testing
the signals.

Board Function

Piezo driver boards Signal board & amplify and filter the analog signals for the X, Y,
and Z directions

Bias board filter the analog signals for the bias signal V , the tunneling current
signal I, the tunneling spectrum signal dI/dV , and two tempera-
ture signals

Signal board digital signal buffers, four analog signal selection channels to os-
cilloscope, and heating current output to sample holder

Table 2.1: Functionalities of five PCB boards inside the control box
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2.3.1 Piezo driver board (X axis as an example)

The analog signals used to drive the three outer piezos and the inner piezo come

from two different sources. One is from the computer via DSP, and the other is from the

potentiometers on the front panel. Both of these two analog signals in the range of -15V to

+15V need to be filtered in the low voltage (LV ) module and then combined together (if

necessary) to be amplified in the high voltage (HV ) module.

After being filtered by the instrumentation amplifier (AMP02 ), the voltage difference be-

tween the incoming analog signal and ground is sent to four channels operational amplifier

(op-amp) (OPA4227 ), that two of these channels are used as a gain G = −1, cut-off fre-

quency fc = 1/RC = 100KHz active low pass filters[39], and the other two are an op-amp

based unity gain buffer[40]. Based on the different incoming sources and the different func-

tionalities, four pairs of the low voltage output signals are generated, XL+/-, Ramp+/-,

Compoff+/-, and Manoff+/-. There are no filters for the Ramp+/- signals, since they are

only used for course approach, no high accuracy requirement.

• XL+/-, scan signal and coarse sample manipulation signal during approach

• Ramp+/-, coarse approach signal

• Compoff+/-, computer controlled sample manipulation signal during scan

• Manoff+/-, manually controlled sample manipulation signal during scan

Two pieces of very high speed (1000V/s) and high voltage (450V) power amplifier (PA85 )

are used to amplify the low voltage signal (-15V to +15V) to medial voltage (MV ) range (4:1
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ratio) or high voltage range (20:1 ratio), which is controlled by the digital signal MVSwitch,

acting on Relay 40.

Here, digital signal RampScanControl acting on Relay 41 is used to select which pair of low

voltage signals are sent to high voltage op-amp as HV In. And the Offset signal is selected

from two offset sources, Compoff and Manoff by another digital signal WhichOffsetSwitch,

acting on Relay20.

HV and LV signals are selected as X channel output by digital signal LVHVSwitch, acting

on Relay 80 afterward.

2.3.2 Signal board

In digital signal buffer module, 16 pieces of dual pole OptoMOS relay chips

(PAA150 ) offer 32 digital signal buffers to accept the digital control signals coming from

computer, and then afterward distribute them to all the other boards to switch on/off the

relays there. All the digital signals go through integrated drive electronics (IDE) interface

for in & out.

There are more than thirty signals communicating between STM and computers. In order

to maintain and test the STM, it is important to be able to trace all these analog. In our

lab, we use four channels oscilloscope to trace the analog signal. So in analog signal selection

Stutas Input signals Ratio Functionality

On HV In and Offset 4:1 Scan

Off HV In 20:1 Coarse sample manipulation and coarse approach

Table 2.2: Functionality of Relay 40.
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Stutas Input signals Functionality

On XL Coarse sample manipulation and scan

Off Ramp Coarse approach

Table 2.3: Functionality of Relay 41.

module, four chips of 16-Channel Analog Multiplexer (ADG507A) are utilized to select one

signal from 16 signals, based on the digital selection signal from four digital potentiometers

on front panel, and send to oscilloscope. All these four output trace signals are buffered by

a four channel op-amp (OPA4227 ) chip.

Since the heat transfer inside UHV chamber is really difficult, in order to anneal the sample

more efficiently, we put an annealing filament at the backside of sample holder. Heating

current output module is designed to give the power supply to this filament.

2.3.3 Bias board

Similarly as all the other analog signals, all the four input analog signals (I, dI/dV ,

and two temperature signals) and two bias output signals (Bias-in, and Modulation-in)

are filtered by the instrumentation amplifiers (AMP02 ), and afterwards pass through four

channels op-amps (OPA4227 ) as active low-pass filters and op-amp based unity gain buffers.

Modulation-in signals is controlled by digital signal BiasModSwitch activing on Relay 3 to

combine with Bias-in signal as dI/dV input to STM.
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A) B)

C)

D)

E)

Figure 2.6: A) unfinished Control box; B) Piezo driver board; C) Signal Board; D) Bias
board; E) Input & output board.

2.3.4 Input & output board

All these analog signals go through the input & output board with Bayonet Neill-

Concelman (BNC) connectors to communicate between the computer to the control box,

the control box to the STM, and the control box to the oscilloscope. When the input &

output board is used as input to the control box, the analog signals come through the BNC

cables to the 3-position terminal blocks J21, J22, J23, J24. When the input & output

board is used as output from the control box, the analog signals come through the terminal

blocks J11, J12, J13, J14 to the BNC cables, and Jumper JP1H, JP2H and Relay U1 work

together to assemble a group of four signals for output.
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Chapter 3

Power of Confinement: CO

Molecules inside an Anthraquinone

Honeycomb Network on Cu(111)

Surface – Low Coverage

This chapter is taken from one article I published on Nano Letters, 10, 1022018

(2010). Together with the next chapter, this is the first research project I join in, while

Postdoc Zhihai Chen is the major contributor to this project. The object for this research

time is to see the behavior of small molecules inside a self-assembled organic network. In this

project, I helped to acquire the image data using STM and analyze the data using software

IDL. This is also the first time I work on STM. In this chapter, the content mainly focus
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on the low coverage CO molecules behavior inside an anthraquinone honeycomb network

on Cu(111) surface.

3.1 Introduction

Understanding the adsorption of molecular species at solid surfaces resonates as

one of the unifying themes throughout the evolution of surface science over the past half-

century. The adsorption of an ever-increasing number of molecules on crystallographic

surfaces, as well as on steps and at other defect sites, has been studied. Great progress

has been made in the development of computational techniques that reveal the electronic

interaction between adsorbates and the underlying substrate atoms. However, the effect of

lateral confinement of the support on the nanometer scale has remained largely unaddressed

because of challenges in the preparation of surfaces covered with atomically identical pat-

terns several nanometers in scale and because of computational limitations in simulating

systems consisting of many hundreds of substrate and adsorbate atoms. Yet many of the

applications of surface science, for instance in heterogeneous catalysis or in semiconductor

processing, crucially rely on nanoscale-delimited surfaces; and recent progress in these fields

emphasizes the effects of nanoscale confinement [41] and diminishing scale, respectively.

In this Letter, we address how confinement of the substrate to approximately 4 nm hexagons

[42]i.e., larger than most adsorbate patterns [43-45] and substrate unit cells but smaller than

previously investigated structures such as quantum corrals and adislands [46,47]affects the

distribution and energetics of small molecule adsorption. A number of molecular surface

networks, including hydrogen bonded [48] and boron-nitride ones [45,49], have been shown
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to template adsorption of subsequent species [44].

It has been shown that perturbation of substrate electronic states, such as an underlying gas

bubble [50] or scattering of a Shockley surface state at a step edge [51] or adatom row [52],

affects the distribution of adsorbates. Substrate-mediated long range interactions between

molecules have been found in a variety of systems and quantified in a number of cases by

scanning tunneling microscopy (STM) [42,53-63] and field ion microscopy [64-66]. A corre-

lation between the location of CO molecules on Ag(111) [67] and benzene on Cu(111) [51],

with the phases of the surface scattering amplitude, has been proposed from experimental

data and through theoretical modeling [28,29]. In this experimental study we show that

confined electronic states of the substrate can actually be titrated with adsorbates, arguably

much as electronic states are filled up from the lowest to highest energy in an atomic orbital

diagram.

3.2 Experiment Setup

Our measurements were conducted on a Cu(111) surface decorated with a chiral

anthraquinone (AQ) network of sixfold symmetry (disregarding the substrate) exhibiting

pores that expose 186 substrate atoms in their midst [42] [Fig. 1(a)]. We use CO as our

test molecule because a wealth of data on its surface behavior is available: CO molecules

adsorb upright atop Cu(111) substrate atoms. They are imaged in STM as protrusions or

indentations, depending on whether the STM tip is decorated with a CO atom at its apex

or not, respectively [70].

Sample preparation involves the usual sequence of sputtering and annealing, followed by
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cooling to liquid nitrogen temperatures. The AQ pattern is created by evaporation of the

molecule onto the cryogenic sample followed by annealing to room temperature. Deposition

of CO molecules through a leak valve onto the AQpatterned surface at 40 K preserves the

pore shapes.

3.3 Result and Analysis

We find that the AQ network blocks the diffusion of adsorbed CO molecules on the

substrate; repeated imaging of the same set of pores allows tracking of the perambulation

of a fixed number of molecular entities within a confined area. Figures 1(b) and 1(c) show

images from a movie [71] of a set of pores, in each of which a few molecules are seen to

diffuse. In such sequences of images each molecule can be assigned to a particular substrate

atom on which it is adsorbed. From thousands of images obtained, we calculate histograms

of the occupation of the various substrate sites within the confined area [Figs. 2(a) 2(e)].

Each confined area consists of 62 threefolddegenerate (186 in total) adsites surrounding a

hollow site at the pore center in a threefold symmetric arrangement. The AQ network is

chiral, removing inversion symmetry.

The radial distribution of CO molecules in pores of different coverages is shown in Fig. 3(a).

Given the large number of different adsites, we construct seven radial bins, as indicated in

the inset of Fig. 3(a). In pores containing a single CO molecule, the CO is generally found

at the pore center; in 54% of the cases, the molecule occupies one of the two inner bins

of Fig. 3(a). From the distribution of Fig. 2(a), we can obtain the radial variation of the

probability Pi of CO occupation of an adsite i indicated in the yellow (front) curve of Fig.
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Figure 3.1: (color online). (a) An array of atomically defined pores on Cu(111) formed
by deposition of anthraquinone according to Ref. [42] Image parameters: 38 nm × 43 nm;
Bias: -2.534 V; Current: 50 pA. (b, c) Images from a movie showing the diffusion of two and
three CO molecules in confinement. Image parameters: 6 nm times 10 nm; Bias: -2:673 V;
Current: 99 pA.

Figure 3.2: (color online). Color-coded plots of the probability of CO molecule occupation
for each of the 186 Cu substrate atoms exposed within an AQ pore. Each plot is based on
> 500 CO configurations observed and averaged over equivalent locations.
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3(a). From this data set we can construct the canonical partition function Z of the single

CO system, which allows us to deduce the radial variation of the CO adsorption energy ε

[Fig. 3(b)].

Z =
∑
i

e−εi/kTwithPi = e−εi/kT /Z (3.1)

with k the Boltzmann constant and T the temperature 27 K of our measurements. The

resultant variation of ≈ 14 meV is quite substantial, approximately 1/5 of the CO/Cu(111)

diffusion barrier of 75 meV [56].

For two CO molecules in the system [Fig. 2(b)], we find generally that either both

molecules occupy the confinement center or they are split between the center sites and

a set of three equivalent adsites approximately halfway towards one set of confinement

vertices. The same set of three adsites is also favored in pores that contain 35 molecules

[Figs. 2(c)2(e)]. Experimentally, these are independent data sets acquired on different

pores, days, and sample preparations; the reappearance of the same location for pores of

different coverage rules out experimental error (e.g., through subsurface defects) as the

origin of the peripheral peaks in Fig. 2. This poses the question of their physical origin

and, in particular, the reason for their threefold symmetry. The ≈ 4 nmdiameter of the

pore rules out direct intermolecular interactions, suggesting that a substrate-mediated effect

may be of relevance. Unfortunately, first-principles computational methods (such as density

functional theory) are incapable of treating a system that requires at least 186 substrate

atoms per layer (i.e., several hundred in total).

Prompted by the idea that surface states get reconstituted in laterally confined geometries

[43,46,72], we turn here to a much simpler continuum model of the surface-bound states
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Figure 3.3: (color online). (a) Normalized probability of occupation of radial bins (shown in
the inset, normalized to the number of substrate sites they encompass) for pores containing
17 molecules. For 1,3 molecules, the distribution is monotonic, whereas at increasing number
of molecules, an additional intermediate distance also becomes favored until further increase
of the coverage renders the plot featureless. (b) Variation of the adsorption energy of a single
CO molecule across a pore. Error bars are based on

√
counts in the histogram and are shown

in panels (a, b) when larger than the data markers.

derived from the Cu(111) surface state. In this context it is important to realize that

although the pore boundary itself is sixfold symmetric, the pore vertices are alternatingly

centered on hcp and fcc hollow sites, so that the overall symmetry of the pore on the

substrate has the same threefold (and not sixfold) symmetry as the CO distribution [Fig.

2]. Thus, we calculate the confined electronic states within the pore starting from the

known solutions of a particle in a triangular box [73], followed by relaxation into the actual

geometry of the pore.

Gross et al. showed that scattering of the surface state from organic molecules occurs not

at the peripheral hydrogen atoms but at the 2nd period elements [74]. Hence, we construct

the boundary of our pore from the six carbon and oxygen atoms per molecule (102 in total)

that are closest to the pore center. We adapt an iterative finite-difference algorithm [75],

more commonly used for solution of Poisson or heat-diffusion equations, to the relaxation
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of the known solutions into the geometry of the pore. Here, we develop the wave function

in a Taylor series to third order; summing over four locations adjacent to a point (x, y)

reproduces the Hamiltonian Hinside inside the potentialfree pore.

〈x+ δ, y|+ 〈x− δ, y|+ 〈x, y + δ|+ 〈x, y − δ|
δ2

|ϕ〉−4〈x, y|ϕ〉
δ2

∼= 〈x, y|−2m∗

�2
Hinside|ϕ〉 = 〈x, y|−2m∗

�2
E|ϕ〉

(3.2)

with m∗ the effective mass of an electron of the surface state of 0.34 electron masses and δ

a small displacement. Thus, if ϕn−1 is an approximate eigenfunction of the Hamiltonian, a

better approximation ϕn can be found by evaluating

〈x, y|ϕn〉 = 〈x+ δ, y|+ 〈x− δ, y|+ 〈x, y + δ|+ 〈x, y − δ|
4− 2m∗δ2En−1/�2

|ϕn−1〉 (3.3)

Alternating this iteration and Gram-Schmidt orthogonalization [76] of the set of eigenfunc-

tions originally obtained from the triangular particle in the box problem, we end up with

three eigenfunctions (one unique and one twofolddegenerate) whose eigenvalues E of 170

meV and 440 meV, respectively, are below the Fermi energy EF , if measured from the bot-

tom of the surface state band of 450 meV below EF [72,77]. Figures 4(a) and 4(b) show the

distribution of local density of state (DOS) associated with the first and twofold-degenerate

second state, respectively. Our algorithm provides correct eigenfunctions and eigenstates

that are converged and invariant to the grid spacing δ of 1.25Å, 0.63Å, or 0.41Å (corre-

sponding to using a 40×40, 80×80, or 120×120 points grid to represent the pore); however,

it cannot guarantee completeness of the set of eigenfunctions and eigenvalues found. Sum-

mation of the fraction of the surface Brillouin zone filled by the surface state (characterized

by the Fermi vector kF = 0.21Å−1) [77,78] over the exposed substrate atoms leads to no
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more than three complete electron pairs in the surface state within each pore, in good

agreement with the three states found. This result is further corroborated by the recent

finding of Lobo-Checa et al. by electron spectroscopy that in a molecular surface network

of roughly 1=3 the size of our system, there is exactly one confined state [43].

Comparison between the DOS of Fig. 4 and the molecular distribution within the pore

of Fig. 2 shows that CO molecules preferentially occupy locations in the pore that feature

a high DOS of the confined surface state, supporting a picture that adsorption energy in-

creases with DOS. Moreover, we find that if only one molecule occupies the pore, it seeks

out preferentially the pore center where the lowest-energy confined surface state is located.

Increasing the coverage leads to occupation of locations corresponding to the more energetic

second confined state. Thus, increase of the CO coverage may be likened to the ”titration”

of the locations inside the pore that show appreciable local DOS of the confined surface

state. The fact that the sequence in which these locations are occupied matches the ener-

getic succession of the corresponding confined surface states reminds one of the filling of

electrons into an atomic orbital diagram.

Previous modeling of surface-state-mediated interaction of adsorbates has generally em-

ployed a scattering-based formalism related to the modeling of the lateral surface state

distribution at EF visible in STM. This has been shown to work well for systems that in-

volve no confinement of the surface or dimensions much longer than the surface state Fermi

wavelength [58,68]. The energy integrated approach described here is more suitable to the

relatively small scale of pores in molecular surface networks where the confinement size

does not exceed the Fermi wavelength by much. Fiete and Heller showed that for circular
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Figure 3.4: (color online). Plots of the local DOS of (a) the lowestenergy electronic state of
the pore and (b) superposition of the two degenerate second electronic states of the pore.
Compare to the distribution of molecules in pores in Fig. 2.

quantum corrals at larger corral size, both approaches lead to equivalent results for the

energyresolved surface-state local DOS [72]. Increasing the number of molecules inside the

pore beyond the number of electrons in the surface state (i.e., six) causes the radial distribu-

tion of molecules in the pore to become more uniform [red curve in Fig. 3(a)], showing the

limitation in adsorbate guidance achievable in a pore of given size. This finding corresponds

with COs ability to quench the surface state at relatively low coverage.

3.4 Conclustion

Although our calculations were based on free-electronlike behavior of the surface

state electrons (i.e., a constant potential within the pore boundary) with just an effective

mass accounting for the presence of the substrate, our finding of threefold symmetry (as

enforced by the substrate, in contrast to the sixfold symmetry of the molecular network) is

crucial for explaining the experimental distribution of adsorbates; this highlights the limi-
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tation of the free electron approximation in understanding surface state electrons and their

impact on adsorption. In summary, by monitoring adsorbate diffusion within a nanometer-

scale confined system we found that such confinement has a pronounced effect on their

average location, suggesting that engineering of confinement boundaries may not only al-

low engineering of surface electronic states but can also be a tool in assembling molecular

patterns at surfaces.
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Chapter 4

Power of Confinement: CO

Molecules inside an Anthraquinone

Honeycomb Network on Cu(111)

Surface – High Coverage

This chapter is taken from one article I published on Physical Review Letters, 105,

066104 (2010), which comes from the same research project as Chapter 3, but on different

emphasis. In this chapter, the content mainly focus on the high coverage CO molecules

behavior inside an anthraquinone honeycomb network on Cu(111) surface.
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4.1 Introduction

The diffusive behavior of adsorbates has generally been studied on extended ter-

races, that is, not under lateral confinement, mainly due to experimental impediments, yet

metal clusters with nanoscopic facets have considerable technological relevance, for instance

as supported metal catalysts for applications ranging from the (petro-)chemical industry

to emission control. For the study of the dynamics of adsorbates on nanoscale clusters, it

would be ideal if arrays of atomically identical ones could be formed. Absent this possibility

we utilize a Cu(111) substrate covered with a self-assembled anthraquinone network. This

network sustains subsequent deposition of CO molecules and confines their diffusion into

pores of ∼4 nm in size, where they can be imaged and studied in detail.

The pores have a similar size as the facets expected on catalytic nanoclusters; in particu-

lar, studies on gold have shown that its activity increases enormously if dispersed in this

size regime.[79,80] Conventionally, the high activity of nanoparticles, as compared to the

surfaces of bulk metals, is attributed partly to the high surface to volume ratio at high

dispersion, and partly to support-metal interactions and to the abundance of surface defect

sites such as step-/facetedges and -kinks.[81] While the exposed copper facets of our net-

work probably have little besides their size in common with catalytic nanoparticles, they

nevertheless open for study the kind of effects that lateral confinement may have on the

dynamics of adsorbates, at least in a phenomenological manner; a survey of them is the

objective of this study.

Several previous publications addressed the dynamics of adsorbates at metal surfaces and

their interaction with one another. They include measurements of the dynamics of benzene
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molecules,[82,83] reactive mixtures,[45,46] hydrogen atoms,[86] and COmolecules.[56,57,67,87-

89] Also, the insertion of atoms or molecules into molecular surface networks has been stud-

ied previously.[44,48,49,90-92] What makes our study novel is the confined nature of the

adsorbates that allows us to study how molecules behave when their support is not a large,

clean, and inert terrace.[93]

4.2 Experiment Setup

We use CO as our test molecule because abundant data on its surface behavior is

available: CO molecules adsorb upright atop Cu(111) substrate atoms. They are imaged in

scanning tunneling microscopy (STM) as protrusions or indentations, depending on whether

the STM tip is decorated with a CO atom at its apex or not, respectively.[70] At sufficient

coverage, CO adsorbates form an ordered
(√

3×√
3
)
R30◦ overlayer; large islands of this

superstructure have been observed in previous STM studies.[94] In our model system there

are 186 exposed atop adsites in each 4 nm pore, allowing a maximum occupation in the

exposed facet of 62 CO molecules in a dense
(√

3×√
3
)
R30◦ adlayer.

Initial sample preparation involves the usual sequence of sputtering and annealing, fol-

lowed by cooling to liquid nitrogen temperatures. The anthraquinone pattern is created

by deposition of the molecule onto the cryogenic sample followed by annealing to room

temperature. After subsequent cooling to ∼ 40K, CO is deposited through a leak valve.
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Figure 4.1: (a) Array of atomically defined pores on Cu(111) formed by deposition of
anthraquinone according to ref 1. Image parameters, 83 nm × 73 nm; bias, -2.53 V;
current, 50 pA; temperature, 90 K. (b-d) Images from a supporting movie of a dislocation
line moving in confinement. Image parameters: bias -2.40 V; current 44 pA; temperature,
24 K. e,f) The

(√
3×√

3
)
R30◦ adlayer can be anchored at any one of the three atoms

at the center of the exposed facet (light blue). In each case, one facet edge is decorated
differently than the remaining two of the same kind (yellow in e). This can be alleviated, if
a dislocation line is induced in the pore (f). In both cases, the same number of molecules
fit inside the pore. (g) Model of a kink in a dislocation line similar to the STM image of
panel d.
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4.3 Resulet and Analysis

Deposition of CO molecules into an anthraquinone honeycomb network does not

alter the pore shape. With careful dosage we obtain a CO coverage very close to a complete

(√
3×√

3
)
R30◦ overlayer, which is visible inside the pores (Figure 1b-d). Moreover, we

find on the exposed facets a dislocation line, which is constantly present yet persistently

shifting position. The Supporting Information shows amovie. This differs from the behavior

of CO films on extended terraces, where the
(√

3×√
3
)
R30◦ is observed over large areas

and dislocation lines (i.e., antiphase domain boundaries) are expelled to the edge.[94] What

is the origin of this effect?

Each exposed facet is centered around a substrate hollow site, allowing three equivalent

atop adsites (light blue in Figure 1e to anchor the CO
(√

3×√
3
)
R30◦ pattern, thus span-

ning three equivalent overlayer sublattices. The facet edges consist of two alternating sets

of three equivalent sides, much as any hexagonal fcc island is surrounded by steps with

alternating (111) and (100) facets. One of the sets of sides is equally decorated with CO

molecules no matter which central substrate atom anchors the overlayer. Of the other set

of sides, however, only two are covered intimately, leaving open space near the third side

(yellow in Figure 1e).

The open space can be avoided if the CO adlayer is imperfect; a dislocation line in the

overlayer allows placement of adsorbates at all sides of the second set equivalently. Con-

sequently, the confined adlayer is under competition between forming the structure found

on extended surfaces and incorporation of a dislocation line that permits equal filling of

the edge sites, that is, providing optimal edge interaction at the expense of intermolecular
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interaction. In both cases, the same number of CO molecules fit onto the exposed facet.

The observation of the persistence of the dislocation lines indicates that the interactions at

the adlayer edge are dominant over those within the adlayer.

Imaging 75 setups of one dislocation line at 24 K, we find that in ∼ 40% of the cases a kink

is present in the line. A dislocation typically affects 16 molecules (8 per side); a kink in the

double line increases this number by 2 along the dislocation line (Figure 1g). Analyzing the

measured fraction of kinked lines using the Boltzmann equation and taking into account

the degeneracy of the various possible kinked configurations, we estimate a kink energy of

6.1± 0.3 meV and a total energetic cost of the entire dislocation line of 0.05 eV. For three

molecules, the edge-interaction is improved by the dislocation line (yellow in Figure 1e).

This yields a lower boundary of the edge interaction of 0.02 eV per molecule, a considerable

energy compared to, for example, the CO diffusion barrier of 0.075 eV.[56]

The presence of the dislocation can potentially affect the chemical reactivity of the film

markedly; molecules affected by a dislocation line have a nearest neighbor configuration

that allows more ready access to them as well as the underlying substrate. The number of

molecules affected by the dislocation scales linearly with the size of the facet, whereas the

total number of molecules scales quadratically, indicating that the smaller the facet size,

the more pronounced this effect. For the 4 nm facets studied here, more than one-fourth

of the adsorbates (16 out of 62) are directly affected by the dislocation line, significantly

greater than on extended terraces.

The constant motion of the dislocation lines well below 30 K contrasts substantially with

the behavior of individual CO molecules on Cu(111), whose diffusion starts only at ∼ 33
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K.[56] Is this effect limited to dislocation lines? Preparing films of slightly lower coverage

with facets that have a small number of vacancies in their
(√

3×√
3
)
R30◦ coverage (Figure

2a,b), we observe rapid motion at similarly low temperature. The Supporting Information

shows a movie. While increased diffusivity at high coverage has been observed in the past,

to our knowledge it has not yet been quantified except at very low concentration[56] and for

direct neighbors.[58,88,95] The confined nature of our exposed facets allows us to monitor

the diffusion rate for a fixed numberdensity of molecules. The dotted line of Figure 3 shows

the diffusivity from a few molecules per pore (Figure 2e,f) up to the point at which the

(√
3×√

3
)
R30◦ adlayer is one-third complete and site blocking becomes important (Fig-

ure 2c,d). While data points for coverages up to 6 molecules on the exposed facet were

measured at 27 K, diffusion at higher coverages was too rapid at this temperature; the data

point for 21 molecules per pore was measured at 22 K and scaled according to the Arrhenius

parameters of ref 56. The dotted line represents an exponential fit of the diffusivity.

A detailed look at the STM images indicates that the diffusivity depends not only on

the number of molecules on the exposed facet but also on the position of the molecules

Figure 4.2: Images from STM movies showing the diffusion of (a,b) vacancies in a(√
3×√

3
)
R30◦ CO coverage in confinement (image parameters, 12 nm × 9 nm; bias,

-1.23 V; current, 120 pA, temperature, 23 K). (c,d) Twenty to twenty-two CO molecules
on each exposed facet (image parameters, 8 nm × 8 nm; bias, -0.72 V; current, 60 pA,
temperature, 22 K). (e,f) Two and three CO molecules in confinement (image parameters,
12 nm × 9 nm; bias, -2.67 V; current, 100 pA, temperature, 27 K).
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within that facet. Generally, molecules tend to move less if they are closer to the center and

more rapidly around the perimeter. Unfortunately, this renders a complete Arrheniusbased

evaluation (which would need to separate molecules by location) beyond reasonable effort.

Thermally programmed desorption experiments showed that an increase of the surface cov-

erage can lead to a reduction of the adsorption energy.[81] In the simplest approximation,

the diffusion barrier is a constant fraction of the adsorption energy. While this argument jus-

tifies a variation of the diffusion barrier with coverage, it provides little indication that the

diffusion preexponential factor should vary markedly with it. Fixing the diffusion prefactor

at the value for isolated molecules,[56] the variation of the diffusion barrier with coverage

can be obtained from the diffusion data (Figure 3, solid line). The adsorption and subdi-

vision of the Cu(111) terrace by the anthraquinone network causes a reduction of the CO

diffusion barrier by one-fourth; increasing the coverage inside the pore up to one-third of

the
(√

3×√
3
)
R30◦ adlayer reduces the diffusion barrier by another one-fourth. The data

suggests a linear fit of the reduction of the barrier as a function of the coverage with a slope

of (57± 14)%/ML, with 1 ML defined as the complete
(√

3×√
3
)
R30◦ coverage. If the

adsorption energy is assumed to be proportional to the diffusion barrier, then its reduction

by half indicates a comparable reduction of the adsorption energy. The observation of a lin-

ear dependence of the energy reduction on the number density of molecules suggests that its

origin is not direct pair interactions (which scale quadratically with coverage) but involves

the substrate, potentially both through confinement-induced surface state effects[43,46,72]

or through mediation of trio and higher order interactions.[68] While the effects of site

blocking and nearest neighbor interactions prevent us from obtaining experimental data
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Figure 4.3: Dotted line: diffusion rate per molecule as a function of number of molecules on
an exposed facet. Solid line: reduction of the diffusion barrier that causes this acceleration
under the assumption of a constant diffusion prefactor. All error bars are dominated by the
temperature uncertainty of 1 K in our measurements; the statistical error is much smaller
than the data markers.

beyond 1/3 ML coverage, our results suggest a quite substantial destabilization of the CO

molecules in the
(√

3×√
3
)
R30◦ adlayer, well in line with the results discussed in refs 81

and 95.

Following this discussion of the CO dynamics, we finally examine the locations that the

molecules/vacancies occupy and the effect of the lateral confinement on them. To this end,

we study the distribution of vacancies in coverages like the one shown in Figure 2a-d and

of molecules in coverages like shown in Figure 2c,d; movies can be found in the online Sup-

porting Information.

Figure 4a shows the likelihood that the dislocation line of Figure 1b-d occupies different

substrate sites in a colorcoded histogram. In this context, it is important to realize that

although the anthraquinone network appears 6-fold symmetric, due to the 3-fold (and not
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Figure 4.4: Color-coded histograms of CO vacancy/molecule distribution for each of the
186 Cu substrate atoms exposed within an anthraquinone pore. The anthraquinone pore is
chiral and 3-fold symmetric, panels b and c are averaged over three equivalent rotational
orientations. (a) Dislocation lines are most commonly found to cross the facet center,
(b) whereas vacancies are more commonly found around the facet edge. (c) For 20-22
CO molecules, a relatively featureless distribution is observed. Each panel represents the
location of >1000 vacancies/molecules.

6-fold) symmetry of the substrate, every other of its sides comes to rest at different surface

locations. The dislocation line generally crosses near the center of the exposed facet thereby

connecting dissimilar edges. Consequently, the area showing higher occupation of the dislo-

cation line in the center right of Figure 4a is not equivalent to the area on the center left of

the pore line. The sensitivity of the dislocation line to the geometry of the facet boundary

is a testament to the importance of confinement for the spatial distribution of adsorbates.

Figure 4b shows the distribution of vacancies on exposed facets a few molecules short of

saturation; bright colors correspond to a high likelihood of finding vacancies. Viewing a

large number of movies with coverages similar to Figures 2a,b, we qualitatively observe

that the vacancies frequently arrange themselves in rows that originate at the facet edge

and often bend back toward the same or an adjacent edge. In the histogram of Figure 4b,

this is reflected in a higher probability for vacancies to be found at the edges with a slight

preference for one kind of edge and vertex. It is important to realize that in our observation,
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the vacancies do not segregate from the adlayer, that is, they do not form a closely cov-

ered area surrounded by empty space as on extended terraces.[94] Rather the vacancies are

interspersed with the adlayer, affecting a far greater fraction of the adlayer molecules and

potentially rendering the adlayer more reactive. A statistical analysis of vacancy motion

is much more complicated than for adsorbate motion, as in the
(√

3×√
3
)
R30◦ overlayer

fractional vacancies (corresponding to molecules adsorbed in antiphase) can combine and

molecules can occasionally and intermittently adsorb closer than the
√
3 spacing, so that

the total number of vacancies on an exposed facet is not conserved.

Reducing the coverage to 20-22 molecules on the exposed facet (i.e., 1/3 of the
(√

3×√
3
)
R30◦

adlayer), we do not observe aggregation into large islands (Figure 2c,d). Despite the low

temperature, only small aggregates of molecules form, with almost every molecule being ac-

cessible on the surface from at least one side (see Supporting Information). This is, again, in

marked contrast to CO films on extended terraces, where we find extended
(√

3×√
3
)
R30◦

islands under similar conditions.[94] The distribution of molecules within the exposed facet

is relatively featureless; no preferred or avoided regions of adsites can be discerned (Figure

4c).

4.4 Conclusion

In summary, we conducted a survey of the effects that nanometer-scale confine-

ment can have on adsorbate dynamics and placement; on small exposed facets we found

that adsorbate diffusion increases rather than decreases, resulting in more even and open

distributions of adsorbates and adlayer vacancies than found on extended terraces. Even at
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full coverage, confinement can stabilize dislocation lines that affect a substantial fraction of

the molecules in the adlayer (more than one-fourth of them). In combination, these find-

ings suggest that confinement alone can increase the potential for surface reactivity in an

adsorbate film: the smaller the facet size (i.e., the smaller a metal nanoparticle that creates

it), the more pronounced the mentioned effect.

43



Chapter 5

Acetylene on Cu(111): Imaging a

Molecular Surface Arrangement

with a Constantly Rearranging Tip

This chapter is taken from one article I published on JOURNAL OF PHYSICS:

CONDENSED MATTER, 24, 354005 (2012). This is the first time I dominantly take care

of one research project. As the first author of this paper, in this project, I did the most of

sample preparation and experimental measurement with the assist from graduate students

(Quan Ma, Dezheng Sun) and undergraduate student (KatieMarie Magnone), meanwhile,

the theoretical simulation is come from graduate students (Jonathan Wyrick, Kamelia D

Cohen) and undergraduate students (Connor Holzke, Daniel Salib).
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5.1 Introduction

Acetylene is one of the platform chemicals of todays chemical industries; innu-

merable everyday compounds as well as specialty use ones can be traced to acetylene as

a foundation feedstock.[97] A significant portion of the processes by which these are made

relies on heterogeneous catalysis, and copper is a metal found in many industrial catalyst

compositions. This renders understanding the interaction of acetylene with the thermody-

namic equilibrium (111) surface of copper an obvious goal. Furthermore, acetylene is one

of only a few (organic) molecules with 4 atoms or less and thus presents an excellent model

system to study fundamental metal-organics interactions at limited complexity. In this

manuscript, we describe real-space scanning tunnelling microscopy (STM) investigations of

acetylene on Cu(111) and apply density functional theory (DFT) modelling to elucidate the

particular STM imaging mode in the presence of an acetylene molecule at the tip apex.

Prior investigation revealed that acetylene adsorbs on Cu(111) with its carbon-carbon bond

lying across a bridge site [98, 99] and with its hydrogen atoms each pointing away from the

surface as shown in figure 1a, in contrast to the linear character of acetylene in the gas

phase. Isolated acetylene molecules have been imaged on Cu(111) by Konishi et al. [100]

and on Cu(100) by Stipe et al. [101]. At higher coverage, reciprocal space data, i.e., low

energy electron diffraction (LEED) [1], indicates a

⎛
⎜⎜⎝

2 1

0 4

⎞
⎟⎟⎠ pattern (figure 2a) [1]. It was

proposed that this pattern corresponds to two molecules per unit mesh, thus a coverage of

0.25 ML, which is consistent with the previously-known local geometry involving bonding

of each molecule to four Cu atoms. Following the theme of this special issue from recipro-
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cal to direct space, this manuscript provides real-space validation of this arrangement and

explores fundamental aspects of the acetylene substrate interaction.

Imaging acetylene coverages on Cu(111) we find a pronounced sensitivity of the STM image

to the tip condition in a very particular way: acetylene is found to form rows of molecules,

as predicted by LEED, but the contrast between adjacent rows varies considerably, some-

times making them appear practically identical, sometimes fundamentally different. This

prevents direct correlation between an STM image and any particular adsorption structure;

no information on the molecular orientation or registry in neighbouring adsorption rows

can be obtained in a straight-forward way from STM images. Using DFT modelling of the

adsorption configuration, we are able to show that the particular imaging contrast is caused

by attachment of an acetylene molecule to the STM tip apex in a fashion that allows it to

adjust itself dynamically to the orientation of the substrate acetylene rows directly under-

neath the tip, thus generating an image transfer function sensitive to the local rotational

orientation of the surface setup.

Variation of imaging conditions induced by the transfer of non-metallic species on the tip

apex was first reported two decades ago by Eiglers group in the context of experiments

in which Xenon atoms acted as atomic switches.[102, 103] Molecular adsorption has been

shown by Rieders group to provide chemically sensitive contrast[70] and, since then, nu-

merous contrast modes in STM based on related phenomena have been reported.[104-106]

We believe that these findings for acetylene are distinct to the extent that they involve dy-

namic reorientation of the molecule at the tip apex in a fashion determined by and sensitive

to the rotational orientation of the adsorbates. Modelling this behaviour, we can achieve
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Figure 5.1: (a) DFT-simulation of acetylene adsorbed on a Cu(111) bridge site. (b) simu-
lated image (bottom left, blue) and STM image (top right, orange) of an isolated acetylene
molecule on Cu(111) highlighting the good correspondence between simulations and mea-
surement; STM Parameters: Bias = -1.9 V, Current = 0.1 nA, Image Size = 8 Å× 8
Å.

high-fidelity agreement with the images obtained by STM, confirming the predictions from

LEED measurements in real space and ruling out the presence of alternative adsorbate

periodicities.

5.2 Experimental Setup

All STM measurements proceeded on a Cu(111) substrate cleaned by cycles of

sputtering and annealing. The cleanliness of the sample was ascertained by imaging at

∼85K followed by exposure to 10−8 Torr for 1.5 minutes (∼ 0.9 Langmuir) of acetylene

(99.6% pure, Airgas) on the cryogenic sample. Immediately following exposure, the sample

was allowed to warm to room temperature over 45 minutes for annealing of the adsorbate

coverage, and then re-cooled for imaging. Electrochemically edged tungsten wire was used

as tip material.

47



Figure 5.2: (a) adsorption geometry of acetylene on Cu(111) as predicted from LEED
measurements [1]; (b) alternative adsorption geometry potentially compatible with STM
images. The green boxes in (a) and (b) indicate the lateral dimensions of the supercells
used in calculations.

DFT calculations use the VASP code[107-110] with the Generalized Gradient Approxima-

tion (PBE-GGA) approximation[111, 112] for the exchange-correlation functional and a

projector-augmented-wave (PAW) basis[113, 114]. All results are optimized so that the

remaining forces are less than 0.03 eV/Å. Simulations of STM images use a 6 layer slab

separated by 23 Åof vacuum in the same supercell as figure 2a on a 13 × 7 × 1 k-point mesh

with plane wave and augmentation charge energy cutoffs of 600 and 2000 eV respectively.

Calculations to assess acetylene-substrate interactions use different supercells and k-point

meshes as indicated below.

5.3 Results and Analysis

Figure 3 shows a selection of STM images acquired on a sample with 1/4 mono-

layer (ML) acetylene (with 1 ML taken as one adsorbate per substrate atom). Depending

on the tip condition, the parallel rows of protrusions appear to have either identical or
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heights. These images pose two questions: a) can the rows observed by STM be identified

as adsorbates aligned in parallel in each row but featuring alternating orientation in neigh-

bouring rows as predicted by the LEED data (figure 2a) [96], thus ruling out an alternative⎛
⎜⎜⎝

2 1

0 2

⎞
⎟⎟⎠ pattern of identically aligned molecules (figure 2b), and b) why are in some cases

the molecular rows imaged identically while in others a pronounced difference is observed.

5.3.1 Identification of adsorbate pattern by STM image simulation

We first address whether the adsorbate arrangement of figure 2a is actually capable

of producing the variety of images we observe in STM, of which a subset is shown in figure 3.

Clearly a sharp metallic tip cannot provide the variation in contrast between neighbouring

rows that is observed. Thus, we explore the imaging properties of an STM tip decorated

with an acetylene molecule at its apex, a likely occurrence when scanning an acetylene-

covered substrate. Here it is important to consider the image of an isolated acetylene

molecule (figure 1b), which consists of two areas of high tunnelling probability separated

by ∼2.5 Åwhile the remainder of the molecule has lower (or similar) tunnelling probability

than the underlying substrate. In the s-wave approximation of the Tersoff and Hamann

interpretation of the STM current signal [115], the STM tip contours a surface of constant

charge density integrated between the tips and the surfaces Fermi level (whose difference is

given by the applied bias). This approximation has been shown to be successful in many

cases, yet to be lacking for cases with more complex interaction between substrate and

adsorbate electronic states.[105, 116-119]

Tersoff and Hamann showed that under the assumption of an s-type wave function at the tip
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Figure 5.3: 1/4 ML coverage of acetylene on Cu (111). STM Parameters (a): Bias = -1.07
V, Current = 96 pA, Image Size = 6.2 nm x 9.3 nm. (b) Bias = -0.66 V, Current = 0.11
nA, Image Size = 4.2 nm × 6.3 nm. (c) Bias = -1.07 V, Current = 0.11 nA, Image Size
= 16.7 nm × 12.5 nm. Differences in the appearance of (a), (b) and (c) are due to tip
conditions to be discussed. Adsorption positions of the acetylenes are shown in (b) with
circles representing the carbon atoms connected by a parallelogram (grey). The unit mesh
is indicated with a rectangle (orange).

Figure 5.4: (a) The centre panel (orange) shows an STM image of a boundary between
two rotational domains of an acetylene coverage on Cu(111), which is at the left and right
edge continued (blue) with simulated STM images using the tip geometries shown on the
respective sides; Tip Parameters: θ = −4◦ (left) +4◦ (right); STM Parameters: Bias = -1.1
V, Current = 0.10 nA. (b) The pattern on the left of (a) modelled with a point-like tip. (c)
The same pattern, but with an adsorbed acetylene at the same angle ϕ ∼ 25◦ (as measured
from the panel vertical) used on the right of panel (a). (d) The pattern of figure 2b under
the same conditions used to generate the left of panel (a): ϕ ∼ 70◦.
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apex, the surface of constant energy-integrated charge density can be determined by treating

the tip as an infinitely sharp point. This approach can be amended straightforwardly to

the case that an acetylene molecule is attached at an in-plane angle ϕ and an out-of-plane

angle θ to the tip: rather than sampling only at one point, we sample the calculated

charge density with a pair of Gaussians spaced apart like the apparent height maxima of an

acetylene molecule on Cu (111) oriented in space according to the angles ϕ and θ. Figure

4a shows an example: the (orange) centre part of the image was acquired by STM and the

(blue) sides of the panel are simulated STM images using the acetylene configurations on

the tip apex shown in the left and right of the panel. In both cases the acetylene molecule

is titled by |θ| = 4◦ relative to the substrate but its rotational orientation on the tip apex

differs by 60◦. Recognizing the different adsorption geometry of the acetylene molecule is

tantamount to obtaining meaningful correspondence between experiment and modelling:

using a standard s-state (point-like) tip, the image of figure 4b is obtained; modelling the

left part of figure 4a with the same orientation of the tip acetylene molecule as on the right,

the image of figure 4c is obtained; using the adsorption arrangement of figure 2b with the

same tip conditions as the left of panel yields the image of figure 4d. Neither figure 4b

nor 4c is a faithful representation of the rotational domain on the left of panel a, and the

image of figure 4d associated with the alternative adsorption periodicity (figure 2b) is not

seen experimentally. As the STM image in panel a was scanned in horizontal lines, this

finding implies that not only was an acetylene molecule present at the tip apex, but also

that it reoriented itself in response to the alignment of the adsorbate rows on the substrate

in every scan line at high fidelity.
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This approach to simulating STM images is not limited to the particular STM image

observed in figure 4a. We repeated this procedure for a wider range of STM imaging

conditions than the sampling in figure 3 and were in each case able to obtain convincing

correlation. Figure 5 shows two additional examples. Figure 5a corresponds to figure 3a

and can clearly be modelled at high fidelity using a horizontal acetylene molecule ( θ = 0◦)

at the tip apex. In contrast, the rather disordered arrangement in the centre of figure 5b is

faithfully extended using a tilted acetylene molecule ( θ = 45◦) on the tip. The geometric

parameters used in each case were those which most faithfully reproduce the acquired STM

images.

5.3.2 Identification of substrate strain as determining adsorption order-

ing

Having validated that the images of acetylene/Cu(111) are indeed consistent with

the predicted

⎛
⎜⎜⎝

2 1

0 4

⎞
⎟⎟⎠ acetylene surface pattern, we turn to the origin of the different

orientations of the acetylene species in each unit mesh. To this end, we compare DFT

simulations of both adsorption configurations of figure 2 in supercells of identical size and

geometry. Comparison between systems, in which the molecules are attached and lifted

from the substrate yields a binding energy per acetylene molecule of 2.35 eV for the struc-

ture predicted by LEED (compared to 2.29 eV for the configuration of figure 2b), providing

an energetic explanation for this preference.

In both super meshes the molecules are sufficiently separated from one another (∼ 5Å)

that their interaction has to be dominated by substrate-mediated components. Prior work
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Figure 5.5: Comparisons between STM images (centre, orange) and model (sides, blue).
(a) Model Parameters: = 0; STM Parameters: Bias = -0.66 V, Current = 0.11 nA. (b)
Tip Parameters: θ = 45◦; STM Parameters: Bias = -0.99 V, Current = 0.10 nA.

Figure 5.6: Acetylene at ∼1/8 ML coverage on Cu (111). (a) Island formation is observed.
(b). The islands are composed of rows of molecules of the same periodicity found at elevated
coverage, indicated here with white grid lines. STM Parameters (a): Bias = -0.83 V, Current
= 0.10 nA, Image Size = 16 nm × 11 nm. (b): Bias = -1.0 V, Current = 0.12 nA, Image
Size = 3.9 nm × 5.8 nm.
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showed that acetylene adsorption induces stress in a Cu(111) surface that is directed per-

pendicular to the molecular axis, attempting to widen the span of the bridge (site) the

molecule inserts itself into [120]. Using 3 atoms thick copper slabs in our calculations, we

find that indeed the system is under in-plane compressive strain. Allowing the supercells

to artificially expand to equilibrium in 2D (which in reality would be forbidden through

interaction with the underlying bulk), the energetic difference between the orderings of fig-

ures 2a,b vanishes to < 1 meV, i.e., beyond the expected resolution of our calculations.

In this process, both unit meshes expand by nearly the same amount (1% and 2% along

the short direction and long direction as indicated in figure 2, respectively). Thus, the

energetic difference between the two adsorption orderings can be attributed to differences

in the resultant compressive stress on the lattice; it is energetically unfavourable when all

molecules are aligned in parallel and their stress vectors add up.

5.3.3 Aggregation of acetylene molecules due to long-range substrate me-

diated interaction

Assignment of the adoption of the observed adsorbate arrangement and periodicity

to release of surface stress poses the question whether the ordering is solely governed by

repulsive interactions. While ordering based on repulsive intermolecular interactions is

conceptually possible in the presence of a dominant interaction anchoring the molecules to

the substrate, it generates a more tenuous foundation for large scale order, as any set of

vacancies is not expelled to the outside of the adsorption structure. To investigate whether

net attractive interactions between adjacent acetylene molecules also exist on Cu(111) we

54



prepared incomplete coverages (figure 6, ∼1/8 ML acetylene). Here acetylene molecules

aggregate into small islands and, more frequently, into the same pattern of adjacent rows,

that feature the same periodicity found at 1/4 ML coverage (figure 6b). The formation of

such aggregates indicates the presence of attractive interactions. Thus, in addition to the

surface stress that orients the molecules in dissimilar orientations, there are also attractive

interactions between the molecules present. Given the comparatively large intermolecular

distance in this structure, these interactions need to be mediated by the substrate.

Rieders group and others have shown [53-61,63,67,77,122-126] that the substrate is capable

of mediating attractive forces over distances far greater than the size of individual atoms

or molecules. Following Ref. [60], we test whether the variation in total system energy

E′ between different configurations of acetylene molecules on Cu(111) can be described

by the sum of substrate-mediated pair interactions:E′ =
∑

r Epair(r) ,where r ranges over

the set of all pair-wise distances between acetylene molecules on the surface. For such

systems a pair interaction energy function (1) has been proposed [127], where A represents

the overall interaction amplitude, k its periodicity, δ its scattering phase and r the pair

distance. This approach is unable to describe short-range interactions correctly, as they

are important for the order formation. To account for this we define a set of 5 shortest

distances ri = {1,√3, 2,
√
7, 3} × 2.55 Åfor which Epair is defined explicitly:

Epair(r; ε,A, k, δ) =

⎧⎪⎪⎨
⎪⎪⎩

εi if r = ri

A sin(2kr+2δ)
r2

if r > r5

(5.1)

In order to test whether such an interaction may cause the ordering of acetylene into the

rows observed we calculated the total energy of 24 different relative locations of two acety-
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Figure 5.7: Setup for calculation of the surface state mediated interaction. Dashed red
lines indicate the pair interactions. A black circular outline indicates the cutoff radius of 30
Åused. For simplicity, only the interactions for the circled acetylene are shown, and only
those interactions between acetylenes visible in the frame.

lene molecules on 14 × 4 × 3 copper atoms slabs (figure 7 shows an example). To limit

configurational and computational complexity, we only considered molecules in the same

orientation on the surface and one k-point, respectively. Depending on the intermolecular

spacing, we find a variation of the total energies by ∼0.1 eV with the exception of the case

for directly adjacent acetylenes (separated by one substrate atomic spacing only), for which

the total energy is higher (less favourable) by ∼0.6 eV. The supporting information shows

the supercells evaluated and the total energies found.

We find the interaction potential Epair by fitting its 3 variables and 5 explicitly defined val-

ues to achieve a best match of E for all 24 super mesh geometries considered simultaneously.

Here we include interactions between acetylene molecules and their copies in neighbouring

unit meshes up to a distance of 30Å(figure 7). The optimal values for the parameters are

A = 2.1 eV, k = 0.33 Å−1, δ = 0.7π. The resulting interaction potential is shown in figure

8; the vertical lines indicate the intermolecular separations present in our set of relative
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acetylene locations. By evaluating the rms error in the fit of the set of 24 configurations, we

can estimate the error band of our fit (see supporting information). Figure 8 reveals a pro-

nounced (∼0.05 eV) attraction at separations of ∼ 5 Å, the intermolecular spacings in the

experimentally observed surface structure, followed and preceded by repulsive interactions.

Given that only molecules of one orientation were considered, the particular separations

found at molecules in neighbouring rows of 5.6 Åwas not tested explicitly but falls into the

attractive region of Epair.

The optimal fit value of the periodicity k of 0.33 Å−1 is in reasonable agreement with

the sp-band and surface state Fermi wave vector on the Cu (111) surface of 0.26 Å−1 and

0.22 Å−1 [77], respectively. In Rieders and others work [53-61,63,67,77,122-126] long range

interactions on Cu(111) were ascribed to the surface state and it is also a likely candidate

here. However, including only 3 substrate layers in our simulations (although resulting in

>160 substrate atoms per supercell investigated) does not allow us to distinguish between

the sp-band and surface state: as shown by Berland et al., [128] the surface states on the top

and bottom of a slab can only clearly be distinguished from the bulk states and one another

with a minimum of 6 copper layers (and only then with appropriate transformations of the

Kohn-Sham states). Consequently, our simulations do not permit direct attribution of this

effect to the Cu(111) surface state. Experimentally, the propensity for acetylene to form

odd-shaped aggregates prevents a meaningful analysis of STM images by pair correlation

function to obtain experimental verification of the parameters of Epair. Nevertheless, the

data of figure 8 is a clear indication that acetylene adsorbates generate a net attractive in-

teraction between species at a certain distance, despite causing a compressive strain on the
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Figure 5.8: Interaction potential Epair. Vertical lines indicate distances sampled. The error
bars correspond to ∼ ±0.01 eV fit error.

top substrate layer. As such they provide a theoretical underpinning for the experimentally

observed molecular arrangement.

5.4 Conclusion

We have shown that validation of a diffraction-derived surface pattern [96] of

acetylene on Cu(111) by STM is possible, if the modification of the STM image transfer

function through the adsorption of an acetylene molecule onto the tip apex is taken into

account. In that case, the images of acetylene coverages on Cu(111) also include direct

evidence of the rotational orientation and dynamics of the acetylene species attached to the

tip apex. DFT modelling of acetylene/Cu(111) reveals that the molecular orientation and

separation is governed by a balance of repulsive interactions associated with stress induced

in the top surface layer and attractive interactions mediated by the electronic structure

of the substrate. Computationally relatively inexpensive modelling of the substrate with

3 layers allows one to obtain the periodicity of the intermolecular interaction that is in
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reasonable agreement with experimental values of the band structure of copper.
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Chapter 6

Metal-Organic Coordination on

2-D Cu(111) Surface:

2-cyanonaphthalene (CN) vs.

2-isocyanonaphthalene (ICN)

6.1 Introduction

A metal-organic coordination pattern & network on a metal surface is studied in

recent decades because of its very important role as the bridge from traditional adsorbate

patterns in the Angstrom scale to nanometer patterns or even larger, which is an area of

cutting-edge research in catalysis.

Many resultant coordination patterns & networks based on molecules with different organic
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a)

b)

c)

d)

e)

g)

f)

Figure 6.1: a) STM image of DCA on Cu(111) obtained at 180 K (175×95 Å, -2.6 V,
0.22 nA), depicting separate regions of the α phase (left) and β phase (right). b) DFT
minimization of the adsorbate patterns (α and β phase) with the unit cell indicated. c)
STM image (180×100 Å, -3.8 V, 57 pA, 30 K) of the γ phase of DCA on Cu(111). d)
Corresponding model of γ phase. e) STM image of random mesh structure at high DICA
coverage on Cu(111) obtained at 85 K (1.3 V, 81 pA). f) Proposed model for triangle motif
and chain motif

ligands and metal adatoms are reported, illustrating the large extent of this interesting

research area and the chemical, physical principles behind it. However, in this chapter,

a new research perspective will be introduced. By comparing the coordination patterns

having the same metal adatoms and highly similar organic ligands (cyano- and isocyano

species), the contribution from the organic ligands to the coordination patterns is more

directly revealed.

As shown in Fig 1, in the previous studies, the coworkers P. Greg and M. Luo in our lab have

alrealdy found that Cu-DCA (Dicyanoanthracene) and Cu-DICA (Diisocyanoanthracene)

coordinations form significantly different network structures on Cu(111) surface. While the

high coverage Cu-DCA coordination forms three different ordered and periodic arrays of

molecules featuring three unit cell phases, the Cu-DICA can only generate a sparse random

mesh structure with triangles and short chains, which directly indicate the contribution from
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the different ligands to the coordination bond properties. However, most of the chemical

features and properties that lead to this difference are still in unaccounted for. In order to

further simplify the system, in the study of this chapter, a new pair of organic molecules is

chosen, 2-cyanonaphthalene (CN) and 2-isocyanonaphthalene (ICN).

6.2 Experiment Setup

For the data shown in this chapter, All the STM images are taken at liquid nitrogen

(LN2) temperature (∼85K). The Cu(111) substrate is cleaned by sputter / anneal cycles,

and then directly cooled down to LN2 temperature to check for flatness and clenliness. After

dosing the organic molecules which are sublimed from a line-of-sight glass tube, the sample

is subsequently annealed to room temperature (∼298K) in a UHV chamber, so that the Cu

adatoms at the edge of terrace can have enough energy and be free to form the coordination

compounds on the sample surface.

For the theoretical simulations, we used the VASP code[107-110] with the PBE-GGA[111,

112] exchangecorrelation functional and a projector-augmented-wave (PAW) basis[113, 114].

Calculations were performed for each compound coordinated to a Cu adatom at an fcc

hollow on a 2-layer Cu slab, 8x8 atoms in the lateral dimensions. All results are optimized

so that the remaining forces are less than 0.03 eV/Å. Large super-cell dimensions allowed

us to sample k-space exclusively at the gamma point (due to a respectively small Brillouin

zone). Plane wave and augmentation charge energy cutoffs of 400 and 700 eV, respectively,

were used.
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6.3 Result and analysis

Even though the project is still not finished yet (more STM images and theoretical

calculations are still processing), the existing results are already able to reflect the difference

between these two ligands and some of the chemical properties behind those differences.

6.3.1 Comparison at low coverage

As shown in fig 2, after annealing the sample to room temperature, coordination

compounds of 3-, 4-, 5-, and 6- fold patterns for both species appear on the surface. For

both species, 5-, and 6- fold compounds may require more than one adatom, due to the

limitation of the 2-D space. Theoretical simulations are still needed to investigate the

detailed properties, however, the irregular shape of these 5-fold compounds shown in fig 3

somehow gives a deficient evidence of this assumption. For the smaller compounds, such

as 3- fold and 4-fold, different configurations of coordination compounds with the same

number of ligands are found on the substrate, which indicate that the space limitation

of the asymmetric molecules lying on the 2-D Cu(111) substrate gives these a property

of chirality. Theoretical calculations of the preference and energy difference of these two

different chiralities are still needed.However, expect these similarities, the major difference

CyanoNaphthaleneIsocyano Naphthalene

a) b) c) d) e) f) g) h)

Figure 6.2: The left four images a)-d) are 3-6 fold coordination patterns for isocyano com-
pounds, the right four images e)-f) are the same patterns but for cyano compounds
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Figure 6.3:

between these two coordination compounds is shown in Fig.3. For isocyano compound, all

the coordination patterns are individual, none of them are found next to each other, while

for cyano compound, these chain structures indicate that the coordinate patterns can stay

so close to each other that make us hard to identify the real Cu adatoms.

Density Functional Theory (DFT) calculations are used to extract the binding energy per

ligand, the total binding energy and variation in the ionic relaxation of the coordination

center with coordination number. As shown in Fig. 4(a)(b), as predicted, the total binding

energy increases as the increasing of bond number, and the binding energy per ligand

decreases since the 2-D surface limits the ligands to occupy the optimal position, which

reduce the binding energy. The different nature of Cu adatom coordination of the cyano

and isocyano species manifests itself in varying degrees of lifting of the inward relaxation

of the Cu adatom. The significant difference shown in Fig.4(C) between 3-fold and 4-fold

of isocyano compounds matches the preference of 3-fold at low coverage as shown in Fig.3,

meanwhile, there is no this preference shown in cyano species.

Detail DFT calculation shows the evolution of the charge redistribution at the coordination

of a single Cu adatom by 1-4 fold isocyano- (left) and cyano-naphthalene (right) molecules,
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Figure 6.4: DFT calculations results a). extract the binding energy per ligand (decrease with
increasing coordination number), b). the total binding energy (increasing with increasing
coordination number) and c). variation in the ionic relaxation of the coordination center
with coordination number

Figure 6.5: DFT calculation results of the charge redistribution at the coordination of a
single Cu adatom by 1-4 fold isocyano- (left) and cyano-naphthalene (right).

65



which help us to understand why the 4-fold isocyano compound is disfavored. As shown in

Fig.5, for isocyano compounds charge accumulates atop the Cu center (black arrow) since

the electronegativity of isocyano group, which is not the case for cyano species. These

charge accumulation leads the 4-fold coordination to an unphysical charge redistribution in

the ligands for isocyano groups (red arrow).

6.3.2 Comparison at high coverage

Similar as the comparison of DCA and DICA, at high coverage, the STM images

intuitively exhibit the difference between cyano and isocyano species. As shown in Fig.6(a),

for the isocyano compounds, the dominate coordination pattern, 5-fold structures randomly

and individually locate on the surface. Same as in the low average, none of the coordination

patterns are close to each other, even under such high coverage. The solution for isocyano

compounds to respond the space limitation is accepting more ligands for one coordination

pattern, even though there are disfavored under low coverage.

However, in Fig.6(b) high coverage cyano coordination patterns exhibit the properties of

both DCA and low coverage, ordered and close with each other. The long range ordered

periodic network also matches the 3-fold symmetry property of Cu(111) substrate, which

indicates more interaction between coordination network and substrate. Under the space

limitation, different from the isocyano compounds, cyano coordination compounds forms

closer network to reduce the space cost. From the zoom in image Fig.6(c), the two different

orientations of 3-fold network may also relate to property of chirality. The clear exist of

4-fold coordination pattern matches the DFT calculation prediction, that even though 4-
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a) b)

c)

Figure 6.6: a) STM image of high coverage isocyano patterns on Cu(111) obtained at 40 K
(-1.6 V, 49 pA). b) STM image of high coverage cyano network on Cu(111) obtained at 85
K (-1.0 V, 99 pA). c) high resolution images of cyano network.

fold is not the most favorite option, similar inward relaxation of the Cu adatom with 3-fold

allows its appearance.

In order to investigate the lack of long-rang periodic network at high coverage and close

pattern at low coverage for isocyano species, a detail DFT calculation of charge transfer

along the naphthalene molecule is made. As shown in Fig.7, the 5-, 6- C-H bonds (red

arrow) are almost electroneutral in the cyano species. Meanwhile, for the isocyano species,

both of these two bonds have charge density. Since these two bonds are most far away from

the coordination center, which are most likely interact with other coordination patterns,

we believe the electroneutral property allow the cyano coordination pattern to stay close to

each other, even generate network.
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Isocyanonaphthalene Cyanonaphthalenea) b)

Figure 6.7: calculation of charge transfer along the naphthalene molecule for isocyano- (left)
and cyano-naphthalene (right)

6.4 Conclusion

In summary, with the same backbone naphthalene but different coordination lig-

ands, cyano / isocyano, Cu adatoms exhibit different coordination patterns under STM.

DFT calculation about the binding energy, local charge transfer, and inward relaxation of

the Cu adatom affords more chemical properties behind these differences. More theoreti-

cal modeling may provide a more detail explanation on configuration and chirality. Also

more low coverage STM images of cyano compounds are still need for more comprehensive

comparison.
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Chapter 7

Controlled argon beam-induced

desulfurization of monolayer

molybdenum disulfide

STM is not the only instrument for surface science. This chapter is taken from

one article I published on JOURNAL OF PHYSICS: CONDENSED MATTER, 25 252201

(2013), which is the research project I cooperate with Ph.D students Quan Ma, Patrick M

Odenthal, and John Mann, using PL, Raman and XPS spectrums to characterize the prop-

erty of monolayer MoS2 grown by CVD. My contribution in this project is characterizing

the band gap shift with the three spectrums.
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7.1 Introduction

Molybdenum disulfide, MoS2, has attracted widespread attention as one of the

interesting atomically thin materials beyond graphene [129131]. Like graphene, it can be

prepared in a stable form down to monolayer thickness. In contrast to graphene, however,

MoS2 has an intrinsic band gap: the indirect bandgap of bulk MoS2 of ∼ 1.4 eV crosses

over to a direct optical bandgap of ∼ 1.9 eV in the monolayer limit [132, 133]. In addition

to this interesting electronic structure, MoS2 has many established applications in catalysis,

such as for hydrodesulfurization [134, 135], and it recently received attention as an electrode

material for water splitting [136, 137].

Single-layer MoS2 field effect transistors have been fabricated with mobilities on the order

of 1cm2V −1s−1 and higher [138141], as well as onoff ratios up to 108 at room temperature.

Bulk MoS2, and most mono- or few-layer MoS2 materials examined to date, exhibit n-

doping [138143], but p-doping has also been observed [144]. Ambipolar operation has been

achieved by gating with an ionic liquid [145]. Another distinctive electronic property is the

possibility of selective valley population of the monolayer, which has been achieved using

excitation by circularly polarized light [146150].

Although many of the studies to date have made use of mechanically exfoliated single-

layer MoS2 films [151], MoS2 monolayers can also be prepared by means of chemical vapor

deposition (CVD). A variety of substrates, including Cu [152], Au [144, 153155], SiO2 [144,

156], and various other insula tors [141, 144, 157], have been successfully used for growth.

Molybdenumsulfur compounds with stoichiometry different from MoS2 have been reported

in CVD deposition, including Mo6S6 nanowires [158, 159] and Mo2S3 films [160, 161].
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Like graphene, single-layer MoS2 is stable in air for extended periods of time. In carbon-

based materials, such as nanotubes and graphene, this high stability, while attractive for

many purposes, has proven a challenge for other needs. Intense processing is required, for

example, to bond covalently to these materials, to render them soluble, and to alter their

electronic properties, such as by hydrogenation or partial oxidation of graphene. For MoS2,

the inertness of the basal plane calls for interventions to facilitate chemical reactions. In this

regard, theoretical studies indicate that sulfur vacancies are reactive [162, 163]. In this paper

we show that sputtering with low-energy Ar+ ions can transform single-layer MoS2 all the

way to MoS1.5, while in situ x-ray photoelectron spectroscopy (XPS) reveals substantially

unchanged Mo 3d states. In situ monitoring of the photoluminescence (PL) allows us to

gauge the impact of the sputter-induced defects/vacancies on the exciton dynamics; in the

temperature regime between 175 and 300 K we find a decay of PL yield that decreases at

∼ 7.0± 0.5 times the rate of sulfur removal.

7.2 Experiment Setup

Our measurements were performed on films and isolated islands of single-layer

MoS2 grown on a SiO2 substrate from MoO3 and elemental sulfur, as described elsewhere

[164]. Figure 1(a) shows an optical microscopy image of a representative area of a MoS2 film

used in this study. Figure 1(b) is a schematic representation of the structure of single-layer

MoS2, which consists of hexagonal top and bottom layers of sulfur surrounding a molyb-

denum layer. The samples were characterized in air prior to our experiments using Raman

and PL spectroscopy. The right portion of the image in figure 1(a) shows a continuous
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film of monolayer thickness, while the left area consists of single-layer MoS2 islands. Both

regions exhibit the same PL peak at 1.87 eV, corresponding to the direct band gap. Raman

spectra reveal the E1
2g and A1g modes, with a separation of 21 cm−1, as is typically seen in

single-layer MoS2 films prepared by CVD [144, 165].

Once a sufficiently homogeneous area of the MoS2 film exhibiting exclusively single-

layer Raman and PL characteristics had been identified, the sample was attached to a

temperature-controlled manipulator in an ultra-high vacuum system. For subsequent stud-

ies of sputtering, the system was evacuated and baked to reach a base pressure of 1× 10−9

Torr. A Varian sputter gun operated at 500 V acceleration potential, 20 mA emission cur-

rent, and 5 × 10−62 × 10−5 Torr partial pressure of Ar was used for generating Ar+ ions.

The sputter beam had a diameter of 0.5 cm. For reference, we measured the sputter current

induced by this beam on a copper surface as 0.62.2μA, respectively, for the Ar pressures

given above. In the following, we will assume this value as an approximation of the beam

current.

The XPS measurements were performed using excitation by Al Kα radiation with the emit-

ted electrons detected by a Scienta R300 hemispheric analyzer equipped with a 2D detector.

The PL experiments employed a Spectra Physics Millennia laser operating at a wavelength

of 532 nm, a spectrometer with 1200 lines mm−1 grating blazed at 750 nm, and a liquid-

nitrogen cooled Princeton Instruments SPEC-10 CCD detector. For insitu measurements

a 50 mm focal length lens inside our UHV system was used to focus ∼ 100 mW of pump

beam onto the sample surface with a spot of ∼ 100μm. This results in an intensity of ap-

proximately 10μWμm−2, similar to that of typical microscope-based Raman measurements
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Figure 7.1: (a) Optical micrograph of the type of MoS2 films used in this study, with
single-layer islands on the left and a continuous single-layer film on the right of the imaged
area. The laser spot is 2μm in size and was used for measurement of Raman spectra in
air. (b) The structure of an ideal MoS2 monolayer film, consisting of a plane of Mo atoms
surrounded by two planes of S atoms. (c) A representation of a possible structure of the
film after sputter removal of 12.5% of its sulfur (25% of the top-layer sulfur atoms). (d) A
compact 7-atom top-layer sulfur vacancy in the two computational supercells used in this
work. These structures were found to be stable within our ab initio molecular dynamics
simulation at 350 K.

[132]. We collected the resultant PL signal in the back-scattered direction using a dichroic

mirror to separate the excitation beam from PL signal.

Vacancy formation energy and thermal stability of the sputtered film was evaluated using

the Vienna ab initio simulation package (VASP) [107,109] to perform density functional

theory (DFT) simulations.We employed projectoraugmented wave (PAW) [114, 115] and

plane-wave basis set methods. We used the PerdewBurkeErnzerhof of functional (PBE)

[111] to describe exchange correlation interactions and adopted a cut-off for plane-wave

expansion at 500 eV. The conjugate-gradient algorithm [166] was employed for structural

relaxation and to optimize lateral atomic coordinates by minimizing the in-plane compo-

nents of the stress tensor; relaxation was allowed with periodic boundary conditions until

all components of the force reached a value below 0:01 eV Å−1. Given the large number
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of atoms in the computational supercell (up to 192), we found sampling of the Brillouin

zone with one k-point to be adequate for evaluation of the total energy. Ab initio molecular

dynamic (MD) simulations utilized the Nosé algorithm [167] for setting the system temper-

ature and a 3 fs time step. To minimize the computational cost, the cut-off for plan-wave

expansion was reduced to 300 eV and the simulations ran for a total time of 12 ps.

Our measurements involved cycles of sputtering at room temperature, in situ acquisition of

XPS spectra of the Mo 3d, the S 2p, and the Si 2s levels, as well as insitu PL measurement

at variable temperature. To avoid sample degradation, all experiments were conducted in

immediate succession to one another, with the sample maintained in ultra-high vacuum.

Figures 2(a)(c) displays the evolution of XPS spectra during sputtering at 2×10−5 Torr Ar

pressure, corresponding to a net sputter current of 2.2μA. Figure 2(a) shows representative

spectra of the Mo 3d 3/2 and 5/2 peaks for increasing sputter times. The sulfur 2s peak is

also visible on the low-energy side of the Mo-derived features. We observe no appreciable

reduction in Mo 3d intensity. Further, the shape of the Mo 3d 3/2 and 5/2 doublet re-

mains essentially unchanged, as is best seen in the energy-aligned superposition below the

individual spectra in figures 2(a) and (b). In order to account for potential charging of the

MoS2 sample on the thick oxide layer, we treat the Si 2p peak (figure 2(c)) as a standard

and reference all other states to it. Figure 2(d) shows the evolution of the Mo 3d intensity

as a function of sputter time.
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Figure 7.2: XPS spectra of (a) the Mo 3d 3/2 and 5/2 states, as well as the S 2s (weak
features on the left), (b) the S 2p state, and (c) the Si 2p state. The spectra (from the
top to the bottom) were acquired after increasing amounts of sputtering. To account for
surface charging, the spectra at different sputter times were aligned so that the Si 2s peak
remains at constant energy. The lower parts of (a) and (b) show spectra scaled and shifted
for the best overlay of the peak shape, as well as the corresponding spectra after exposure
to air. (d) The evolution during sputtering of the intensity of the Mo XPS signal referenced
to the substrate Si peak and normalized to unity, and the S:Mo XPS ratio normalized to 2.
While the Mo content is seen to remain essentially constant, the amount of sulfur decreases
significantly during sputtering.

7.3 Result and Analysis

The sulfur signal (figure 2(b)), in contrast to the Mo 3d feature, exhibits a signif-

icant reduction in strength from sputtering, with little change of the overall peak shape.

Figure 2(d) shows that the total sulfur content, normalized to 2 for the unsputtered film to

account for the different XPS yields of the Mo and S states, decreases with sputter time.

Within the duration of this experiment, we observe a reduction of the sulfur content of

the film by 25%, or 50% of the top sulfur layer in the MoS2 structure (figure 1(b)). This

corresponds to an average sputter yield of 0.03 per Ar+ ion. A first-order approximation

of the sulfur signal decay (red line in figure 2(d)) corresponds to an exponential fit with a

rate constant of 1.6× 10−31s−1 or 1.4× 10−4cm2C−1.
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We ascribe the selectivity to sulfur removal to the close mass match between the Ar+ ions

and the sulfur atoms, as well as to the low Ar+ energy; 3 keV Ar+ ions are capable of

removing Mo completely from our substrates. The silicon peak (figure 2(c)) serves as an

internal reference and is not significantly affected by sputtering or exposure to air.

Apart from a shift to lower binding energy, likely arising from charging of the sputtered

MoS2 film with respect to the underlying SiO2 layer, we observe little change of the peak

shape of the Mo- and S-derived features (lower part of figures 2(a) and (b)). The latter

suggests that despite sputtering, the MoS2 film retains its homogeneity and its overall MoS2

structure; we speculate that this is achieved by the presence of an unperturbed bottom sul-

fur layer that retains the structure of the Mo layer rigid, despite the absence of some of the

top-layer sulfur atoms. We further support this argument in the following paragraphs.

Prior to processing, the sulfur and the molybdenum coverage of the samples correlate with

one another. There is neither a significant quantity of sulfur in the absence of molybdenum

nor is there appreciable incorporation of sulfur into the substrate surface during prepara-

tion. We reach these conclusions by aligning the sample so that the spatially resolved axis

of our 2D detector lies along the horizontal of figure 1(a), i.e., by detecting the XPS yield

from sample areas covered by a thick MoS2 film on one side (where we find strong signal

both for S and Mo), across an area with MoS2 islands (where we find reduced signals for

both S and Mo), and ending at a sample area devoid of MoS2 features on the other side

(where we find neither significant Mo nor S signal). This observation indicates that the

S/Mo ratio that we track in the XPS-sputter cycles can indeed be related to modification

of the MoS2 monolayer and is not significantly affected by any other possible sulfur source
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in the surface region. The fact that the MoS2 film is the material being modified is further

buttressed by the films dramatic change in stability after processing. XPS measurement on

a sputtered film after exposure to air exhibit significantly broadening Mo 3d 3/2 and 5/2

peaks, as well as S 2p peaks (bottom of figures 2(a) and (b)). We attribute this to extensive

oxidation. After sputtering and air exposure, atomic force microscopy reveals degradation

in film smoothness, and the films Raman response is significantly reduced. On the other

hand, the original, unprocessed films are found to be stable in air.

To confirm that a MoS2 film with a significant fraction of its top sulfur atoms removed is

structurally stable in vacuum for the temperature range of our measurements (≤350 K), we

performed DFT calculations on (6 × 6) and (8 × 8) MoS2 units supercells from which we

removed a hexagon of 7 adjacent top-layer sulfur atoms (figure 1(d)). Such an arrangement

allows us to examine the effect of creation of a relatively large vacancy cluster on the sta-

bility of the single-layer MoS2. Structural relaxation maintains the overall shape of the film

and changes the original MoMo bond length inside the S-depleted region ≤ 5%. Allowing

the film to evolve at 350 K over a 12 ps interval within ab initio MD leads to no structural

change of the film, further supporting the stability of such a sulfur-depleted structure. We

note that our calculations do not account for the support of the film structure through an

underlying substrate and assume a comparatively large region of depletion of the surface

sulfur. Both of these effects generate higher strain than is likely present in the films under

experimental conditions.

To explore the impact of sputtering on the optical response of our films, we performed in

situ PL measurements. Figures 3(a) and (b) show PL spectra acquired at temperatures of
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Figure 7.3: PL spectra of a MoS2 sample for increasing sputter time/sulfur depletion
recorded at temperatures of (a) 175 K and (b) 300 K. The inset shows the corresponding Mo
3d 3/2 and 5/2 XPS spectra, which remain virtually unchanged. At higher temperatures,
a lower initial PL yield is observed; during sputter removal of sulfur the PL yield decreases
at both temperatures. (c) The normalized intensity of the PL signal as a function of the
percentage of total sulfur removed for different indicated temperatures. The dotted line
(sim) corresponds to the model described in the text.

175 and 300 K. In both cases, we observe a clear PL signal prior to sputtering, which de-

cays with sputter exposure. The inset of figures 3(a) and (b) shows the Mo 3d XPS spectra

acquired at 300 K at each of the sputter times, which are virtually unchanged throughout

the experiment. By comparison of their intensity to the sulfur XPS intensity (not shown),

we obtain the amount of sulfur removed. In addition, we observe a well-known reduction

of PL yield with increasing temperature [45].

We fitted each PL peak with a Gaussian curve and a constant background. Figure 3(c)

shows the evolution of the Gaussian amplitude with sputter time. For purposes of compar-

ison, we plot the relative evolution of the PL yield for each temperature as a function of

the reduction in sulfur content of the film (figure 3(c)).

The PL yield decreases as sulfur is removed. For 10% of sulfur depletion, the PL yield is

reduced by almost 80%, i.e., an average decrease of ∼ (7.0 ± 0.5)× the rate of decrease of
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the sulfur concentration. Note that in figure 3 and in our discussion the fraction of sulfur is

referred to the overall sulfur content of the MoS2 monolayer structure. As sputtering is far

more likely to remove sulfur in the top layer than in the bottom sulfur layer, the percentage

values are twice as high if referred only to the top sulfur layer. As seen in figure 3(c), the

quenching behavior of the PL is largely unchanged over the temperature regime addressed

in this study.

The exciton dynamics underlying the quenching of the PL by sputtering is likely com-

plicated. A rigorous treatment has to account for changes to the MoS2 band structure,

absorbance, and charging, which is beyond the scope of this study. However, we note that

good agreement with the data can be achieved if one assumes (a) that the MoS2 single-layer

absorbance is not significantly changed by sputtering, (b) that quenching occurs whenever

a photon is absorbed in a MoS2 unit cell that is perturbed, i.e., missing its top sulfur atom

or missing lateral coordination due to a sulfur atom being removed from a directly adja-

cent unit cell, and (c) that in all other cases the PL yield is identical to the that of the

unperturbed system. To obtain values for the PL quenching from these assumptions we

have performed a simple simulation (dotted line in figure 3(c)). Using a MoS2 film of 200

× 200 unit cells, we randomly remove a varying fraction of the top-layer sulfur atoms and

evaluate for 1000 arbitrarily chosen locations whether or not the unit cell is perturbed (as

defined above). While this model provides agreement with the experiment, we note that a

combination of less than unity quenching efficiency of defects and longer exciton diffusion

lengths would yield similar overall behavior [165].
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7.4 Conclusion

In summary, we have shown that sputtering with a beam of low-energy argon

ions provides a method for selective desulfurization of monolayer MoS2. The spectroscopic

studies and DFT modeling suggest that the basic physical structure of the MoS2 remains

largely intact as the sulfur is removed. Our findings suggest that low-energy argon sputtering

may have significant potential for the activation, functionalization, and modification of MoS2

layers. Although not studied systematically, the sharp increase in reactivity of the processed

MoS2 monolayer is apparent from its rapid oxidation in air.
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