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Abstract

Consistent Population Estimates: an Application to Brazil

by

Gabriel Mendes Borges

Doctor of Philosophy in Demography

University of California, Berkeley

Professor Kenneth Wachter, Co-chair

Professor Dennis Feehan, Co-chair

Demographers have long been aware that the practical application of basic demographic
identities often leads to inconsistent estimates due to data quality limitations. Despite the
considerable effort to produce demographic estimates and reconcile inconsistent demographic
data in different contexts, this issue remains unsolved. This dissertation proposes a Bayesian
probabilistic approach that allows for a concurrent estimation of consistent counts of popu-
lation, mortality, fertility and migration. Old and new methods are combined, thus building
upon well-established demographic techniques and statistical methods.

This dissertation addresses these issues in three chapters. Chapter 3 describes a set of
methods to estimate and reconcile past demographic data, including measures of uncertainty.
These methods are highly flexible and applicable to different contexts, both at national and
subnational levels, with varying availability and quality of data. In addition to reconciling
past population estimates, the methods detailed in this dissertation are concerned with
estimating fertility, mortality and migration based on a set of raw observed data. Chapter
4 presents novel estimates and analysis of population, fertility, mortality and migration for
Brazil and its 27 states for the period 1980-2010, based on several methods and data sources.
Chapter 5 applies the data obtained in Chapter 4 to the methods presented in Chapter 3 to
produce demographic estimates for Brazil and its three selected states.

This dissertation offers several important methodological contributions to the fields of
formal demography and statistical demography. The application of the proposed methods
for Brazil and its states unveils new perspectives for generating higher quality demographic
estimates in the country. Among other findings, the results reveal higher internal migration
flows than those estimated with census data, and fertility estimates that differ from previous
work.

This dissertation also offers substantial methodological contributions specifically toward
techniques of fertility and mortality estimation. Chapter 4 presents a new sensitivity analysis
for the Brass P/F ratio method to evaluate the magnitude of bias in the results of its appli-
cation when one or more conditions of the method are not met. This leads to a refinement
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in the original method to correct for these biases. This chapter also introduces a method to
adjust for bias on recent deaths in the household reported in censuses. The application of the
method for Brazil shows that such adjustment greatly improves the efficiency of mortality
estimation, particularly at old ages, resolving one of the main limitations of these data.
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Chapter 1

Introduction

1.1 Background and Significance
The relevance of demographic estimates are closely related to the main interests of demogra-
phy as a field of study, which is estimating the population size, its composition and geographic
distribution, in addition to understanding the dynamics involving population change.

The composition of the population by age and sex is perhaps the most valuable demo-
graphic information. Past and future population data are used for planning and monitoring
public policies and private decisions, funding allocations, weighting sample surveys, in addi-
tion to being denominator of several indicators. Beyond these uses, the population by age
and sex interact with the other components of demographic change (fertility, mortality and
migration), which are also of interest in their own right.

These interactions are given not only by the demographic interrelationships, but also
through estimation procedures. A large set of methods have been developed to estimate fer-
tility, mortality and migration based on the population’s age distribution. Indirect methods
to estimate fertility and mortality also make assumptions about migration and census cov-
erage. Indirect methods to estimate migration also make assumption about census coverage,
as well as intercensal mortality. Similarly, the components of demographic change have been
used to asses census quality and coverage.

Improving methods for population estimates are important for better understanding past
population trends, including their underlying uncertainty, but are also essential for popula-
tion projections. Better demographic estimates are crucial to the improvement of population
projections accuracy, not only because they provide better base estimates, but also because
they improve the understanding of demographic parameters (Bulatao and Bongaarts, 2000).
Due to the importance and sensitivity of past demographic estimates to projections, a large
portion of the workload in population projections is devoted to past demographic estima-
tion and reconciliation through evaluation, adjustments and consistency checking (Chackiel,
2009; UN, 2014).

In addition to produce more accurate population estimates, their underlying errors should
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be assessed and quantified so they could be expressly incorporated in the uncertainty of
population projections. To date, population projections are often calculated conditioned on
the presumably known point estimates for the past. However, it is often the case that past
population estimates contain considerable amount of uncertainty.

This is illustrated in Figure 1.1, which shows population estimates for Angola published
by the last three United Nations Revisions of World Population Prospects. The incorporation
of new data has considerably changed the estimated population for the entire series. The
estimates for the year 2010 in the 2017 Revision is almost 20% higher than that published
by the 2012 Revision, which is similar to the uncertainty in the projected population for
Angola in 2045. This indicates that neglecting uncertainty in past demographic estimates
tends to underestimate uncertainty in population projections.
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1.2 Population Dynamics and Data Quality Issues in
Demography

The interrelationship between demographic variables can be expressed by demographic ac-
counting equations. The most basic identity in demography is the balancing equation, which
states that the population at time t+ n, Kt+n, equals the population at time t, Kt, plus the
natural increase (births minus deaths) and the net migration (immigrants – emigrants) that
occur between years t and t+ n:

K(t+ n) = K(t) +B(t, t+ n)−D(t, t+ n) + I(t, t+ n)−O(t, t+ n) (1.1)

This relationship could be also applied to specific cohorts c:

Kc(t+ n) = Kc(t)−Dc(t, t+ n) + Ic(t, t+ n)−Oc(t, t+ n) (1.2)

The youngest cohort at time t+n, which was not born at time t can be expressed by the
number of births B(t, t+ n) between t and t+ n instead of Kc(t).

This equation could be also defined by the well developed and satisfactory methods used
to make population projections over discrete steps based on matrices and vectors. The key
formula is given by:

K(t+ n) = AK(t) (1.3)

where A is the transition matrix containing the information on the probabilities of surviving
and giving birth, called Leslie matrix (Leslie, 1945; Wachter, 2014). This is the basis of the
cohort-component method for population projections, and can also include migration.

These demographic identities are overdetermined and, if one piece of information is miss-
ing, it can be estimated from the known values of the others. It is often the case that one
or more pieces are missing or have data quality limitations, leading to “error of closure” and
consequently incompatible data (Preston, Heuveline, and Guillot, 2001). Thus, although
the identities for the true values hold, the observed population counts (Kobs(t)) are and
demographic parameters (Aobs) are often inconsistent:

Kobs(t+ n) 6≡ Aobs ·Kobs(t) (1.4)

Each piece of the balancing equation comes from a different data source and has its own
limitations, requiring particular methods for assessment and further adjustment.

Population Counts

Population counts K(t) normally come from censuses, which are affected by coverage and
content errors. Coverage errors are, in general terms, related to failure in counting persons
or housing units, leading to missing or duplicated cases. Content errors refer to mistakes
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in the given information of persons or housing units effectively enumerated, such as age
misstatement (US Bureau of the Census, 1985).

Coverage problems such as census undercount affect particular groups differentially. Chil-
dren are known to be one of the most affected groups. Somehow surprisingly, this phe-
nomenon has occurred in all sorts of population censuses, regardless the census design and
cultural or socioeconomic characteristics of the country (O’Hare, 2015). Another character-
istic that affects population distribution by sex and age is the differential undercount by sex,
especially among young adults, in which the male population tends to be more undercounted
that the female (Ewbank, 1981; Lee, 1982).

In addition to coverage errors, there are several problems that normally affect information
about the age statement of people in a census. An important problem that affects information
about the age of the population is the preference for ages with terminal digits, accumulating
statements in numbers ending in 0 and 5. An additional and recurrent error observed in
many populations is that the elderly tend to declare themselves older than they really are,
an increasing trend with growing age. The shape of the population pyramid at old ages
itself can convert random age heaping to net overcount among these age groups (Coale and
Caselli, 1990; Del Popolo, 2000; Preston and Elo, 1999; Romero and Freitez, 2008).

Death counts

The natural sources of death counts and mortality estimations are the Civil Registration
and Vital Statistics (CRVS) systems. However, in many cases, especially in low and middle
income countries, the registration systems cover only part of the population and suffer from
registration completeness and data quality problems (Mikkelsen et al., 2015). Random and
systematic age misreporting is also a common problem in death counts, although this is
thought to be less problematic for the reported deaths than for the population (Hill, 2017).

Indirect demographic methods have been proposed to estimate mortality in regions that
present these data quality issues, particularly incompleteness of death registration. Since
infant deaths are normally more underreported than adult deaths, special methods have
been developed to estimate infant mortality, such as the those based on data about children
ever born and surviving in censuses and surveys (Brass, 1971; UN, 1983).

Other methods for evaluating data quality and estimating adult mortality are: i) death
distribution methods (Bennett and Horiuchi, 1981; Brass, 1975; Hill, 1987; Preston and
Hill, 1980) (2) methods based on intercensal survival (UN, 1983), and (3) methods that use
indicators of mortality levels based on survival of close relatives, such as parents (Brass and
Hill, 1973) and siblings (Hill and Trussell, 1977), or other personal networks (Feehan, Mahy,
and Salganik, 2017).

Birth counts

CRVS systems should also be the main source for fertility estimation, but they also suffer
from coverage and quality problems, especially in developing countries. (Moultrie, 2013b).
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These limitations stimulated the development of demographic methods for fertility esti-
mations, often based on censuses and surveys.

One of the earliest method is the the own-children method, which consists of a reverse-
survival technique that uses the population of children in a census to estimate fertility (Cho,
Retherford, and Choe, 1986; Grabill and Cho, 1965). Fertility can be also estimated directly
through data containing birth histories collected in surveys such as the Demographic and
Health Survey (DHS). Another approach, perhaps the most used in developing countries,
uses the recent and lifetime fertility measures routinely collected in censuses and surveys to
estimate. These methods reconcile information from recent fertility, with the total parity by
age group, which is thought to be more reliable. The most used technique is the PF ratio
method (Brass, 1964; UN, 1983), which can also be applied to adjust observed recent birth
counts from vital statistics.

Migration

Migration is probably the most difficult piece to measure in the balancing equation, due to the
lack of administrative data. Indirect techniques have been also used to estimate migration,
for instance by using intercensal residual methods or including surveys and census questions
about relatives or household members living abroad (Hill and Dorrington, 2013).

Censuses often identify the non-native population as well, which combined with the
country of origin, allows an estimation of the stock of immigrants and emigrants. Questions
about the place of residence five years before the census date are also collected in some
countries and give a better idea of recent immigration flow.

1.3 Balancing equation with adjustment factors
The balancing equation applied to a cohort (Equation (1.2)) can be adapted to include
adjustment factors for the census data and registered birth and death counts to take into
account the above-mentioned errors. Thus, it is possible to define a relationship between the
observed data with the true, but unobserved parameters of interest. The true population
at time t, Kc(t), is expressed in terms of the observed population, e.g. in a census, Kobs

c (t)
and a factor κc(t) that accounts for census coverage. Similarly, the true number of deaths
Dc(t, t+ n) in the intercensal period is given by the registered deaths Dobs

c (t, t+ n) divided
by the completeness of registered deaths, δc(t, t+ n):

Kobs
c (t+ n)

κc(t+ n)
=
Kobs
c (t)

κc(t)
− Dobs

c (t, t+ n)

δc(t, t+ n)
+ Ic(t, t+ n)−Oc(t, t+ n) (1.5)

The number of births B(t, t+n) between t and t+n, equivalent to K0(t), is also expressed
in terms of registered births Bobs

c (t, t+ n) and completeness of births βc(t, t+ n).
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Basic demographic identities, such as Equation 3.4, normally leads to a parameter redun-
dant model, since it is not possible to estimate all the parameters. The resulting model is
thus not identifiable and there is a family of solutions that would give consistent estimates.

Most of the methods that deal with demographic estimation are deterministic simulations.
Census and vital registration data, even when adjusted, rarely result in sensible demographic
estimates and the parameters in these models are normally inconsistent. Thus, it is necessary
to design a framework to estimate and reconcile the existing data that violate the equalities
stipulated by the population dynamics model. Developing these methods that incorporate
measures of uncertainty is particularly relevant in the context of widespread need and use
of probabilistic projections (see, for instance, Raftery et al., (2012)).

The methods proposed in this dissertation, in addition to reconciling past population es-
timates, are concerned with estimating population counts, fertility, mortality and migration
based on a set of raw observed data. This study proposes a more formal way to incorporate
demographic methods to produce adjustment factors for completeness of registered births
and deaths and census coverage. For this purpose, this dissertation makes use of the known
regularities in demographic rates as part of the estimation process. Finally, old and new
methods are combined, exploring the use of demographic techniques that have been devel-
oped for many decades and statistical methods that have more recently been enhanced by
the more intensive use of computing power.

1.4 Organization of the dissertation
This dissertation is divided in five chapters, including this introduction (Chapter 1). Chap-
ter 2 reviews the relevant literature on the demographic techniques and methods that aim
to produce consistent demographic estimates. Chapter 3 presents the general framework
and the specific methods used to produce past demographic estimates. Chapter 4 presents
estimates of population, fertility, mortality and migration for Brazil and its 27 states for the
period 1980-2010, based on several methods and data sources. Chapter 5 applies the data
estimated in Chapter 4 to the methods presented in Chapter 3 to produce demographic es-
timates, including population counts, fertility, mortality and migration, for Brazil and three
selected states.
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Chapter 2

Literature Review

2.1 Introduction
This section discusses briefly previous works that have tried to developed methods of demo-
graphic estimates dealing with inconsistencies in the data that are relevant to this disserta-
tion.

2.2 Review of literature

Death Distribution Methods (DDM)

DDM are demographic techniques developed to estimate adult mortality through the esti-
mation of completeness of registered deaths relative to census undercount. These methods
were built on the demographic knowledge about the relationships between the distribution of
deaths, the age structure and the rates of change in the populations. This set of methods can
be divided into two major approaches: i) the Growth Balance methods and ii) the Synthetic
Extinct Generations (SEG) methods (Hill, You, and Choi, 2009).

These indirect demographic techniques assume that the population is closed, the com-
pleteness of censuses and death registrations are constant by age and there is no age mis-
reporting. In practice, these methods are more sensitive to some assumptions than to the
others (Hill, You, and Choi, 2009).

These methods have been widely used, but they rely on strong assumptions about the
pattern of census undercount and deaths under-registration, in addition to assuming closed
population, which are unlikely to hold in practice. Chapter 4 will explore these methods and
their limitations more carefully.
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Inverse Projection and Back Projection

Inverse Projection and Back Projection are methods that, in general terms, intend to re-
construct past populations, using birth, death and population counts as inputs in order to
estimate demographic rates (Lee, 1974, 1985, 2004; Wachter, 1986).

Reconstructing past populations has been done for different purposes. In a series of six
“studies on the use of demographic census for reconstructing the movement of the Brazilian
population”, published in 1941 and 1942, Mortara, (1941) reconstructed the Brazilian popu-
lation dynamics for the previous century based on census data and other assumptions about
demographic components. Lee, (1974, 1985) reconstructed English demographic history from
the 16th to the 19th centuries based on these techniques.

These approaches provide important insights to this dissertation, since they make use of
limited information to reconstruct the entire history of populations.

The Demeny-Shorter method and its variations

Demeny and Shorter, (1968) were one the first authors to propose a comprehensive method
to adjust the age distribution of two successive censuses. The method they propose assumes
closed population and known intercensal mortality estimate, and then adjusts the age dis-
tribution based on an iterative process that adopts the same age-adjustment coefficient for
two consecutive censuses (κc(t+ n) = κc(t)):

Kobs
c (t+ n)

κc(t+ n)
=
Kobs
c (t)

κc(t)
−Dobs

c (t, t+ n) (2.1)

Das Gupta, (1975) extends the idea underlying the Demeny-Shorter method to propose
a method for estimating age-reporting errors from two consecutive census. This method
relaxes the assumption that the age distortion is equal between the two censuses and adds
assumptions about the pattern of age misreporting.

Ntozi, (1978) also builds on the Demeny-Shorter method, extending it for three censuses
and leaving out the assumption that the size of age errors are constant at successive censuses.
It is replaced by an assumption of regularity of change in error, that is, that a geometric mean
relationship holds between error components of the same age group in the three censuses.

Lee, (1982) and Lee and Lam, (1983) apply the Demeny-Shorter with some refinements
to adjust English Censuses. The authors maintain the main assumptions present in the
original method though. One of the refinements is that the authors propose simultaneously
estimating intercensal mortality and the census age adjustment coefficients, rather than
estimating mortality separately.

Preston, Elo, et al., (1998) use a similar strategy to estimate the African American
population by age group at census dates from 1930 to 1990 for cohorts for which the extinct-
generation method and the regular demographic analysis based on birth and death counts
cannot be performed. The method requires the information on death registration and migra-
tion to estimate the “true” cohort sizes through a model containing an age effect and a period
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effect. The preferred model does not allow for interactions, assuming that the age-specific
error is constant over time and the period-specific error is constant over age.

The main limitation of these techniques it that, in addition to the specific assumptions of
each method, all of them depend heavily on the accuracy of the mortality schedule assumed
or on the quality of the intercensal registered deaths.

Demographic Reconciliation

A procedure called “demographic reconciliation” has been used for many decades to construct
population projections in the Latin American and Caribbean (LAC) Demographic Centre,
which is the base for the United Nations population estimates for LAC countries (CELADE,
1968; Chackiel, 2009). This is also the method used by several National Statistical Office
(NSO) in Latin America, for instance, in Brazil (IBGE, 2013b), Mexico (CONAPO, 2012)
and Argentina (INDEC, 2013).The United Nations use a similar technique to reconstruct
populations between 1950 and 2010, integrating all demographic components and obtaining
the base population for their projections (Gerland, 2014).

This approach aims to obtain adjusted structures by age and sex from the enumerated
population in the censuses using the knowledge about the parameters that represent the
country’s demographic dynamics. These are time-intensive techniques that use a trial and
error method to reach a satisfactory solution, and depend on many subjective decisions
carried out by the specialists preparing the population estimates. Alkema, Raftery, Gerland,
et al., (2012) have also expressed concerns about the difficulty to reproduce estimates using
these approaches.

Luther and Retherford, (1988) propose a method for simultaneously correcting two or
more censuses and intercensal births and deaths. The method requires a set of initial cor-
rection factors for births and age-specific correction factors for death and census counts.
Given these preliminary correction factors, not necessarily consistent, the method seeks for
an optimal set of final consistent correction factors yielding a comprehensive set of estimates
that deviate as little as possible from the preliminary ones and at the same time ensure in-
ternal consistency. New alternatives have been proposed to deal with the limitations of the
methods currently available. Wheldon et al., (2013, 2016), for instance, propose a method
that reconstructs historical demographic parameters using a Bayesian hierarchical approach,
estimating age-specific population counts and fertility, migration and mortality rates. In
addition to simultaneously estimating demographic parameters, considering the uncertainty
associated with historical demographic data, this method innovates by incorporating mea-
surement errors.

The methods described in the previous paragraph seem to work well to reconcile existing
estimates. However, they are highly dependent on the preliminary correction factors or bias-
reduced initial estimates. These factor are assumed to be known and their initial estimates
are not part of the model. The adjustment factors for the deaths would come, for instance,
from the application of the death distributions methods. In fact, these methods only resolve
the inconsistencies that remain in the already adjusted initial set of estimates.
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2.3 Summary
There has been a considerable effort to develop methods that produce consistent demo-
graphic estimates. They have produced useful insights about the relationships between the
demographic parameters and the regularities in the demographic rates and data quality lim-
itations. However, it remains unclear how to combine these different techniques and the
accumulated demographic knowledge to produce population estimates using imperfect data.
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Chapter 3

Methods

3.1 Introduction
As discussed in the previous chapters, although mechanistically simple and straightforward,
demographic equations rarely produce consistent estimates due to the lack or inaccuracy of
data. Most of the techniques that deal with these inconsistencies in demographic estimation
are deterministic simulation methods. Gerland, (2014) and UN, (2014), for example, manage
this by using a trial and error method, in which an initial set of estimates is provided,
the results are validated, checked for consistency and then adjusted and re-estimated until
satisfactory results are achieved. These are time-intensive tasks and depend on several
decisions about data sources and population groups to be privileged. Furthermore, the
application of these techniques rarely produces uncertainty measures.

Improving methods for population estimates are important for better understanding past
population trends, including their underlying uncertainty, but are also essential for popula-
tion projections. Better demographic estimates are crucial to the improvement of population
projections accuracy, not only because they provide better base estimates, but also because
they improve the understanding of demographic parameters (Bulatao and Bongaarts, 2000).

In addition to produce more accurate population estimates, their underlying errors should
be assessed and quantified so they could be expressly incorporated in the uncertainty of pop-
ulation projections. To date, population projections are often calculated conditioned on the
presumably known point estimates for the past. However, it is often the case that past pop-
ulation estimates contain considerable amount of uncertainty. A more formal way to make
inference about the parameters of interest in the presence of uncertainty are probabilistic
approaches, which are consistent with the well stablished literature on probabilistic methods
for population projections (Bulatao and Bongaarts, 2000; Lee, 1998; Lee and Carter, 1992;
Raftery et al., 2012).

Probabilistic approaches have been used to estimate fertility and mortality for contexts
with incomplete vital registration systems. Alkema, Raftery, Gerland, et al., (2012) and
Liu and Raftery, (2017) developed methods to incorporate the uncertainty of past TFR by



12

using a method for estimating the bias and variance of different sources of data with varying
data quality, mostly censuses and surveys. These approaches take into account sampling and
non-sampling errors, which are evaluated through comparison with official estimates.

The idea of incorporating multiple sources to produce point estimates and measures of
uncertainty has been also applied to child (Alexander and Alkema, 2018; Alkema, New, et
al., 2014; Rajaratnam et al., 2010) and maternal mortality (Alkema, Chou, et al., 2016).

As pointed out by Hill, (2017), these are promising approaches, but have not been widely
applied to adult mortality. Recent studies have used Bayesian hierarchical methods to pro-
duce mortality estimates for small areas, taking into account the high stochastic variation in
death counts at these levels (Alexander, Zagheni, and Barbieri, 2017). In addition to account
for sample variation, some contexts also require the incorporation of uncertainty measures to
account for incomplete or underreported count data. A few studies have proposed Bayesian
approaches to deal with this type of problem, in which the true counts are often assumed to
be Poisson distributed, with another distribution representing the probability of the event be-
ing reported (Anderson, T. Bratcher, and Kutran, 1994; Dvorzak and Wagner, 2016; Moreno
and Girón, 1998; G. L. Oliveira, Loschi, and Assunção, 2017; Schmertmann and Gonzaga,
2018).

Migration is probably the most difficult piece to measure in the balancing equation due
to the lack of administrative data, leading to high levels of uncertainty. In addition to
random variation, migration estimates may also be subject to measurement and sampling
error. A few studies have tried to incorporate uncertainty in these estimates. Kintner and
Swanson, (1993) estimate net migration by residual, comparing two consecutive censuses, and
incorporate measures of uncertainty due to random variation in mortality rates and to census
measurement errors. Passel, (2007) also use the “residual method” to estimate the number of
unauthorized migrants in the United States, which involves comparing an analytic estimate
of the legal foreign-born population with a survey-based measure of the total foreign-born
population. Because the residual estimate is based in part on sample data from the CPS
and in part on a demographic estimate, the resulting figure is subject to both sampling
and estimation error. A. J. Garcia et al., (2015) estimate migration flows in sub-Saharan
Africa through census questions that asks where individuals lived previously, and model these
outcomes according to socioeconomic variables known to have relationships to migration.
To estimate international migration in European countries, Raymer et al., (2013) use a
Bayesian model that incorporates limitations of multiple and sparse data sources collected
through different systems and designs. The study also incorporates covariate information
and expert opinion about the effects of undercount, measurement, and accuracy of data
collection systems.

Despite advancements in techniques for fertility, mortality and migration estimation in-
dependently, there remains a need for stochastic integrated population models, particularly
in contexts of faulty data. Robinson et al., (1993) propose a framework to estimate the cov-
erage of the United States census by age, sex and race based on Demographic Analysis by
attributing random variation to adjustment factors of the demographic components (births,
deaths and migration).
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More recent studies have tackled this problem by using Bayesian approaches that are
closely related to what is proposed in this dissertation. Bryant and Graham, (2013, 2015)
derive population estimates from multiple administrative data sources, with application for
subnational levels in New Zealand. The authors use several data sources that are proxies of
the demographic stocks and flows and model these by incorporating measures of uncertainty
that captures how well the data represents the true demographic processes. This is an
interesting approach to be used in contexts of high quality administrative data, but it is more
difficult to apply in to regions that lack this type of data. Wheldon et al., (2013, 2016) also
propose Bayesian hierarchical models to incorporate measurement error in fertility, mortality,
migration and population counts and reestimate past populations using expert opinion errors
affecting each component. This approach often requires bias-adjusted estimates which should
be performed by the analyst prior to the application of the method. By combining this
information with prior standard deviations of the initial estimates, the method resolves the
inconsistencies that remain in the already adjusted initial set of estimates.

The methods proposed in this dissertation, in addition to reconciling past population
estimates, is concerned with estimating population counts, fertility, mortality and migration
based on a set of raw observed data. By modeling the observed counts, often as a Pois-
son distribution, the proposed method also take into account stochastic variation that are
particularly relevant for small population groups. Finally, the Bayesian Melding approach
is used, allowing for specification of prior distributions for both inputs and outputs of the
model.

Modeling population and the components of demographic change simultaneously as an
integrated population model has several benefits, and this approach has been increasingly
adopted by population ecologists (Kéry and Schaub, 2012; Pizarro and Villa, 2005). Since
population and demographic rates are directly connected through demographic identities,
the information about one or more processes improves the estimation of the others, by either
increasing the precision or avoiding spurious accuracy. If the population of children, for
example, is consistent with births and infant mortality estimates for that same cohort, the
combination of the three estimates should provide more accurate measures. Conversely, if
there is certain inconsistency in multiple sources of data, for example if the difference in
the population of a certain cohort between two years is not completely explained by the
mortality and migration in this period, the incorporation of different data sources and their
uncertainty allows for more accurate estimates.

The appeal of using Bayesian analysis in these contexts lies in its potential to overcome the
challenges of combining information from different sources and dealing with high stochastic
variation, measurement errors and lack of identifiability in the models.

One method that deals with these challenges is the Bayesian melding approach (Poole
and Raftery, 2000), which is adopted in this study to pool several demographic information.
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3.2 Bayesian Melding
This section describes the method used to make inference about the demographic parameters
of interest, namely the adjustment factors for censuses, completeness of death and birth
counts and migration estimates, which in combination with the observed counts, would
result in consistent demographic estimates. This is done by making use of the demographic
balancing equation, indirect demographic techniques and the knowledge on the regularities
of demographic rates, estimated via Hamiltonian Monte Carlo (HMC) algorithm and the
Bayesian melding approach.

Bayesian melding is a probabilistic approach that allows for the specification of uncer-
tainty in both inputs and outputs of the model. It is based on a deterministic model M that
relates a vector of input variables θ to a vector of output variables φ: M : θ → φ. It was first
proposed to model population dynamics models in ecology (Poole and Raftery, 2000), but its
use has been expanded to model land use and transportation policy (Sevcikova, Raftery, and
Waddell, 2007), HIV prevalence (Alkema, Raftery, and Clark, 2007; Clark, J. R. Thomas,
and Bao, 2012) and mortality (Sharrow et al., 2013).

In this study, the deterministic model that links the inputs and outputs is given by the
demographic balancing equation, which states that the population from cohort c at time
t + n, Kc(t + n), equals the population at time t, Kc(t), minus the deaths plus the net
migration (immigrants − emigrants) that occur between years t and t+ n:

Kc(t+ n) = Kc(t)−Dc(t, t+ n) + Ic(t, t+ n)−Oc(t, t+ n) (3.1)

The youngest cohort at time t + n, K0(t + n) which was not born at time t, can be
expressed by the number of births B(t, t+ n) between t and t+ n instead of K0(t).

This equation could be also defined by the well developed and satisfactory methods used
to make population projections over discrete steps based on matrices and vectors. The key
formula is given by K(t + n) = AK(t), where A is the transition matrix containing the
information on the probabilities of surviving and giving birth, called Leslie matrix (Leslie,
1945; Wachter, 2014). This is the basis of the cohort-component method for population
projections, and could also include migration.

K0(t+ n)
K1(t+ n)
K2(t+ n)

...
Kω(t+ n)


︸ ︷︷ ︸

K(t+n)

=


F1 F2 F3 . . . Fω
S1 0 0 . . . 0
0 S2 0 . . . 0
...

...
... . . . ...

0 0 0 Sω 0


︸ ︷︷ ︸

A


K1(t)
K2(t)
K3(t)

...
Kω(t)


︸ ︷︷ ︸

K(t)

(3.2)

where Sc is the ratio of the population at time t + n, Kc(t + n), to the population at time
t, Kc(t), from the same cohort c. It can be also interpreted as the combination of survival
and migration rates. The terms on the first row of the Leslie Matrix A represent the fertility



15

and infant mortality rates, which, when multiplied by the number of women at reproductive
ages, generate the population under age 5. Mathematically, this term is defined as:

Fc = Bf
c · S0 (3.3)

where Bf
c is the number of girls born from women of cohort c between years t and t+ n and

S0 is the survival and migration rates of these girls during the same period.
Complete demographic information for cohorts are not always available. Mortality, fer-

tility and migration for the period [t; t + n] are often calculated by age groups instead of
birth cohorts, with the denominator being the the person-years lived between years t and
t + n. This requires a few special adaptations to the functions in the Leslie matrix, which
will be detailed in Chapter 4.

The deterministic demographic equations 3.1 and 3.2 are straightforward in the absence
of measurement errors. In fact, they are overdetermined and, if one piece of information is
missing, it can be estimated from the known values of the others.

However, true population counts and demographic events are rarely known and need
to be estimated based on observed data. Even though the equations of the true demo-
graphic parameters, by definition, match perfectly, observed data are often inconsistent due
to measurement errors. Therefore, demographic parameters need to be estimated in order
to reconcile the inconsistent data.

It is possible to define a relationship between the observed data with the true, but
unobserved parameters of interest. The true population at time t, Kc(t), is expressed in
terms of the observed population, e.g. in a census, Kobs

c (t) and a factor κc(t) that accounts
for census coverage. Similarly, the true number of deaths Dc(t, t+n) in the intercensal period
is given by the registered deaths Dobs

c (t, t + n) divided by the completeness of registered
deaths, δc(t, t+ n):

Kobs
c (t+ n)

κc(t+ n)
=
Kobs
c (t)

κc(t)
− Dobs

c (t, t+ n)

δc(t, t+ n)
+ Ic(t, t+ n)−Oc(t, t+ n) (3.4)

The number of births B(t, t+n) between t and t+n, equivalent to K0(t), is also expressed
in terms of registered births Bobs

c (t, t+ n) and completeness of births βc(t, t+ n).
Basic demographic identities, such as Equation 3.4, normally lead to non-identifiable

models, since there is a family of solutions that would produce consistent estimates. There-
fore, statistical methods are required to address this estimation problem.

In this dissertation, inference about the parameters of interest is done in two steps. First,
the individual pieces that make up the balancing equation 3.4, namely population, mortality,
fertility and migration are estimated. Secondly, the left and right-hand sides of the equation
need to be reconciled, since they are likely to have inconsistent probability distributions. In
other words, the probability distribution of the population at time t+n, Kc(t+n), estimated
based solely on the t+n census and its census coverage is harmonized with the the probability
distribution induced by the population at time t, Kc(t), and the demographic events during
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the period [t; t + n]. Poole and Raftery, (2000) named this procedure of combining the
distributions of the output with the distribution induced by the inputs “Bayesian Melding”.

The debate about combining information from the inputs and outputs is equivalent to
the extensively discussed issue of aggregating expert opinions. The two main methods used
for this purposes are the linear pooling and the logarithmic pooling. Linear pooling is
simply a weighted average of the probability densities and logarithmic pooling is equivalent
to a normalized weighted geometric mean, which in turn is identical to applying the single
average to the logarithms of the densities (Genest and Zidek, 1986; Givens and Roback,
1999; Poole and Raftery, 2000).

Logarithmic pooling has been preferred to linear pooling given some of its properties.
First, logarithmic pooling is typically unimodal and less dispersed than linear pooling and
thus is more likely to indicate consensual values or the overlap of different probability dis-
tributions and not only a simple representation of the diversity in the distributions. Second,
and most importantly in a Bayesian framework, is that fact that this operation is insensitive
to the order in which the prior is pooled and updated, which is called “external Bayesian-
ity” (Genest, McConway, and Schervish, 1986; Genest and Zidek, 1986; Givens and Roback,
1999; Poole and Raftery, 2000).

In the model described previously, the two distributions are combined by a pooling weight
α which should reflect the reliability of each information. As in the linear pooling, there is no
clear normative basis for choosing the pooling weights (Genest and Zidek, 1986), although
there have been some attempts to propose more formal ways to estimate these parameters
(de Carvalho et al., 2015). In this dissertation, pooling is performed by giving equal weights
to the different priors α = 0.5, since there is not reason to prioritize one over another.

The next sections describe the setup of the models used to define the likelihood and prior
distributions of each component of the demographic balancing equation.

3.3 Modeling population counts
There are several ways to model populationKc

1. One option is to use a normal or log-normal
distribution, under the assumption that errors are randomly centered around zero.

However, observation errors in population estimates are often systematic, i.e., they have
nonzero mean, and the model should be able to correct for this bias. If the observed pop-
ulation derives from a census, it is usually smaller than the true population, meaning that
census undercount exceeds overcount. The census counts Kobs

c could then be assumed to
follow a binomial distribution:

Kobs
c ∼ Binomial(Kc, κc) (3.5)

1For simplicity, the term t is omitted in this section, since the procedure to model population at different
years is the same
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where Kc is the true but unobserved population and κc is the census coverage for cohort c 2.
Even though the most common use of the binomial distribution is to estimate the prob-

ability of success κc given the number of successes Kobs
c in a series of experiments Kc, statis-

ticians have also tried to make inference about the true but unobserved parameter number
of trials (Kc). This has been done both from a frequentist (Carroll and Lombard, 1985;
Olkin, Petkau, and Zidek, 1981) and a Bayesian (Blumenthal and Dahiya, 1981; Draper and
Guttman, 1971; Raftery, 1988; Smith, 1991) approach.

This issue is often called the “binomial n problem” and has been also addressed in the
context of estimating total population through capture and recapture models in wildlife (Otis
et al., 1978) and human populations (Wolter, 1986).

In human populations, Kobs
c normally comes from censuses and κc and Kc are parameters

to be estimated. The Post-Enumeration Survey (PES) is the natural data source to model
κc in equation 3.5, if the survey was carried out in the own country under analysis and the
results are available. Information about Kc is much harder to obtain.

The binomial model is limited because it contains only one free parameter and the vari-
ance is determined by the mean. When estimating census counts, for example, both moments
are calculated from the coverage estimation of the PES.

More importantly, the model in equation 3.5 only accounts for random sampling errors.
Sampling errors in the PES are relatively easy to control and quantify and depend mostly
on the sample size. This tends not to be a problem for large population groups, as those
used in this study. With increases in the sample sizes of the PES, sampling errors have been
dominated by uncertainties due to systematic non-sampling errors. Non-sampling errors
are harder to identify and measure and arise from many sources, such as correlation bias,
processing and matching errors, among others (Wachter and Freedman, 2000) 3. Freedman
and Wachter, (2003) suggest that large PES sample sizes not only increase the relative
importance of non-sampling errors, but also make them more problematic, since bigger
samples are harder to manage so that systematic errors are made more difficult to control
and measure.

To take these issues into account, an over-dispersed version of the binomial distribution
is required. In a Bayesian framework, the most used one is the beta-binomial distribution,
where the probabilities of success, in this case κc, follow a beta distribution. The beta
distribution is defined in the interval [0, 1] and parametrized by two shape parameters, aKc
and bKc :

κc ∼ Beta(aKc , b
K
c ) (3.6)

This mixture gives an algorithm for simulating from the beta-binomial: draw from the
prior distribution κc ∼ Beta(aKc , b

K
c ) and then draw Kobs

c ∼ Binomial(Kc, κc) (Gelman et
2If there is evidence that κc can assume values greater than one, i.e., there is census overcount, Kobs

c has
to be modeled with a different distribution. An alternative is to adopt the same procedure used to model
death counts, which is described in section 3.4

3see discussion about PES errors in Chapter 4
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al., 2013).
Section A.2 in the Appendix A provides more details about the beta distribution, its

properties, estimation methods and conjugacy with the binomial and Poisson distributions.
A conceptual difficulty with Bayesian analysis in the “binomial n problem” is to find

sufficiently flexible and tractable family of prior distributions for the discrete parameter “n”,
in this case Kc (DasGupta and Rubin, 2005; Raftery, 1988). This has also some practical
problems, since some statistical programs and modeling languages do not perform inference
for discrete unknown parameters and these discrete parameter models need to be re-expressed
as mixture models with continuous parameters (Team, 2017).

A natural alternative to overcome these difficulties is to model population counts with a
Poisson distribution, which captures a feature often observed in count data, that is the obser-
vation error increases with the population size. More precisely, in the Poisson distribution,
the variance is equal to the mean.

Thus, this dissertation assumes that the true population counts Kc follow a Poisson
distribution with rate λc:

Kc ∼ Poisson(λc) (3.7)

As previously mentioned, prior information on λc is much harder to obtain, and a non-
informative prior on this quantity is often required. Section A.1 in the Appendix A discusses
non-informative priors for the Poisson distribution. This dissertation uses a uniform prior
on the positive real line:

λc ∼ Uniform(0,∞) (3.8)
λc ∝ 1 (3.9)

This is an improper prior, but leads to a proper prior for Kobs
c , as shown in Section A.2

of Appendix A.
Section A.2 also shows that the distributions described above (3.5, 3.6, 3.7, 3.8) lead the

following hierarchical structure:

Kobs
c ∼ Poisson(λc · κc) (3.10)

λc ∝ 1 (3.11)
κc ∼ Beta(aKc , b

K
c ) (3.12)

The posterior distribution of equation 3.10 results from the combination of the likeli-
hood for Kobs

c and the priors for κc and λc. The resulting posterior distribution for Kc

provides information about the plausibility of different values for the total population given
the observed data and the prior knowledge about these parameters.

Table 3.1 summarizes the hierarchical structure to model population data, showing the
distribution for each variable, a brief description, the data source / estimation strategy, the
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type of information (data, parameter or hyperparameter) and the sections they are discussed
in different chapters of this dissertation.

Variable Distribution Description
Data source
Estimation
strategy

Type Section

Kobs
c ∼ Poisson(Kc · κc)

observed
population counts census data 3.3

4.2, 5

Kc ∼ Poisson(λc)
true but unobserved
population counts - parameter 3.3

λc ∝ 1 rate parameter ignorance prior
(uniform prior)

hyper-
parameter

3.3
A.1

κc ∼ Beta(aKc , b
K
c ) census coverage method of

moments parameter 3.3, A.2
4.2, 5

aKc , b
K
c − shape parameters PES/

expert opinion
hyper-

parameters
3.3, A.2
4.2, 5

Table 3.1: Population Model Summary

To illustrate this model, take the population of children observed in the 2010 Census
in Brazil (Kobs

0−4 = 13796 thousands) and assume that census coverage for this age group is
beta-distributed as follows: κ0−4 ∼ Beta(15.3, 1.7) 4.

Figure 3.1 shows the posterior distributions of K0−4 and κ0−4 for 50000 HMC draws and
Table 3.2 shows the 10th, 50th and 90th percentiles and the mean estimates of the posterior
distributions for both parameters. The prediction interval shows that 80% of the posterior
distribution of K0−4 lies between 14134 and 17225. This is a relatively wide interval that
is largely driven by the choice of the prior for κ0−4. In the full model, this information will
be combined with other probability distributions, e.g. fertility and infant mortality, and
the this distribution might change depending on how consistent this estimate is with other
information.

The prediction interval shows that 80% of the posterior distribution of K0−4 lies between
14134 and 17225. This is a relatively wide interval that is largely driven by the choice of the
prior for κ0−4. In the full model, this information will be combined with other probability
distributions, e.g. fertility and infant mortality, and the this distribution might change
depending on how consistent this estimate is with other information.

4see Section A.2 for details about estimation of these hyperparameters
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Figure 3.1: Illustration of the posterior predictive distribution of the population aged 0-4 (in
thousands) and census coverage for the same age group. Brazil, 2010
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Parameter Percentile Mean
10th 50th 90th

K0−4 14134 15074 17225 15446
κ0−4 0.8011 0.9154 0.9755 0.8996

Table 3.2: Summary statistics of the posterior predictive distribution of the population aged
0-4 (in thousands) and census coverage for the same age group. Brazil, 2010

3.4 Modeling death counts and mortality

Modeling death counts

Demographic events such as births and deaths, even when derived from complete vital statis-
tics systems, are subject to random variation and may be assumed to follow a Poisson dis-
tribution. Brillinger, (1986) presents a reasoning for a Poisson distribution for the number
of deaths, based on the assumptions of a Poisson birth process and independent lifetimes.
Thus, the deaths Dc in a population Kc from cohort c are distributed as follows:

Dc ∼ Poisson(Kc · hc) (3.13)

where hc is the mortality rate for cohort c.
When death counts are underreported, which is the case for many regions of the world

(Mikkelsen et al., 2015), the number of registered deaths, Dobs
c , may be modeled using a

binomial distribution, following the same strategy used to model population counts:

Dobs
c ∼ Binomial(Dc, δc) (3.14)

where δc is the probability of a death being reported.
Equations (3.13) and (3.14) can be combined into a single Poisson distribution for the

registered deaths, similar to what was done for modeling population counts (Section 3.3)
and is shown in Section A.2 of Appendix A:

Dobs
c ∼ Poisson(Kc · hc · δc) (3.15)

Most studies that deal with similar issues of making inferences about the parameters in
equation 3.15 have adopted a Bayesian approach due to identification problems that arise in
a likelihood based analysis, since there is a range of values of Kc, hc and δc that maximizes
the likelihood. In other words, the likelihood that derives from 3.15 only allows inference
about the product (Kc · hc · δc), and gives no possibility to estimate the parameters Kc, hc
and δc individually, which are ultimately the measures of interest. Identification requires
additional information, for example prior information about δc or hc (Dvorzak and Wagner,
2016; Moreno and Girón, 1998).

It is often the case that the population at risk, Kc is taken as known even in a Bayesian
context, where several types of uncertainties are incorporated into the estimates (Alexander,
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Zagheni, and Barbieri, 2017; Schmertmann and Gonzaga, 2018). Census data are normally
used as a proxy of the true population, which is a very strong assumption, as discussed in
the previous sections.

The model proposed here relaxes this assumption by modeling mortality jointly with
population counts, according to the procedure described in Section 3.3. There are at least
two alternatives to integrate this information with equation 3.15.

The first one is to incorporate equation 3.15 explicitly into the hierarchical structure from
Section 3.3 and express the number of observed deaths in terms of the true, but unknown,
population counts Kc.

Alternatively, the observed death counts may be modeled in terms of the observed pop-
ulation counts (Kobs

c ). Let δ∗c be the completeness of registered deaths relative to the census
coverage:

δ∗c =
δc
κc

(3.16)

δc = δ∗c · κc (3.17)

Since Kc = Kobs
c

κc
, it follows from equation 3.15 that:

Dobs
c ∼ Poisson

(
Kobs
c

κc
· hc · δ∗c · κc

)
(3.18)

Dobs
c ∼ Poisson(Kobs

c · hc · δ∗c ) (3.19)

The latter approach is preferable because the completeness of registered deaths relative
to the census coverage, δ∗c , is a more precise interpretation of results from demographic
techniques developed to estimate underregistration of deaths, namely Death Distribution
Methods (DDM). Furthermore, this approach allows for independence between the mortality
rates and completeness of registered deaths with the census coverage. Notice that δ∗c is
estimated from DDM, which make no use of the Post-Enumeration surveys, the main data
source for estimating κc. Had equation 3.15 been used, δc would have been estimated by
using κc. This would have led to a duplicated use of κc in the model.

Prior distributions for δ∗c , which are assumed to be constant by age, come from the
application of DDM. The hyperparameters of the distribution can be based on the application
of DDM for different age groups and using different methods or on expert opinion. This is
the approach adopted by Schmertmann and Gonzaga, (2018). Alternatively, it is possible
to obtain prior distributions from previous studies. Murray et al., (2010), for example, find
that the application of these methods can result in errors around ±20%.

The following equations show the hierarchical structure for the mortality model.
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Dobs
c ∼ Poisson(Kobs

c · hc · δ∗c ) (3.20)
δ∗c ∼ Gamma(aDc , b

D
c ) (3.21)

Notice that δ∗c is modeled by a gamma distribution, since it can assume values greater
than one, which will occur when completeness of registered deaths is higher than census
coverage. In the full model, the actual completeness of deaths δc is still restricted to the
interval [0; 1]. The strategy used to estimate hc will be detailed in the next section.

Mortality rate for the female population in Brazil aged 30-34 (h30−34) is calculated to
illustrate the estimation process in this section. The data required is the census population of
this group (Kobs

30−34 = 8026855) and the number of registered deaths in 2010 (Dobs
30−34 = 7837).

Prior distribution for census coverage is again assumed to be beta-distributed as follows:
κ30−34 ∼ Beta(15.3, 1.7) and completeness of registered deaths is assumed to follows a gamma
distribution δ∗30−34 ∼ Gamma(162, 180).

Figure 3.2 shows, in the diagonal, the histograms of the posterior distributions for five
parameters in the model: K30−34, D30−34, κ30−34, δ30−34, h30−34. Notice that δ30−34, by
definition, only assumes values lower than one, even though the prior of δ∗30−34 has significant
probability mass above one. The posterior distribution for h30−34 shows that under these
priors the mortality rate for female aged 30-34 is likely to be between 10%� and 12%�.

The lower panels show the scatterplots of half of the HMC chains and the upper panel
the other half. The comparison between both panels, in addition to the other diagnostic
parameters, indicate that the model converged satisfactory. The plots also show that there
is a high correlation between the parameters, except between hc and the pair (D30−34; δ30−34),
which reinforces the independence issue between these parameters discussed above.

This illustration shows the simplified version of the model for only one age group. The
full model includes an additional piece that models hc by incorporating the regularities in
mortality rates across ages. This procedure is discussed in the next section.

Modeling mortality schedules

Demographers have developed methods to estimate demographic parameters in a wide range
of contexts, from situations with extremely limited data, to contexts with sufficiently reliable
data.

The development of model life tables (Coale and Demeny, 1966; UN, 1955, 1982) and
relational models (Brass and Coale, 1968), for example, enabled mortality estimation for the
entire age distribution using information for just one or two age groups. Clark and Sharrow,
(2011) and Wilmoth et al., (2012) are more recent propositions along similar lines. These
approaches allow mortality estimation for all ages using only infant mortality information
calculated indirectly from censuses and surveys (Brass, 1971; Hill, 2013). Similarly, the same
procedure can be adopted if there exist an estimation of adult mortality from, for instance,
questions about siblings alive and death (Hill and Trussell, 1977; Timæus, 2013a). These
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Figure 3.2: Illustration of the posterior predictive distributions for the parameters in the
mortality model. Population aged 30-34. Brazil, 2010. The lower panels show the scatter-
plots of half of the HMC chains and the upper panel the other half.

approaches have been extensively used for mortality estimation in contexts where no reliable
vital registration systems exist.

With the development of Civil Registration and Vital Statistics (CRVS) systems, several
methods that use registered deaths, albeit incomplete, have been proposed. These techniques
are preferred because they use information of all ages from the region being analyzed and
make no assumptions about the age pattern of mortality (Bennett and Horiuchi, 1981; Brass,
1975; Hill, 1987; Preston and Hill, 1980). Dorrington, (2013) highlights, however, that “if
completeness appears to be less than 60 per cent then the uncertainty is large and this
should be taken into account when interpreting the results.” Given the nature of these
methods, low estimates of coverage means that the uncertainty is high, even if results from
different methods and age trims are similar. Furthermore, the results of low completeness
may also be biased, since one of the main assumptions of the method, that deaths are equally
underreported at each age, is likely to be violated. This occurs because completeness of
registered deaths is associated to low quality information reported, such as age.
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These two sets of mortality estimates are useful and may be used jointly, since each one
has its pros and cons. Model life tables have the advantage of being smooth across ages and
represent the entire mortality age structure with a limited number of parameters. Further-
more, they require no data from vital registration systems. Their main limitation is that
these models may miss special features of the mortality age schedule that are different from
the models. On the other hand, mortality estimates calculated from death distribution meth-
ods capture these specific characteristics, but are often more noisy and require reasonably
reliable vital registration systems.

The next section proposes a framework to combine the two sets of estimates: from model
life tables and from death distribution methods.

TOPALS relational model

The regularities in mortality rates have led to the development of functions that capture the
effect of age in mortality, called “mortality laws”. The best known early contribution of a
mathematical expression for the graduation of the age pattern of mortality is probably that
of Gompertz, (1825), who proposed a model in which mortality rates increase exponentially
with age, which seems to fit well mortality for older ages, starting around age 40. Some
authors have also proposed models for the entire age range, such as Siler, (1979, 1983)
and Heligman and Pollard, (1980). To avoid the rigidity of these models, non-parametric
smoothing approaches have been proposed (Camarda, 2012; de Beer, 2012).

One of these approaches is the TOPALS (tool for projecting age-specific rates using linear
splines) relational model. TOPALS relates the probabilities of dying of a given region to a
standard mortality schedule by using splines and was first proposed by de Beer, (2012) to
smooth and project probabilities of dying.

Splines are functions often used to smooth a set of irregular observations. They use
piecewise polynomials to interpolate between two points, called “knots”. This procedure
guarantees that the smooth function is continuous. The spline function will have as many
different polynomials as the number of intervals between knots. The simplest type of piece-
wise polynomials are linear splines, which interpolate linearly between the knots.

TOPALS uses linear spline to model the risk ratio function, rc, that relates a vector
of observed age-specific mortality rates, hc, of a given region with the standard mortality
schedule, hstdc , as follows:

hc = hstdc · rc (3.22)

The risk ratio rc is a piecewise linear function connected at ages chosen as “knots”. The
interpretation of rc is straightforward: it simply indicates how different the mortality rates
to be smoothed are from the standard schedule for each successive age group. When rc > 1,
the standard scheduled is adjusted upwards, whereas when rc < 1 the observed mortality
rates are lower than hstdc . Although modeled in its simplest form as a first-degree spline,
TOPALS is flexible enough to provide smooth mortality rates by age (de Beer, 2012).
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de Beer, (2012) assumes that rc is constant for ages below 20 and uses ten-year intervals
between knots for the other age groups. The parameters of the splines functions are then
estimated in a way that the values of the spline equal the observed rates at the knots. He
further uses these estimates to project mortality rates modeling the path of the risk ratios
towards a “best-practice” mortality in the future.

Gonzaga and Schmertmann, (2016) propose a variant of TOPALS that models the log-
arithms of the age-specific mortality rates, leading to an additive term that relates the
standard schedule to the mortality rates being modeled. The authors also use B-splines for
constructing the linear spline functions. B-splines is a way to express splines curves in terms
of certain basis functions, which is detailed below. The model they proposed are as follows:

log(hc) = log(hstdc ) + b′c ·Φ (3.23)

where hc is the set of age-specific mortality rates to be modeled, hstdc is the standard age
schedule and (b′c ·Φ) is the piecewise linear function that connects both schedules, with seven
knots at ages 0,1,10,20,40,70 and 100. The knots are the places where the segments join to
make the function piecewise continuous. In this case, the knots are sensible choices that
reflect changes in the underlying mechanisms of mortality. The offset function Φ is a vector
of seven parameters to be estimated and represent the differences between hc and hstdc at the
knots. The higher the value of Φ, the more different are the two mortality schedules. These
values are equivalent to the risk ratio rc at the knots in the de Beer, (2012) formulation. The
B-spline constant b′c is also a vector with seven fixed values of the basis spline that gives
the piecewise linear interpolation between two knots for each age c. The pair (b′c · Φ) at
age c is essentially a weighted average between two consecutive values of Φ, weighted by the
proximity to the knots.

Gonzaga and Schmertmann, (2016) estimate Φ iteratively in order to maximize its like-
lihood. The authors also include a penalty term on the second-order difference of adjacent
B-splines coefficients to avoid irregularities for very small populations, but they argue that
this term has almost no effect for moderate to large populations.

Schmertmann and Gonzaga, (2018) adapt this approach to a Bayesian framework and
use a weak prior on Φ (Φ ∼ Normal(0, 4)) to stabilize the estimates in small populations.
Likewise to the penalty term described above, the difference between two adjacent values of
Φ is also modeled. They also add prior information to take into account the probability of
a death being registered, which is similar to the approach used in this dissertation discussed
previously.

This formulation of the TOPALS model is used in this dissertation to combine and model
the two sets of age-specific mortality rates described above (3.4). The use of TOPALS has
two main goals in this context. First, it smooths mortality information across ages that might
be irregular due to sample variation and data quality problems, such as age misstatement.
Another strength of this approach is the possibility to combine two independent mortality
schedules: the unsmooth death rates and the standard schedule. In this dissertation, the the
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standard schedule is obtained from the application of relational model / model life tables
using partial data.

This dissertation adopts a similar approach to that used by Schmertmann and Gonzaga,
(2018), with a few modifications. First, instead of using a single standard age schedule,
several standards are used, one per region/year. Each schedule should reflect, in a certain
way, the mortality rates of the region/year being modeled, which is more informative than
using a general standard only for smoothing purposes. Second, a similar approach taken by
de Beer, (2012) to project mortality rates is adopted, but instead of modeling the path to
achieve a “best-practice” mortality in the future, what is model is the distance to the standard
mortality schedule. This is done by using indicators of the reliability of the calculated
mortality rates. Finally, since this dissertation only deals with large populations, there is no
need to include penalty terms, and the TOPALS offsets are only model by Φ ∼ Normal(0, 4).
These procedures will be detailed in the next sections.

Calculating mortality standard schedules

The underlying mortality rates hstdc used as the the standard schedules for a given region
is defined as a function of the estimated child mortality rate 5q0 using a model life table
hstdc = f(5q0).

Thus, the complete mortality age schedule can be calculated by using relational models
(Brass and Coale, 1968; Wilmoth et al., 2012) or model life tables (Clark and Sharrow,
2011; Coale and Demeny, 1966), given information about infant mortality. This study uses
Clark and Sharrow, (2011) model life tables, because it gives a broader range of estimates
based on the experience of all populations in the Human Mortality Database, which could
also be interpreted as credible intervals. The inputs to calculate the standard mortality
schedule are the child mortality rates (5q0) calculated using the Brass, (1971) method based
on information of children ever born and children still alive contained in censuses and surveys.
This procedure could be extended to include information about adult mortality that is
independent from the vital statistics, such as the results from the application of the sibling
survival method.

Combining mortality schedules via TOPALS

TOPALS offers a useful tool for pooling two independent mortality schedules as described
previously. Mortality rates hc are modeled by using the underlying mortality rates hstdc . The
method proposed in this dissertation adds a new term, ω, to equation 3.23, which accounts
for possible bias in the calculated mortality rates. The choice of this term is related to the
choice of the pooling weight in the Bayesian melding approach. This weights reflect the
reliability of the information, rather than precision.

log(hc) = log(hstdc ) + ω · b′c ·Φ (3.24)
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The intuition behind equation 3.24 is that less reliable mortality estimates would make
estimations from model life tables to have a higher weight. When ω is one, the model
relies solely on hc and mortality from model life tables is mostly used to smooth the age
schedule. In this case, equation 3.24 becomes the traditional TOPALS model as presented
in Schmertmann and Gonzaga, (2018). In the opposite extreme case, if ω equals zero,
mortality rates being modeled (hc) will be equal to the standard distribution.

The weighting term can be modeled as a parameter in the usual Bayesian framework by
a beta distribution: ω ∼ Beta(aω, bω). The parameters aω and bω are estimated as usual,
based on expert opinion about the reliability of hc.

Alternatively, following a similar approach used by G. L. Oliveira, Loschi, and Assunção,
(2017), ω can be a function of some adequacy indicators about registered deaths. Szwarcwald,
Leal, et al., (2002) propose the use of some indicators, such as age-standardized mortality
rates and annual deviation to the three-years average. Values of mortality rates lower than
4 indicate strong coverage problems. Equally, by assuming that there should not exist
strong variations in mortality from one year to another, annual variation greater than 10%
is considered critical. Another indicator the authors suggest is the proportion of ill-defined
deaths. Indicators of age heaping, such as the Myer’s index may be also used. The specifics
of this procedures to estimate ω for Brazilian data will be detailed in chapter 4.

Model summary

Table 3.3 and Figure 3.3 show a summary of the mortality method setup. The registered
death counts, Dobs

c , are modeled based on likelihood and prior information about the com-
pleteness of registered deaths (δ∗c ), in addition to model the age structure of mortality rates
hc.

Completeness Death counts Mortality rates

Φ ∼ Normal(0, 4)

δ∗c ∼ Gamma(aDc , b
D
c ) ω ∼ Beta(aω, bω)

hc = hstdc · exp(ω · b′c ·Φ)

Dobs
c ∼ Poisson(Kobs

c · δ∗c · hc)

Figure 3.3: Diagram of the the relationship between priors and mortality models
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Variable Distribution Description
Data source /
Estimation
strategy

Type Section

Dobs
c ∼ Pois(Kobs

c · hc · δ∗c )
observed

death counts CRVS data 3.4, A.3
4.4, 5

hc = hstdc · exp(ω · b′c ·Φ) mortality rates TOPALS
model parameter 3.4

Φ ∼ Normal(0, 4)
TOPALS
offset

weak
prior parameter 3.4

δ∗c ∼ Gamma(aDc , b
D
c )

relative completeness
of registered deaths

method of
moments parameter 3.4

A.3

aDc , b
D
c − shape and rate

parameters DDM hyper-
parameter

3.4
A.3

ωc ∼ Beta(aω, bω) weight method of
moments parameter 3.4, A.2

4.4, 5

aωc , b
ω
c − shape and rate

parameters
expert
opinion

hyper-
parameter

3.4, A.2
4.4, 5

Table 3.3: Mortality Model Summary

3.5 Modeling fertility and birth counts
The strategy adopted to model fertility and birth counts is very similar to that used to model
mortality. As death counts, the total number of births by age of the mother is assumed to
follow a Poisson distribution (Brillinger, 1986). Thus, the total number of births Bc women
from cohort c have (Kc) is Poisson distributed as follows:

Bc ∼ Poisson(Kc · fc) (3.25)

where fc is Age-Specific Fertility Rate (ASFR) for cohort c.
Underregistration of births has to be considered as well. Although less prone to under-

reporting than deaths, more than 30% of the births globally are still not registered, and the
improvements have been only modest (Mikkelsen et al., 2015). To take this into account,
the number of registered births, Bobs

c , is modeled by a binomial distribution, following the
same strategy used to model population:

Bobs
c ∼ Binomial(Bc, βc) (3.26)

where βc is the probability of a birth being reported.
The model for birth counts also includes uncertainty in the denominator of fertility rates,

the population Kc. Furthermore, similarly to what was discussed in section 3.4, registered
births may be modeled by using the actual completeness βc, with exposure Kc (equation
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5.1) or the completeness of registered births relative to the census coverage β∗c and exposure
Kobs
c (equation 3.28).

Bobs
c ∼ Poisson(Kc · fc · βc) (3.27)

Bobs
c ∼ Poisson(Kobs

c · fc · β∗c ) (3.28)

Whereas in mortality the latter approach seems to have more practical use, in fertility
both models may be useful, depending on the source of the estimate of completeness of
birth counts. There are a few methods that estimate birth completeness relative to census
coverage ((UN, 1983, chapter 2), (Moultrie and Zaba, 2013)), but it is also common to
have independent measures of birth completeness, for example from capture and recapture
methods.

As shown in equation 3.15 in section 3.4, mortality rates (hc) are often unknown, and
it is estimated by the number of observed deaths and their estimated completeness. When
modeling birth counts, fertility rates fc may be also modeled in the same way, but it is much
more common to have independent estimates of fc than hc, given the number of information
collected in surveys and censuses about fertility ((UN, 1983, chapter 2), (Moultrie, 2013c)).
Conversely, data about completeness of registered births are relatively rare compared to
those available for completeness of deaths, since the methods to estimate the latter are more
developed than those used to estimate the former.

A Bayesian approach is a natural choice to deal with this kind of problem, since identifi-
cation problems also arise from equations (5.1) and (3.28). The advantage of this Bayesian
setup is that it is flexible enough to allow fertility estimation based on independent informa-
tion of either fertility rates, completeness of registered births, or the combination of both.

This study uses the formulation in 5.1, which leads to the following hierarchical structure:

Bobs
c ∼ Poisson(Kc · fc · βc) (3.29)
fc ∼ Gamma(aBc , a

B
c ) (3.30)

βc ∼ Beta(aBc , b
B
c ) (3.31)

Notice that Kc is modeled as discussed in 3.3.
To illustrate this model, consider four independent estimates of the age-specific fertility

rates fc for Brazil in 2010 that lead to TFR of 1.76, 1.78, 1.87 and 1.93 (include Ref ). Two
other independent studies measured the completeness of the registered births in the same
year and found 95.9% and 97.3% (include Ref ). Based on this information, the methods
of moments and percentiles are used to approximate distributions that represent the prior
information about the TFR and βc (see sections A.2 and A.3 in the Appendix A). The
complete hierarchical structure for this example is as follows:
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Bobs
c ∼ Poisson(Kc · fc · βc) (3.32)

fc =
TFR · pc

5
(3.33)

TFR ∼ Gamma(534, 291) (3.34)
βc ∼ Beta(299, 10.4) (3.35)

where pc is the proportion of the TFR for each age group, which in this simplified example
is assumed to be constant for the four different estimates. The birth completeness βc is also
assumed to be constant across age groups. The population Kc is estimated by the model
described in section 3.3. In this example, κc is assumed to follow a beta distribution so that
κ ∼ Beta(144, 2.4) for all age groups, which has a median of 0.9858.

In a more realistic model, other information, such as infant mortality and undercount
of children in the census, would be included in order to take into account the complex
relationship that represents the entire dynamics of this population. This is done in this
paper when all sub-models are combined (Section 3.7).

Figure 3.4 shows, in the upper panel, the distributions of the TFR and the completeness
of registered births and, in the lower panel, the scatterplot of the 20000 HMC draws for
both parameters combined. The ellipse approximates the 80% prediction interval for the
posterior distributions and provides a range of plausible values for βc and TFR. The posterior
distribution of the TFR is highly concentrated below the prior mean(1.84), close to the
minimum value of the prior (1.76). This indicates that the distribution of the TFR was
shifted markedly to the left given the likelihood of population and births counts, in addition
to their respective coverage priors.

Model summary

Table 3.4 and Figure 3.5 show the summary of the fertility model. The registered birth
counts, Bobs

c , are modeled based on likelihood and prior information about coverage of cen-
sus (κc), completeness of registered births (βc) and fertility rates fc. If there is no prior
information about either fc or βc, non-informative prior can be chosen. Notice that this
setup can be easily adapted to the context where information about the relative coverage of
births β∗c is available, as shown in equation 3.28.

3.6 Modeling migration
Immigration and emigration (outmigration) are modeled independently, since data sources
that provide information about these two components tend to be different. Due to the lack or
incompleteness of administrative data, migration estimates often rely on information from
censuses and surveys, for example from questions about the place of residence five years
before the census date.
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Figure 3.4: Posterior predictive distribution of the TFR and completeness of registered
births, and ellipse that approximates the 80% posterior predictive intervals. Brazil, 2010
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Variable Distribution Description
Data source
Estimation
strategy

Type Section

Bobs
c ∼ Pois(Kc · βc · fc)

observed
birth counts CRVS data 3.5

4.3, A.3

βc ∼ Beta(aBc , b
B
c )

completeness of
registered births

method of
moments parameter 3.4

A.3

aBc , b
B
c − shape

parameters
capture-
recapture

hyper-
parameter

3.5
A.2

fc ∼ Gamma(afc , b
f
c ) fertility rates method of

moments parameter 3.5
4.3

afc , b
f
c − shape and rate

parameters
Indirect

techniques
hyper-

parameter
3.5
A.2

CRVS: Civil registration and vital statistics

Table 3.4: Fertility model summary

Population Birth counts Fertility rates

κc ∼ Beta(aKc , b
K
c ) βc ∼ Beta(aBc , b

B
c ) fc ∼ Gamma(afc , a

f
c )

λc ∝ 1

Kc ∼ Poisson(λc)

Kobs
c ∼ Binomial(Kc, κc)

Bobs
c ∼ Poisson(Kc · βc · fc)

Figure 3.5: Diagram of the the relationship between priors and fertility models

A slightly different strategy is adopted to model migration, since information about the
number of immigrants (Ic) and emigrants (Ec) are more difficult to obtain than births and
deaths. Thus, immigration ic and emigration rates ec are modeled instead of counts. These
rates are modeled by the following gamma distributions with parameters aic and bic:

ic ∼ Gamma(aic, b
i
c) (3.36)
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ec ∼ Gamma(aec, b
e
c) (3.37)

Data to estimate migration come from censuses, which provides point estimates for iobsc
and eobsc from the the question about place of residence five years prior to the census ref-
erence day. Uncertainty is incorporated in these estimates through the definition of the
hyperparameters. The hyperparameters aic, bic, aec, bec can be easily estimated by the methods
of moments or quantiles given expert opinion about plausible values for the variability of
these estimates. When migration data are collected in the census long-form questionnaire,
sampling error can be incorporated in the same way. If no information about uncertainty in
the estimates are available, weak prior distributions for ic and ec are:

ic ∼ Gamma(1,
1

iobsc
) (3.38)

ec ∼ Gamma(1,
1

eobsc
) (3.39)

Model summary

Figure 3.6 shows a diagram of the migration model. Both immigration and emigration are
modeled based the estimated migration rates and their respective uncertainty, in addition to
the information about population. The absolute number of migrants depends both on the
model for population and migration rates. This will be important when modeling different
regions which might have different census coverage levels.

Immigration Population Emigration

ic ∼ Gamma(aic, b
i
c) κc ∼ Beta(aKc , b

K
c ) ec ∼ Gamma(aec, b

e
c)

λc ∝ 1

Kc ∼ Poisson(λc)

Kobs
c ∼ Binomial(Kc, κc)

Ic = Kc · ic Ec = Kc · ec

Figure 3.6: Diagram of the the relationship between priors and migration models
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3.7 Simulating the posterior distribution
As previously mentioned, inference about the parameters of interest in this paper is done
in two steps. First, samples from the posterior distributions of the population (Kc(t) and
Kc(t+n)), deaths (Dc(t, t+n)), births (Bc(t, t+n)) and migration (Ic(t, t+n) and Ec(t, t+n))
are drawn. These are called the premodel posterior distributions. Samples from the poste-
rior distributions of the parameters were draw via a Markov Chain Monte Carlo (MCMC)
algorithm using the statistical softwares R and Stan. More specifically, Stan uses the HMC
sampling, a form of MCMC, to explore the target distribution. The HMC algorithm tends
to explore the posterior distribution in a more efficient way than the traditional MCMC.
Efficiency in this context means that it requires fewer samples to describe the posterior
distributions. HMC gains efficiency by reducing randomness when moving through the pa-
rameter space and exploiting knowledge of the target distribution. A practical advantage of
the HMC algorithm is that, unlike Gibbs sampling and the Metropolis algorithm, it makes
easier to identify problems and divergences when sampling from the posterior (Carpenter
et al., 2017; McElreath, 2016; Team, 2017).

Secondly, the left and right-hand sides of the demographic balancing equation were rec-
onciled. In other words, the premodel posterior distribution for the population at time
t + n, Kc(t + n), estimated based solely on the t + n census and its census coverage infor-
mation, is harmonized with the probability distribution induced by the population at time
t, Kc(t), and the demographic events during the period [t; t+ n]. This is done by using the
Sampling/Importance Resampling (SIR) algorithm.

The posterior distributions of this model are then approximated by drawing samples
according to the following steps:
1. Draw a sample of j values of the inputs (AK(t)) and outputs (K(t + n)) from their
prior distributions. Notice that the Leslie matrix A contains information about fertility,
mortality and migration.
2. Calculate the unnormalized premodel posterior distributions of population at time t and
demographic events between t and t + n, q1(θ), which is formed of the sample of size j:
(θ1, ..., θj).
3. Calculate the unnormalized premodel posterior distributions at time t + n, q2(φ), which
is formed of the sample of size j: (φ1, ..., φj).
4. Determine the induced sample on the output φ∗i = M(θi) for each of the j values generated
in Step 2 by running the model K∗(t + n) = AK(t).
5. Use nonparametric Kernel Density Estimation (KDE) to obtain estimates of the distri-
butions of both populations at time t + n to be harmonized: the induced distribution of φ,
q∗1(φ), and the premodel posterior distributions of φ, q2(φ).
6. Form the importance resampling weights to be used for melding the two posteriors on
K(t+ n) using logarithmic pooling with pooling weight α:

wi =

(
q2(M(θi))

q∗1(M(θi))

)1−α

(3.40)
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7. Sample k values from the discrete premodel posterior distributions samples in Step 2 with
values θi, but proportional to the importance sampling weights wi, calculated in Step 6.

3.8 Simulation Study
This section presents a simulation study conducted to examine the properties of the posterior
distributions for the parameters of interest, for instance whether the known parameters could
be estimated by the model with no bias and relatively narrow credible intervals. This is done
by verifying that the outputs of the model can recover the ground truth from simulated data.

The fist step to conduct a simulation study is to select reasonable values for the param-
eters, simulating data according to the model, and then trying to fit it with the simulated
data. Then, a consistency check verifies if the 90% posterior interval captures the “true”
parameter values.

Data

The simulation study of this paper uses data of the female population of Sweden for the
period 1/1/1975-1/1/1980. Demographic data in Sweden is considered of very high quality
(Glei, Lundström, and Wilmoth, 2017) and are used here as the true estimates. Table 3.5
shows the population by ages groups on January 1st of 1975 and 1980, the number of deaths
and net migration and the number of births from the cohorts aged [x;x + n] in 1980. For
example, the female population aged 20-24 in 1980, born between 1955 and 1959, had 40650
children during the period 1975-1979. From the 261759 women aged 15-19 in 1980 581 died.
The net migration for this cohort was 11868. The life expectancy of the female population
in Sweden during this period was about 78 years and the TFR was 1.7.

Simulation steps

Bayesian inference is performed by sampling from the posterior using the procedures de-
scribed in section 3.7. A total of 25 samples of simulated observed data were generated for
each variable. Random samples of observed counts were drawn based on the true counts
(Table 3.5) and the distribution of the factors that accounts for census coverage and com-
pleteness of registered deaths and births, as follows:
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Age (x) Population Population Deaths Net Female
(1975) (1980) Migration Births

0 269260 239689 1780 4515 0
5 285926 272980 370 4090 0
10 269421 287591 287 1952 3
15 261759 272977 395 3951 2888
20 278929 273046 581 11868 40650
25 326842 286680 647 8398 84395
30 282541 328990 936 3084 74195
35 229829 282894 1124 1477 28096
40 220390 229538 1490 1199 6021
45 236295 219174 2156 940 681
50 269493 233455 3559 719 25
55 244729 263853 6165 525 0
60 248069 236621 8374 266 0
65 228076 234706 13558 195 0
70 187425 206972 21318 214 0
75 135736 156844 30754 173 0
80 83347 97402 38448 114 0
85 37863 46694 36653 0 0
90 11025 14566 23297 0 0
95 1791 2649 8376 0 0
100 146 207 1584 0 0
105 4 7 139 0 0

Table 3.5: Population in 01/01/1975 and 01/01/1980; deaths, net migration and female
births from 1975 to 1979. Death, births and migration refer to the events observed for the
cohort aged [x; x+5] in 1980. Births are tabulated by age of the mother.

Kobs
c (1975) ∼ Poisson(Kc(1975) · κc(1975)) (3.41)

Kobs
c (1980) ∼ Poisson(Kc(1980) · κc(1980)) (3.42)

Dobs
c ∼ Poisson(Kobs

c · hc · δ∗c ) (3.43)
Bobs
c ∼ Poisson(Kc · fc · βc) (3.44)

ic ∼ Gamma(10,
10

iobsc
) (3.45)

ec ∼ Gamma(10,
10

eobsc
) (3.46)

κc(1975) ∼ Beta(10.8, 0.65) (3.47)
κc(1980) ∼ Beta(110.4, 9.9) (3.48)
δ∗c ∼ Gamma(162, 180) (3.49)
βc ∼ Beta(10.8, 0.65) (3.50)
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A series of 5000 HMC sampling were drawn for each of the 25 datasets. Figures 3.7 and
3.8 show the true values and the 80% Bayesian confidence interval of the 25 replications in
simulation study, showing that, in general, the known parameters can be estimated by the
model with no bias and relatively narrow credible intervals.
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Figure 3.7: Population in 1975 and 1980, death and net migration counts. Blue and orange
dots represent the 80% Bayesian confidence interval of the 25 replications and the black solid
line represent the true values. Sweden, 1975-1980
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Figure 3.8: Age-specific fertility rates, net migration and probabilities of dying between ages
x and x+5 for the period 1975-1979. Blue and orange dots represent the 80% Bayesian
confidence interval of the 25 replications and the black solid line represents the true values.
Sweden, 1975-1980
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3.9 Summary
This section has described a set of methods to estimate and reconcile past demographic data
including measures of uncertainty. This framework is an integrated population model that
estimates all demographic components simultaneously. It is flexible enough to be applicable
to different contexts, with varying data availability and quality. The model was able to
recover the ground truth from simulated data for Sweden and the next sections will show an
application to Brazilian data.
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Chapter 4

Demographic Estimates for Brazil and
States from 1980 to 2010

4.1 Introduction
This chapter presents the data to be used for producing demographic estimates for Brazil
and states between 1980 and 2010.

Brazil is a large and heterogeneous country. It is composed by five regions (North,
Northeast, Southeast, South and Midwest) and 27 states1, as shown by the map in Figure
4.1.

The population size of Brazilian states vary from less than one million in states in the
North region, such as Acre (AC), Roraima (RR) and Amapá (AP), to more than 40 million
people in São Paulo (SP). The three most populous states are in the Southeast region: SP,
Minas Gerais (MG) and RJ.

There are great regional and socioeconomic inequalities in the country. The regions North
and Northeast are poorer and the regions South and Southeast are richer than the average,
although there is also internal variability within each region. The Human Development Index
(HDI) in the least developed states, such as Maranhão (MA) and Alagoas (AL) is as low as
that in South Africa, whereas the index for the more developed states, such as the Distrito
Federal (DF), is close to that of Portugal.

As the next sections will discuss, this socioeconomic inequality reflects on the quality
of the vital statistics, which also varies considerably across states. Census coverage is also
different by state, but it seems to have no correlation with socioeconomic development.

There is considerable amount of demographic data in Brazil for the period under anal-
ysis, which come mainly from censuses and administrative records. However, these data
have several data quality issues, which should be taken into consideration when producing

1In fact, there are 26 states and the Federal District (Braśılia), which make up the 27 Federative Units
(“Unidades da Federação”).
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Figure 4.1: Map of Brazil, regions and states

population estimates. There has also been important development of techniques to assess
and adjust imperfect data.

As discussed in Chapter 3, the main objective of this study is to resolve inconsistencies
between consecutive censuses and intercensal demographic data. To illustrate the types of
inconsistencies found in Brazilian data, Figure 4.2 compares the female population by age in
the state of RJ enumerated in the 2010 Census with the population estimated for 2010 based
on the 2000 Census and registered births and deaths between 2000 and 2010, in addition
to migration estimated based on the census question about the place of residence five years
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before the censuses 2.
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Figure 4.2: Female Population by age group from the 2010 Census compared with popula-
tion projected based on the 2000 Census and intercensal demographic estimates of fertility,
mortality and migration). Source: 2000 and 2010 Censuses, SIM and CR

Figure 4.2 shows that there are inconsistencies in the data for all ages. The projected
population is greater than the enumerated for the two age groups below 10, probably indi-
cating undercount of children in the 2010 Census. For the adult population, the enumerated
population is greater than the projected. This may be due to errors in the migration esti-
mates or a greater census undercount of adults in 2000 than in 2010. Differences at old ages
may be explained by age misreporting.

The next sections discuss the quality of the data and the estimation procedures for the
censuses (4.2), fertility (4.3), mortality (4.4) and migration 4.5.

2Net migration for the period 2000-2005 was estimated by logarithmic interpolation between the estimates
of the periods 1995-2000 and 2005-2010
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4.2 Evaluation of censuses in Brazil and states from
1980 to 2010

Censuses are the main data source for demographic analysis, particularly in contexts with
incomplete vital statistics, such as in Brazil. Conducting a census is a complex task and even
with all the effort spent to guarantee precise information, coverage and quality problems are
inevitable in activities of this magnitude.

Nevertheless, census figures are still valuable if data limitations are understood by users
and if the errors do not adversely affect the major uses of the data. In this sense, evaluation
studies which examine the results, procedures and operations used in conducting a census
are necessary for providing both producers and users with the information needed to assess
census quality (US Bureau of the Census, 1985).

The institution responsible for the census, often the NSO, should be committed to trans-
parency regarding the quality of the statistics produced, which comprises providing infor-
mation necessary to evaluate the accuracy of census figures. According to the UNSD, (2008,
p. 84), “the purpose of census evaluation is to provide users with a level of confidence when
utilizing the data, and to explain errors in the census result. It is therefore important to
choose an appropriate way of sending out these messages to the right group of people.”

Evaluation of censuses can be used in several ways, e.g., guiding improvements in future
censuses and surveys; assisting users in their interpretation of the results; adjusting the
census results (US Bureau of the Census, 1985). The evaluation presented in this study
serves all of these purposes, particularly for adjusting the census results to produce consistent
demographic estimates 3.

In addition to producing more precise population estimates, census evaluation can help
understanding patterns of census errors, which may bias mortality, fertility and other indi-
cators that use census data. Just to cite one example, there has been considerable debate
about whether some unexpected mortality patterns, such as low mortality at old ages for
some population subgroups, are real or just an artifact of poor data quality, for instance age
misstatement in the census (Preston and Elo, 1999).

Census errors are often divided into coverage and content errors. Coverage errors are
related to failure in counting persons or housing units, leading to missing or duplicated
cases. Content errors refer to mistakes in the information about persons or housing units
effectively enumerated, such as age misstatement (US Bureau of the Census, 1985).

3Adjusting census figures is a controversial issue and is also related to the uses of censuses. Even
though adjusting final census figures is often extensively discussed, this is not a common practice. The most
symptomatic case of census adjustment is that of the United Kingdom (UK), where the last two censuses
(2001 and 2011) were adjusted through a fully integrated coverage measurement processes, resulting in the
development of the One Number Census (ONC) methodology (Abbott, 2009). In the United States (US),
where census figures are highly political, census figures have never been adjusted. A more common practice is
to use evaluation to adjust censuses in order to derive the base population for projections. In Latin America,
this procedure has been used, for instance, in Argentina, Brazil, Colombia, Costa Rica, Chile, Ecuador,
Mexico, Paraguay, Peru.
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The main objective of this section is to provide an evaluation of the coverage and content
errors 4 of the four Brazilian censuses from 1980 to 2010 (1980, 1991, 2000 and 2010) by age,
sex and state.

Before discussing these specific issues, it is important to describe the most used methods
for census evaluation and provide a brief history of Brazilian censuses and a description of
their main characteristics.

Methods for evaluation of censuses

There are several techniques used for census evaluation, but two different sets of methods have
emerged: direct and indirect. Direct methods are represented primarily by the procedure
DSE, which is often based on a PES, in which a sample of households is revisited after the
census, some data are collected again and then compared to those collected by the census in
the same areas. These are also called micro-level approaches. A broader set of methods refers
to performing census evaluation through DA, which are also called macro-level approaches.
These consist of evaluating data using internal consistency within the same census and/or the
application of demographic techniques using administrative records for deriving population
estimates, used later to compare to the census results (Bryan and Heuser, 2004; US Bureau
of the Census, 1985).

Dual System Estimator

The DSE method uses the same idea of capture-recapture techniques, and involves two
samples: the "P-sample" and the "E-sample". The "P-sample" is a sample from the PES,
independent from the census, which contains information collected from people interviewed
after the census in competed in that area. This sample is further used for comparison with
census records. The "E-sample" is a sample drawn from the already collected data in the
census in the same area of the "P-sample". Once the two samples are collected, they are
matched up against each other (Freedman and Wachter, 2001; UNSD, 2010).

Matching is what guarantees the statistical power of the DSE, not counting better (Freed-
man and Wachter, 2001). In fact, if more efficient enumeration is conducted in the PES than
in the census, results may be distorted under the independence assumption (Chatterjee and
Mukherjee, 2015).

In practice, matching is done in several phases. First, the most obvious cases are matched
using information collected in both surveys, such as census block, name, sex, date of birth.
After the preliminary match, it is common to carry out field reconciliation to obtain addi-
tional information to help resolve suspicious cases that remain unmatched after the initial
matching phases. Such visits give an opportunity to identify erroneous census enumerations
and to resolve doubtful cases in order to achieve a realistic and definitive match status for
every P and E sample element, deciding whether the error should be charged against the

4Content errors can refer to any information collected in the census. This study focus on content errors
regarding the reports about age.
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census or the PES. Cases that remain unresolved are handled by statistical models that fill
in the missing data (Freedman and Wachter, 2001; UNSD, 2010).

The DSE procedure is represented by the following two-by-two table (Table 4.1):.

Table 4.1: Illustration of the DSE procedure

In the census Out of the census

In the PES â b̂

Out of the PES ĉ d̂

where â is an estimate of the number of people counted in both the PES and the census; b̂
is an estimate of the number of people counted in the PES, but missed from the census; ĉ is
an estimate of the number of people counted in the census, but missed from the PES; and d̂
is an estimate of the number of people missed by both the PES and the census.

The estimator of the total population (t̂) under certain assumptions, such as independence
between the census and the PES, and setting aside duplications and erroneous inclusions in
the census, is given by:

t̂ =
(â+ ĉ)(â+ b̂)

â
(4.1)

The estimator of the census coverage rate (or match rate), κ̂, under the same assumptions,
is given by:

κ̂ =
â

â+ b̂
(4.2)

The assumption of no duplications and erroneous enumeration is unrealistic and, in prac-
tice, the census population in the Table 4.1 should exclude these people. Erroneous enumer-
ation includes cases such as fabrication, out-of-scope and geographic misallocations. These
cases are found through the procedures of matching and field reconciliation described above.

There are well developed statistical methods to take into account random sampling errors
in the PES. Sampling errors are relatively easy to control and quantify and depend mostly
on the sample size. The main problem of the PES are uncertainties due to systematic non-
sampling errors. Non-sampling errors are harder to identify and measure, and may arise
from many sources, such as processing error, correlation bias, and heterogeneity (Freedman
and Wachter, 2001; Wachter and Freedman, 2000).

Processing errors often appear in the matching and field reconciliation phases. Despite
advances in techniques and technology used for matching, inaccuracies in the information
given to the PES and/or to the census, make it very problematic. The few cases that remain
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unresolved, even if relatively small, can have a considerable influence on the final results.
Furthermore, cases may be "resolved" incorrectly.

Correlation bias results from failures in the independence assumption between the census
and the PES and refers to the tendency for people missed in the census to be missed by
PES as well (Wachter and Freedman, 2000). This can result from both factors related to
the census design and behavioral characteristics of the enumerated and missed population.
Despite attempts to carry out a completely independent survey from the census, it is nearly
impossible to do so, since both are normally carried out by the same institution, which
uses the same list of households, maps and sometimes staff. As for the differences in the
characteristics of the enumerated and non-enumerated populations, persons who do not wish,
for different reasons, to respond to the census, will probably refuse to respond to the PES as
well. Hard-to-count population groups will be probably missing from both surveys as well.

Heterogeneity refers to differences in undercount rates within demography across geog-
raphy. This issue is particularly important in the debate about adjusting the census figures,
since the adjustment requires population groups, at some level, be treated as homogeneous
(Freedman and Wachter, 2001).

Given the predominance of non-sampling errors, Freedman and Wachter, (2003) suggest
that large PES sample sizes not only increase the relative importance of non-sampling errors,
but also make them more problematic, since bigger samples are harder to manage so that
systematic errors are made more difficult to control and measure.

Demographic Analysis

DA is a broader set of techniques used for census evaluation. There are several indicators
that can be calculated to perform internal consistency checks using one or more censuses and
to visually identify improbable results. More refined demographic techniques, using mainly
administrative records, are available for detecting and identifying the source of error in census
data. These techniques tend to be more independent from the census being evaluated (Bryan
and Heuser, 2004; Moultrie, 2013a; UNSD, 2010). However, they require data that are not
always available, and are more useful to contexts of high quality administrative data.

In Latin America, the procedures used to perform DA are often used in the context
of producing population estimates and projections. The Latin American and Caribbean
Demographic Center (CELADE), which is responsible for producing population projections
for all Latin American countries, and several NSO have performed DA through a process
called "Demographic Reconciliation". This procedure is a tool that aims to obtain adjusted
structures by age and sex from the population enumerated in the census using the knowledge
about the parameters that represent the country’s demographic dynamics and then producing
the most plausible demographic dynamics for the country. The functions of census error by
sex and age are obtained as a by-product of this procedure (Chackiel, 2009). The essence of
this technique in terms of estimating census coverage is favoring some age groups over others,
e.g., the population aged 5-9 at time t is thought to be more reliable than the population
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aged 15-19 at time t+ 10. The main limitation of this procedure is that it is time-intensive
and depends on many subjective decisions about the population groups to be privileged.

One advantage of DA over the PES is that results can be produced at very low cost, since
it often uses data that have already been produced. Another potential advantage of DA is
that it can be performed in a timely basis, producing a quick evaluation of census results
(Bryan and Heuser, 2004), although more careful evaluation may take longer and depend on
the publication of more recent administrative data. Methodologically, even though there is
no recipe, there are well developed demographic techniques and accumulated knowledge on
the expected patterns of demographic rates and census errors.

The main advantage of the PES over the DA is that it can provide estimates of census
coverage by population groups that otherwise would be difficult to assess, such as subnational
geographic areas. Furthermore, particularly in developing countries, such as the populations
studied in this dissertation, the PES is the only independent source of census evaluation,
since DA depends largely on consecutive censuses and tend to measure census undercount
relative to previous censuses. Demographic rates, such as fertility, mortality and migration
are also often estimated using direct and indirect methods from data collected in the censuses
themselves, which could potentially create some circularity in the estimation procedures.

Census coverage and age misstatement

Coverage problems such as census undercount and age misstatement are not random and
affect population groups differentially.

Differentials in coverage and quality by age and sex are one of the main sources of
bias in censuses. Children, for example, are known to be one of the most undercounted
population group. Surprisingly, this phenomenon has occurred in all sorts of population
censuses, regardless the census design and cultural or socioeconomic characteristics of the
country. Many Asian countries (Gerland, 2014; Goodkind, 2011), South Africa (SSA, 2012),
the US (O’Hare, 2015), the UK (ONS, 2012) and several Latin American countries (Chackiel,
2009) have reported higher census undercount among children than the overall population.

There are several factors that may be related to this differential omission, but there is no
consensus about the main causes of the problem. The leading explanations can be divided
into two broad categories: i) children living in households effectively counted in the census
are omitted by the respondents; ii) children are disproportionately present in households
more likely to be omitted.

Among the first set of explanations is the idea that children might not be viewed as a
person who should be counted and their existence may not be considered by the respondents
(Chackiel, 2009). Children undercount can also be related to specific cultural characteristics
of the country. In China, for instance, fertility policies provide a powerful incentive for both
parents and officials to underreport out-of-quota births as well as children (Goodkind, 2011).
Respondents could also think that children not registered in the civil registration systems
should not be included in the census (Mortara, 1941), which would be a more problematic
issue in countries with less developed vital registration systems.
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Another potential explanation is related to the fact that several characteristics of the
households are likely to be associated to a larger number of children, especially due to
differential fertility in accordance with these characteristics. If fertility is higher in regions
where enumeration is more difficult, or in other “hard-to-count” population groups, children
tend to be disproportionally omitted (O’Hare, 2015; West and Robinson, 1999). Other
evidences from earlier censuses in the United States show that undercount for infants is
closely tied to the undercount at other ages, since large part of the infants who were not
reported in the census were the children of adults who were also not listed in the census. This
suggests the hypothesis that the under-enumeration of persons aged 15-19 and of children
aged 0-4 might be caused by the omission of newly formed small households or families
(Ewbank, 1981).

Another characteristic that affects population distribution by sex and age is the differen-
tial undercount by sex, especially among young adults, in which males tend to have higher
undercount rates than females. This differential coverage may be related to family and work
relationships, in which adult men have greater activity rate in the labor market than women,
in addition to a greater representation in single-person households. This group is typically
more mobile than the general population and more likely to form new households (Ewbank,
1981; Lee, 1982).

In addition to coverage errors, there are several problems that normally affect information
about the age statement of people in a census. Reporting of age is known to suffer from
several types of non-random measurement error, which will be discussed below.

Firstly, it should be mentioned that it is common that only one person provide informa-
tion for all household members, resulting in less precise information.

An important problem that affects the distribution of the population by age is the pref-
erence for ages with terminal digits, for instance 0 and 5. This kind of content error may be
related to operational problems with the census, such as the design of the questionnaire and
training of the enumerators, but can be also relative to factors exogenous to the census, such
as cultural features and the educational level of the population enumerated, which influence
the knowledge and perception of the population about their age.

Age misstatement can also occur when people tend to report their ages deliberately
towards one direction, primarily due to cultural factors. This type of age misstatement
is often sex-specific, e.g. higher age understatement among young women than men; age
overstatement at older ages, particularly among males, in cultures where status is gained
with age. (Booth and Gerland, 2016)

In fact, the tendency of the elderly to declare themselves older than they really are is
observed in many populations. This tendency tends to increase with with age. The pyramidal
shape of the population age structure at old ages itself can exacerbate this problem, by
converting random age heaping to net overcount among these age groups (Coale and Caselli,
1990; Del Popolo, 2000; Preston and Elo, 1999; Romero and Freitez, 2008).
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Brief history and main characteristics of Brazilian censuses

The first census conducted in Brazil was in 1872. Decennial censuses have been conducted
since 1940 in years ending in zero, except for the 1990 enumeration, which was postponed
to 1991.

The IBGE, the Brazilian NSO, is the institution responsible for carrying out the popu-
lation censuses in Brazil since its foundation. IBGE’s headquarter is in Rio de Janeiro, but
every state has an agency that is responsible for the operational implementation of the cen-
sus, with a certain autonomy to coordinate the processes of the preparation and conduction
of the census in their states.

Brazilian censuses have been conducted through face-to-face interviews, in which enu-
merators are expected visit personally all households to carry out the interviews.

The census of 1980, the first census under analysis in this dissertation, collected informa-
tion of both the resident population (de jure) and the present population (de facto). This
dissertation uses the results for the resident population, which is consistent with the follow-
ing censuses and with the vital statistics. After the 1991 Census, only resident population
was collected.

The 1991 Census was postponed from 1990, due to political problems with the central
government when hiring enumerators and other census staff, and was carried out in adverse
conditions.

The 2000 Census was marked by technological innovations, with an online system that
allowed monitoring data collection. Furthermore, the questionnaires were, for the first time,
scanned and the processes of codification, checks and tabulation were automatized.

The 2010 Census was the first to use internet as an option for respondents to fill out
the questionnaire. However, only a very small proportion of the interviews were responded
using this alternative. Another innovation of the 2010 Census was the use of portable elec-
tronic devices, in which enumerators used electronic questionnaires on handheld computers
to conduct the interviews.

Since 1960, two different questionnaires are used: the “long form” and the “short form”.
The long form contains more detailed questions and these interviews are only conducted in
a sample of the population. The sample size and sampling design have changed over time.
In the 2010 Census, sample size varied by municipality population size, from 50% for small
municipalities to 5% for large municipalities. The long form of the Brazilian censuses has
provided relevant demographic information, for instance detailed questions on migration,
fertility and infant mortality. The short form asks basic questions such as age and sex.
There have been changes in the questions that are placed in the long and short forms. The
question about deaths in the household, for example, was in the long form in the 1980 Census
and in the short form in 2010 (IBGE, 2013a).

In addition to decennial censuses, intercensal population counts were conducted in 1996
and 2007. An intercensal count had been planned for the year 2015, but was postponed and
then canceled due to budgetary restrictions. The 1996 Count had similar characteristics to a
census, aiming to count the entire population, but with shorter questionnaire than the regular
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censuses. The 2007 Count was conducted only in a selected number of municipalities, mainly
the less populous ones. The population counts have had lower coverage than the decennial
censuses (IBGE, 2008).

Census coverage in Brazil and states from 1980 to 2010

This section discusses the differential census coverage by age, sex, and geographic area in
Brazilian censuses from 1980 to 2010.

IBGE has conducted PES to evaluate census results since the 1970 Census 5. PES could
be used potentially to measure both coverage and quality errors. The PES of the 1980 Census
did an exhaustive evaluation of the quality of the information provided by the respondents,
but since the 1991 Census, the PES in Brazil have focused on coverage errors solely.

Even though the results of the PES of the Census from 1970 to 2000 have been published
in working documents by IBGE, their results have been rarely used by either demographers
or the own IBGE in planning census activities. One of the few studies that make use of
the PES in Brazil is that of Carvalho and Campos, (2006), which adjusts the census results
for all ages by using the overall census coverage of the 1991 and 2000 censuses to estimate
international migration in the intercensal period 6. No study has examined the results of the
Brazilian PES by state and population groups.

The remarkably limited use of the PES may be related to several political and technical
issues, but it also suggests certain skepticism about their results. This study aims to explore
the results of the PES published by IBGE since the 1980 Census, based on the principle that
only the careful use of the PES data in combination with other demographic information can
point out the plausibility of their estimates and indicate to what extent they can be useful.
This evaluation would also provide useful information about the limitations and advantages
of the PES, which can help improving surveys of future censuses.

The results of the PES should be interpreted carefully, as the surveys have had different
territorial coverage, and used slightly different methodology and sample size. The PES of
the 1991 and 2000 Censuses, for instance, did not include rural areas of the North Region.

IBGE’s interpretation of the PES results is consistent with the literature in that the
Achilles heel of the PES are non-sampling errors. The 2000 PES report recognizes that the
results are influenced by all the technical and operational procedures adopted and imple-
mented in all the stages of the survey. Many problems may have occurred in all different
phases, many of which are difficult to measure or rectify. Therefore, the main focus in the
interpretation of the results should be on the general patterns of omission, serving as a ref-
erence for a reflection about the Census and the PES itself (L. C. S. Oliveira, de Freitas,
et al., 2003).

5 The PES of the 2010 Census was conducted and its methodology is available (A. D. d. Silva, Freitas,
and Pessoa, 2015), but the results have not yet been published.

6See Section 4.5 for a brief discussion about this procedure.
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This section explores the results of the PES, which, combined with standard demographic
methods, can shed some light on the overall quality of the last Brazilian censuses by age,
sex and geography.

As discussed before, the PES has not been used to adjust census results in Brazil. The
official measures of census undercount are derived from DA, and are simply given by the
implicit difference between the census and the estimated population. The results reported in
each revision of the population estimates and projection have changed with the incorporation
of new information.

Table 4.2 shows the estimated undercount of the censuses from 1980 to 2010 according
to both methods normally used to evaluate census coverage: the PES of the corresponding
census and the implicit census undercount of the most recent DA study (IBGE, 2018).

The indicators of census coverage presented in the PES reports of different censuses are
not always consistent. One indicator that has been presented in the reports of all censuses
is the omission of people living in private households missed by the census but found by the
PES, which is shown in Table 4.2. It is worth noting that the results of the PES shown in
Table 4.2 about undercount of people living in private households omitted in the censuses
fails to capture the entire features of census coverage, missing, for example, omissions of
persons living in households enumerated in both the PES and the census and duplications
or erroneous inclusions. Despite this limitation, these can be used for comparative purposes.

Table 4.2: Census undercount according to the PES and DA, Brazil, 1980-2010 (in %)

Year
Method

PES DA

1980 4.3 2.8
1991 4.7 3.1
2000 5.8 2.4
2010 - 2.2
Source: IBGE: 1980-2000 PES; IBGE, (2018)

The results of the two methods are inconsistent, as it is the case for several other countries
(Chackiel, 2009). The census undercount given by the PES is consistently higher than that
resulted from the DA procedure. The temporal trends are also different, with an increase in
the undercount estimated by the PES, whereas the DA indicates that the worst census in
terms of coverage was the 1991 Census (3.1%), followed by the 1980 Census (2.8%). There is
no published result for the 2010 Census PES, but DA indicates that it had similar coverage
to that of the 2000 Census.

As previously discussed, the national average hides differentials by geography and popu-
lation group.

One of the results published in the PES reports is the census undercount by urban-rural
classification. In Brazil, each municipality is in charge of defining their urban and rural
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areas. Nearly all municipalities have both urban and rural areas. IBGE then defines the
census blocks in the each of these areas. The PES results by this disaggregation level has
consistently shown higher undercount for rural areas (Table 4.3). The census undercount
for rural areas in 1980 was more than twice as high as that for urban areas. For 1991 and
2000, it was almost 70% higher, and it would had been greater had rural areas in the North
Region been included in the sample for these years. These differentials are possibly related
to the greater logistical difficulties to map and reach rural areas.

Table 4.3: Census undercount according to the PES by urban-rural classification, Brazil,
1980-2010 (in %)

Year
Method

Urban Rural

1980 3.0 7.1
1991 4.1 6.8
2000 5.2 8.8
Source: IBGE: PES of 1980, 1991 and 2000 censuses

Figure 4.3 shows the map of the undercount of the censuses 1980, 1991 and 2000 by
state, based on the results of the PES for these censuses. These results should be interpreted
with caution, due to the above-mentioned general limitations of a PES and the differences
in operational characteristics, methodology, sample size and geographic coverage of the PES
for different years. For the states of the North Region in 1980 and 1991, Figure 4.3 shows
the average of the region rather the estimates for every state, which is not available from the
PES publications.

As previously discussed, the PES is a complex survey and have had difficulties in all of
their phases. The report of PES of the 1991 Census (L. C. S. Oliveira, Indá, et al., 1996),
for instance, states that the survey went to the field without training due to lack of funding.
Also due to lack of financial resources, initial matching was accepted without return to the
field to check the divergencies, contrarily to what had been initially planned. The report of
2000 PES (L. C. S. Oliveira, de Freitas, et al., 2003) also reveals difficulties in the matching
and field reconciliation phases.

PES in Brazil have shown methodological improvements over time, towards a more in-
dependent survey and a better sample design. Recent PES have also used better methods
of for matching and field reconciliation, taking advantage of advances in computing and
technology. Since the difficulties and limitations of the PES are complex, it is not clear how
these improvements may have influenced the final results.

Despite the limitations, interesting results arise from Figure 4.3. The three states of
the South Region (RS, Santa Catarina (SC) and Paraná (PR)), one of the most developed
states in the country, show consistently low undercount in the three censuses under analysis,
always below 4.0%. DF also had relatively low census undercount in all censuses, as well
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Figure 4.3: Map of the census undercount by state, 1980, 1991, 2000 (in %). Source: PES
of 1980, 1991 and 2000 censuses

as MG, despite a moderate increase in the 2000 Census, reaching 5.4%. The states of RJ,
Esṕırito Santo (ES), and to a lesser extent SP, with undercount rates of 7.0%, 8.2%, 6.5%,
respectively, are examples of developed states with high census undercount in the 2000
Census.

The states of the North Region, a less developed region, have had high census undercount.
Results for this region in 1980 and 1991 were calculate only for the region as a whole. The
map shows the regional average for all states. The 2000 PES shows that, in fact, this region is
far from homogeneous in terms of census coverage. It had states with both high undercount,
such as AC (8.1%) and AP (7.7%) and low undercount, such as Rondônia (RO) (3.6%).

The relationship between the socioeconomic levels of the states and census undercount is
nonetheless unclear. Several states of the Northeast Region, also extremely poor, have had
low census undercount in all the censuses under analysis. The case of Piaúı (PI) is noticeable,
as the state has been one of the poorest in the country and managed to have low undercount
in all three censuses. Another poor state from the Northeast region that had low undercount
rate in the 1980 and 2000 censuses is PB. The report of the 2000 PES recognizes the high
quality of the census work in this state in the collection, supervision stages, as well as in the
different phases of the survey. Bahia (BA) is a state in the Northeast with consistently high
census undercount.

Another type of omission calculated by the PES refers to the omission within the private
households enumerated in both the census and the PES, which is independent from the
previous one. These rates have been calculated only for the 1991 and 2000 censuses.

Results show that although omission rates of households enumerated in the PES and
missed by the census 4.2 is higher in 2000 than in 1991, there was an improvement in the
omission rate in households enumerated in both surveys between these two years, from 4.0%
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in 1991 to 2.6% in 2000. The overall undercount rate, considering both people living in
households missing from the census and people missed in households counted in the census,
reduced slightly from 8.3% in 1991 to 7.9% in 2000.

Figure 4.4 shows the map of the overall undercount, which includes both people living
in households missing from the census and people missing from households counted in both
surveys, for the 1991 and 2000 censuses by state. In general, the spatial pattern of the overall
undercount (Figure 4.4) is similar to that of people living in households missed by the census
(Figure 4.3). The main difference is in the state of PI in 1991, which shows a high overall
undercount, due to high omission of people living in households counted by both the census
and the PES.

The overall census undercount reduced for most states from 1991 to 2000. Among the
few states that had an increase are those in the Southeast Region. The state of SP went
from from 5.6% in 1991 to 8.0% in 2000, RJ from 7.4% to 10.4% and ES from 7.9% to 9.2%
(Figure 4.4).

1991 2000

4 6 8 10 12 14 16

Census overall undercount (%)

Figure 4.4: Map of the census overall undercount by state, 1980, 1991, 2000 (in %). Source:
PES of 1980, 1991 and 2000 censuses

The PES of the 2000 Census was the first one to calculate the erroneous inclusion rates
so that it is possible to calculate gross census coverage error and net census coverage error.
Gross error refers to the total number of errors made in the census, while net error refers to
the net effect of these errors on the resultant census coverage measure. Gross error is the sum
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of the erroneous inclusion and omission rates, while the net error is the difference between
omissions and duplications. When omissions exceed duplications, it is said that there is net
census undercount (UNSD, 2010; US Bureau of the Census, 1985).

The erroneous inclusion rate for the 2000 Census in Brazil was 2.34%, which in combi-
nation with overall omission rate of 7.87%, lead to a net omission rate of 5.52% and gross
omission rate of 10.21%.

Maps of the same indicators for states are shown in Figure 4.5. There is a weak correlation
between overall undercount rate and erroneous inclusion rate. The three Southern states (RS,
SC, PR), PB and RO had low rates for both indicators, whereas states like AC, Amazonas
(AM), MA, PB, RJ, Mato Grosso (MT) had both high undercount and high erroneous
inclusion. These result in low gross undercount for the first group of states and high gross
undercount rate for the second group.

The map of the net undercount shows that the rate is always positive, indicating that
net undercount is greater than erroneous inclusions for all states. The group of states with
low gross undercount (RS, SC, PR, PB and RO) also had low net undercount. Other states
that had low net undercount are those with relatively low census undercount, but significant
erroneous inclusions (PI, MG, Goiás (GO)).

As noted above, the results of the 2010 PES have not been published, which hampers the
ability to perform a direct evaluation of this census, although indirect evaluation through
DA showed above indicates that both the 2000 and the 2010 censuses had similar coverage
(Table 4.2).

In the absence of the results for the PES, a new procedure adopted in the 2010 Censuses
may be used to assess the overall quality of this census by state. The housing units surveyed
in the Brazilian censuses are classified according to the status of their residents in the day
of the interview. A housing unit is considered occupied if a person or group of persons are
living in it at the time of the interview or if the occupants are only temporarily absent.
The interview cannot be carried out in all occupied housing units for several reasons, e.g. if
occupants are absent during the census or they refuse to respond to the interview. In those
cases, IBGE performed a count imputation in the 2010 Census to fill in the housing unit
status and the main characteristics of their residents (IBGE, 2013a)

This imputation corresponded to only 1.5% of the population in the 2010 Census, but
varied between 0.3% and 3.2% between states, as shown by the map in Figure 4.6. Even
though this is not a precise measure of census undercount, this can be used a a proxy of the
quality of the census in different states.

The three Southern states (RS, SC, PR), which have shown low census undercount since
1980 (Figure 4.3), also had low proportion of count imputation in the 2010 Census. RJ, ES,
DF and to a lesser extent SP are developed states that had high proportion of count impu-
tation. These states also had high census undercount in the 2000 Census (Figure 4.5). The
states of the Northeast region, except MA and Pernambuco (PE), had relatively low count
imputation. The states in the regions North and Midwest had a more heterogeneous pattern,
with several states with high imputation and states with low proportion of imputation.
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Figure 4.5: Map of the census overall undercount, erroneous enumeration, gross census error
and net census error by state, 2000 (in %). Source: PES of the 2000 Census



58

0.5 1.5 2.5

count imputation (%)

Figure 4.6: Map of the proportion of the population filled in as count imputation (in %).
Source: IBGE, 2010 Census

The PES reports of the 1991 and 2000 censuses (L. C. S. Oliveira, de Freitas, et al., 2003;
L. C. S. Oliveira, Indá, et al., 1996) have also published undercount rates for Brazilian states
for the age groups: 0-1; 1-4; 5-14; 15-59; 60+. This type of indicator refers to the omission
of people living in households in which the family group is the same in both the census and
the PES. As discussed above, this type of omission accounted for a much higher proportion
of the overall census undercount in 1991 than in 2000.

Children under age 1 are by large the most omitted group, and the age groups of people
over 60 and aged 5-14 have the lower undercount rates. The omission of young children
is consistent with the national and international experience, despite efforts to improve the
coverage of this group. The low undercount rates for the elderly contradicts the belief
that old people are also more likely to be omitted in the censuses. The pattern by age of
census coverage in households enumerated in the PES and missed by the census is unknown.
One may assume that the composition of the population living in households missed by the
census and enumerated by the PES is the same as that captured by the census. It is possible,
however, that these households are disproportionally composed of certain population groups,
such as newly formed households, which would lead to a disproportionally higher omission
of young adults.

DA carried out by IBGE at the national level in Brazil (IBGE, 2013b, 2018) confirms
the well known pattern of census undercount, with high omission of children of both sexes,
undercount of the working age population, particularly men, in addition to a net over-
enumeration of the elderly, possibly associated to problems related to age misstatement in
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this group. Although in principle this seems consistent, part of the estimated census under-
count may result from failure to estimate demographic parameters (fertility, migration and
mortality) correctly, which is the main limitation of DA, particularly in contexts with defec-
tive administrative data. The 2018 revision of the population projections (IBGE, 2018), for
example, re-estimated fertility rates downwards, resulting in a lower estimate of undercount
rates of children, compared to that calculated previously IBGE, 2013b.

Census evaluation using DA for subnational level in Brazil is more complex, since, in
addition to the lack of good vital statistics to estimate fertility and mortality, there is also
high uncertainty in migration estimates. Contrarily to international migration, which has
been relatively low in Brazil in the past decades, internal migration accounts for an impor-
tant portion of population growth in Brazilian states. The next section 4.2 presents some
demographic indicators that can be used to indicate inconsistencies in demographic trends
at the subnational level.

In principle, direct and indirect methods of census evaluation are not competitive. Even
when both techniques produce discrepant results, they should be used in combination in
an attempt to find the sources of the discrepancies. The PES could provide additional
information to incorporate to the analysis of the population dynamics. On the other hand,
DA requires consistency between population estimates and the demographic dynamics, and
could be used to ratify PES results or demonstrate the need for adjusting their figures.
Moreover, the PES can provide geographically disaggregated information, which is more
complex to obtain by indirect evaluation, in particular because of the distortions which may
occur with open populations regarding mobility, or the occurrence of local events without
an almost unimportant national expression (Chackiel, 2009).

Quality of age reporting in Brazil and states from 1980 to 2010

In addition to census coverage, evaluation of the quality of the reporting of age is an impor-
tant part of census evaluation.

The form of collection of the information about age in Brazil has been essentially the
same since the 1940 Census: respondents are first asked about their date of birth; if they
fail to respond the complete date, they are asked about the completed age at the reference
date of the census 7.

Digit preference and avoidance

Important improvements in the reporting of age have been observed in Brazilian censuses
from 1940 to 1980, reaching reasonably accurate levels of digit preference in 1980 (IBGE,
2012). These improvements were result of advances in the way the information is collected,
in addition to the decreasing difficulty of people to provide their age precisely.

7 The 1960 Census only asked about the age of the respondent and the 2000 Census asked both questions,
regardless the response of the first one.
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Demographers have assessed age heaping by using visualization techniques and by calcu-
lating specific indices. One powerful and simple visualization technique is to plot population
pyramids by single year of age.

Figure 4.7 shows the population pyramids by single years of age for the four Brazilian cen-
suses between 1980 and 2010, indicating important demographic changes, such as population
growth and aging. In addition to changes in population size and age structure, Figure 4.7
also shows patterns of age heaping. The preference for ages ending with 5 and, specially 0, is
clear in the 1980 census. This problem improved significantly in the 1991 Census, although
part of this improvement may be due to the year the census was carried out, which ends in
1. There seems to be preference for both ages and year of birth ending in 5 and, specially in
0. The problem of digit preference seems to have exacerbated in 2000 and remained in 2010
(Figure 4.7).
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Figure 4.7: Population pyramids for Brazil, 1980, 1991, 2000, 2010 (in millions). Source:
IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010

Section B.1 in the Appendix B shows the population pyramids for all states from 1980 to
2010. A few states, particularly in the less developed regions, had serious problems of digit
preference in the 1980 Census, e.g. MA (Figure B.3), PB (Figure B.4), AL (Figure B.5) and
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BA (Figure B.6). More developed states, such as SP (Figure B.7), SC, RS (Figure B.8) and
DF (Figure B.9) had almost no preference for terminal digits in 1980. Age heaping seems
to have improved for the less developed states, although the problem persists in 2010, and
remained at low levels in the more developed states. An exception is RJ (Figure B.7), where
age reporting seems to have worsen in the two most recent censuses.

In addition to visualization techniques, demographers have long used special indices to
measure digital preference. The two most used indices are the Whipple Index and the Myers
Index (Bryan and Heuser, 2004).

The Whipple Index measures concentration in specific terminal digits, such as 0 and 5,
and is often calculated for ages between 25 and 60. The index for ages 0 and 5 is given by:

WI0,5 =

5
∑
x∈N

Kx∑
x∈D

Kx

, (4.3)

where N = {25, 30, · · · , 55, 60}, D = {23, 24, · · · , 61, 62} and Kx is the number of people at
age x.

This index ranges from 0 to 500, where values below 100 represents avoidance for digits 0
or 5, 100 indicates no preference for these digits and 500 means that only 0 or 5 are reported.
The Whipple Index is an accurate index, especially in distinguishing among relatively low
degrees of heaping, but it fails to capture forms of heaping other than multiples of five
(A’Hearn, Baten, and Crayen, 2006).

The Myers Index is conceptually similar to the Whipple Index, but it considers concen-
tration at ages ending in each of the digits from 0 to 9. The Myers’s Blended Method takes
into account the shape of the population age structure. This methods provides an index
of preference or avoidance for each terminal digit by comparing the proportion of the total
population reporting ages with a given terminal digit to 10%, under the assumption that all
digits are equally likely (Hobbs, 2004).

Spoorenberg, (2007) proposes an extension of the Whipple Index that summarizes all age
preference and avoidance, which is given by:

SWItot =
9∑
i=0

|WIi| , (4.4)

where WIi is the variation of the Whipple Index for terminal digit i proposed by Noumbissi,
(1992). For i = 5, for example, WIi is given by:

WI5 =

5
∑
x∈N

Kx∑
x∈D

5Kx

− 1, (4.5)
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where N = {25, 35, 45, 55}, D = {23, 33, 43, 53} and 5Kx is the population between ages x
and x+ 5.

When WIi is greater than 1, there is preference for digit i, whereas when WIi is lower
than 1, there is avoidance of digit i.

Spoorenberg’s Total modified Whipple Index (SWItot) is the preferred index used in this
dissertation, since it gives similar pattern, though it is simpler than the Myers blended index
(Spoorenberg, 2007). Section B.2 in the Appendix B shows results for the Whipple Index
and Myers’ Index, since these are the two most commonly used indices of digit preference
and may be used for international comparison.

Figure 4.8 shows the avoidance or preference for digits from 0 to 9 for the 1980, 1991, 2000
and 2010 Brazilian censuses. There was significantly higher digit preference and avoidance
in 1980 than in the other three censuses under analysis. As expected, the digit with stronger
preference is 0, followed by 5 and, to a lesser extent, 2. There is a weak preference for 1
in 1991, which contrasts with the strong avoidance of this digit in the other years. This
indicates preference for year of birth ending in 0, in addition to ages ending in 0.

The avoidance of 1 is stronger than that of 9. The avoidance of these two digits probably
indicates transfer from ages ending in 1 and 9 to ages ending in 0. The transfer from 9 is
more problematic because it results in changes of five-year age groups, which is the most
common grouping in demographic analysis. When ages ending in 0 are chosen more often
than those ending in 5, which is the case for the 1980, 2000 and 2010 censuses, there tends
to be a surplus of persons reported at age groups such as 30-34, 40-44 and 50-54 (Ewbank,
1981). Bias in the age structure as a results of digit preference can also occur at old ages.
The pyramidal shape of the population age structure convert even random age heaping to
net overcount among these age groups (Preston and Elo, 1999).

Table 4.4 shows the Spoorenberg’s Total modified Whipple Index (SWItot) by sex for
the Brazilian censuses from 1980 to 2010. The results confirm the visual analysis of the
population pyramids, showing an important decline in the digit preference from 1980 to
1991, partially due to the fact that the 1991 Census ends in 1. Compared to 1991, there is
stronger digit preference among males in 2000 and 2010. The difference by sex was higher in
the 2010 Census, in which the SWItot was 0.211 for males and only 0.152 for females. Despite
long term improvements in the quality of reported age since 1940, it is not clear that digit
preference has improved in the last two censuses.

These trends are consistent with the results of the Whipple Index and Myers’ Index
(section B.2 in the Appendix B).

Figure 4.9 shows the maps of SWItot for both sexes combined for states from 1980 to
2010. Again, it is clear that the great improvement in terms of age reporting took place
between 1980 and 1991. The regional pattern is similar in 1991, 2000 and 2010. Contrary to
census undercount, there is a clearer relationship between digit preference and socioeconomic
characteristics of the states. States of the South, Southeast and Midwest have had lower
digit preference, whereas the Northern states have had stronger digit preference.

Most of the states in the North and Northeast regions improved the reporting of age be-
tween 2000 and 2010. The state with the most significant deterioration in the digit preference
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Figure 4.8: Modified Whipple’s Index for terminal digit i, WIi, for the 1980, 1991, 2000 and
2010 censuses. Source: Source: IBGE: 1980-2010 censuses

Table 4.4: Spoorenberg’s Total modified Whipple Index by sex, Brazil, 1980-2010

Year
Sex

male female

1980 0.424 0.419
1991 0.127 0.137
2000 0.190 0.167
2010 0.211 0.152
Source: IBGE: 1980-2010 censuses
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Figure 4.9: Map of Spoorenberg’s Total modified Whipple Index, Brazil, 1980-2010. Source:
IBGE: 1980-2010 censuses

in that decade was RJ, which had an increase in SWItot from 0.16 to 0.25.

Sex Ratios

A simple indicator that allows the identification of sex-specific age misstatement is the SR
by age, which is given by the ratio between the male and the female populations by age
group. It can also indicate differential census coverage by sex. The main limitation of this
measure is that the SR in a population is also result of its demographic features, such as
the SR at birth and differentials by sex in migration and mortality. However, since some of
these patterns are known, data quality checks can be performed.

Figure 4.10 shows the SR by five-year age groups for the four censuses under analysis.
The SR for 2010 resemble the expected pattern for this indicator, with values higher than 1
for children, due to the SR at birth around 1.05, followed by a decline due to higher mortality
of male population at all ages. The steep decline between ages 10 and 35 can be justified
demographically by a much higher male mortality at these ages or by a significantly higher
migration among men compared to women. This pattern can also indicate data quality
issues, such as differential census undercount, in which omission of males is higher than that
of females at these age, a feature seen in many contexts. It can also indicate issues of age
misstatement, such as female age understatement.

The pattern for the 2000 Census is similar to that observed in the 2010 Census, but with
a steeper decline below age 35. The possible explanations for the shape of the SR by age are
also similar for both censuses.

SR for the 1980 and 1991 censuses show a more irregular shape, with some peaks (e.g.
at age 40) and valleys (e.g. at age 35). The excess female between ages 15 and 35 and
relatively more male in the forties and fifties, more pronounced in 1980, is typical of young
female age understatement. This is consistent with the known Latin American pattern of
age misstatement, which shows a general surplus of women reported at young ages, around
20-29 (Ewbank, 1981).
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Figure 4.10: Sex Ratios by age, Brazil, Brazilian Censuses of 1980, 1991, 2000 and 2010.
Source: IBGE: 1980-2010 censuses

In addition to age misstatement, there have been other competing explanations for the
pattern of the SR in the 1980, 1991 and 2000 censuses. They have been explained, for exam-
ple, by selective international migration (Carvalho, 1996; Carvalho and Campos, 2006) or by
differential census undercount (IBGE, 2013b) under the assumption of zero net migration.

It is also worth noting that the SR in 1991 is significantly lower than that in 1980. Car-
valho, (1996) and Carvalho and Campos, (2006) claim that this might be due to selective
migration, in which males migrate more than females. Alternatively, this can be due to im-
provements in age misstatement, following the historical trends of previous censuses (IBGE,
2013b).

It is unlikely that a single factor is able to explain the SR observed in the censuses. It
may be better explained by a combination of all the reasons listed above. However, it is
extremely difficult to disentangle the contribution of each one. There remains a need for
methods that combine all these explanation in a comprehensive model. A proposition along
these lines is described in Chapter 3, with application to Brazil, which is shown in Chapter
5.

Section B.3 in the Appendix B shows the SR for all states from 1980 to 2010. It is more
difficult to identify data quality issues for states, because demographic dynamics for subna-
tional levels are more influenced by internal migration, which tends to have an significant
impact in the SR.
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Cohort Survival Ratios

Another simple method that is often used to check the quality of censuses is the analysis of the
CSR. This procedure consists of comparing populations of the same cohort in two consecutive
censuses. In addition to patterns of errors, these ratios also capture purely demographic
changes, which makes disentangling what is census error from what is demographic change
the main difficulty of interpreting the CSR. However, the knowledge of the structure of
migration and mortality rates can help identifying patterns of census error.

To calculate these ratios for Brazil and states, populations enumerated in the censuses by
age and sex were interpolated or extrapolated to July 1st of the years 1980, 1990, 2000 and
2010, resulting in exact 10 year intervals. This was done by using the intercensal exponential
growth rate of the respective sex and age group:

r =
logK(t2)− logK(t1)

t2 − t1
(4.6)

where K(t2) is the population at time t2 and K(t1) is the population at time t1.
Figure 4.11 shows the CSR for males and females by intercensal period. In the absence of

migration, CSR should be necessarily less than or equal to one and monotonically decreasing
for most of the age groups, as a result of the increase in mortality with age. CSR should be
lower for males than for females, also as a result of differential mortality, in favor of women.

The first noticeable data quality issue is indicated by CSR greater than one for children
aged 0-4 and, to a lesser extent, 5-9 at time t1. This suggests an undercount of children
below age 10 for both sexes in all censuses. CSR for these ages is slightly lower in the period
1980/1990, probably due to higher infant mortality.

Another recurrent pattern in recent Brazilian censuses is a valley between ages 15 and
24 (10-19 at time t1 and 20-29 at time t2), followed by a peak between ages 25 and 34 (20-29
at time t1 and 30-39 at time t2), depending on the year, which includes values greater than
one for females aged 30-34 in 2005. These could be explained by emigration at ages around
15-24 and immigration (possibly return migration) at ages 25-34. Alternatively, this pattern
can result from census undercount among young adults.

Another hump, around age 50 in the middle of the intercensal period, more pronounced
for females, reinforces the idea of age understatement of women at these ages, as it is difficult
to think about plausible demographic events that would explain this pattern.

Figure 4.11 and Figure B.15 (Appendix B) indicate certain consistency in the CSR at old
ages, reflecting the expected mortality differentials, in that the curves for females are higher
than those for males and they increase over time.

This apparent consistency may be hiding patterns of age overstatement, which is common
in many contexts (Coale and Caselli, 1990; Preston and Elo, 1999), including in Latin
America (Del Popolo, 2000; Romero and Freitez, 2008). Only the DA, which seeks for
the consistency between consecutive censuses and the plausible mortality and migration
estimates for those ages in the intercensal periods, can indicate whether the CSR are within
a reasonable range.
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Figure 4.11: Cohort Survival Ratios for the intercensal periods 1980/1990, 1990/2000 and
2000/2010 by sex and age group at the middle of the intercensal period, Brazil. Source:
IBGE: 1980-2010 censuses

Section B.4 in the Appendix B shows the same information for Brazil with a different
presentation, with the graph broken down by sex and all the periods on the same plot, as
well as the CSR for all states from 1980 to 2010. It is also difficult to identify pattern of
census errors for states based only on the CSR, due to the high migration rates.

Discussion and conclusions

This section presented a comprehensive evaluation of the last four Brazilian censuses, con-
ducted from 1980 to 2010. This is an important exercise as censuses are the main source of
demographic data and are used for innumerable purposes.

The analysis in this section innovates by exploring for the first time the results of the
PES by age, sex and geography, in combination with demographic techniques, to be used
further to produce more reliable and consistent population estimates.

The discussion about the different techniques for census evaluation, particularly PES
and DA, and the examination of their results evidence their strengths and limitations. The
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PES and the procedures to derive indicators of census coverage from them are extremely
complex, and have many potential sources of error. However, they produce useful results
that would otherwise be particularly difficult to obtain, such as census coverage rates for
subnational levels. On the other hand, the PES may produce results that are inconsistent
with the population dynamics of the region under analysis, which can be resolved by DA
and then consistent demographic estimation can be produced. Furthermore, the PES rarely
provide evaluation on content errors, whereas DA can indicate some of these problems.

The results of both direct and indirect census evaluations in Brazil have shown some
consistent patterns of census coverage, such as higher undercount of children compared
to other population groups. On the other hand, the PES have indicated higher census
undercount than DA carried out by IBGE. Time trends are also inconsistent.

The PES results for Brazilian censuses have shown a net census undercount, which does
not mean that censuses are free of overcount problems, but that undercount tends to exceed
overcount.

The reasons that lead to census errors are complex, and it is extremely difficult to derive
conclusions only from the PES and DA results, but some results are consistent with the
expected patterns.

Errors may derive from factors directly related to the census activities, such as planning,
training, human and material resources and questionnaire design. These would explain, for
example, a higher census undercount in the 1991 Census indicated by the DA. This is known
to be a problematic census, that had to be postponed due to political and institutional issues.
Another example is the low undercount rates in PB in the 2000 Census, attributed to a high
quality census work in this state.

Census coverage may also be related to the difficulties of conducting a census in certain
areas, which would explain higher census undercount in rural areas, and in states of the
North Region, which are large and have many areas of extremely difficult access.

Census errors, particularly age misstatement, can be partially controlled by checking
mechanisms, better training and questionnaire design, but are also likely to be related to
factors extrinsic to the census. The educational level of the population enumerated, for
example, may influence the knowledge and perception of the population about their age,
which is consistent with the results that show higher digit preference in the least educated
states. Increase in digit preference in highly educated states, such as that seen in RJ in 2010,
can indicate deterioration of the overall quality of the census in that state.

Even though the census is an activity with rigorous standard procedures, it is relatively
decentralized operationally. The IBGE state level agencies have a certain autonomy to
coordinate the processes of the preparation and conduction of the census in their states.
This can be one reason to explain different levels of census undercount for neighbors and
relatively similar states.

Results from census evaluation provide extremely useful information that could be used
for many purposes. The basic premise of census evaluation, which is to improve future
censuses, for instance, should be put into practice. Results from previous evaluation should
be used for planning the next censuses. Special attention should be devoted to states that
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have shown higher undercount rates. The experience of the states with low undercount rates
should be studied as best practice to be potentially replicated in other states.

Results of census undercount by age group should be also used in planning future censuses.
For example, a reminder about old people is common in census questionnaires, based on the
supposition that this group is disproportionately undercounted. However, results from direct
and indirect evaluations have often contradicted this premise. On the contrary, old people
often appear to be over-counted due to age misstatement.

In cases where the undercount of children typically occurs due to an omission of respon-
dents in properly counted households, additional control measures can be applied. Warnings
highlighting this issue in the enumerator and supervisor training and manuals is a simple
measure that should be included. Another measure to address this problem is a change in
the questionnaire to make the enumerator ask explicitly for the number of children living in
the household.

Furthermore, the strategy of census evaluation should be part of the census process, and
clearly defined how PES and DA will be used.

Direct and indirect methods of census evaluation are complementary and should be used
in combination, trying to make use of the advantages of each technique and resolving in-
consistency between results from the different methods. Uncertainty in results of both the
PES and demographic information can be incorporated, and results will depend on both the
uncertainty in individual pieces of the demographic balancing equation and the consistency
among them.

In many cases, it is unclear whether the pattern observed in demographic indicators
are result of data quality issues or consequence of purely demographic changes. Thus, the
incorporation of uncertainty measures can be used to derive the more or less likely scenarios.
Chapter 5 details the procedures used to transform the census indicators of quality and
coverage discussed in this section into probability distributions to be used in the models
described in Chapter 3.
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4.3 Fertility Estimates for Brazil and States from 1980
to 2010

CRVS systems are the natural data source for fertility estimation, but they suffer from
coverage and quality problems, especially in developing countries. This might be due to
lack of incentives to register a birth, which is aggravated when the child dies shortly after
birth. Some of the births would be registered late, which can also affect fertility estimates
(Moultrie, 2013b).

These limitations have stimulated the development of demographic methods for fertility
estimations, often based on censuses and surveys.

One of the earliest indirect methods for fertility estimation is the own-children method,
which consists of a reverse-survival technique that uses the population of children in a cen-
sus to estimate fertility in the recent past (Cho, Retherford, and Choe, 1986; Grabill and
Cho, 1965). The main limitation of this method is related to the accuracy of the children
population in the censuses. As discussed in section 4.2, this group is one of the most likely
to be omitted.

Fertility can be also estimated directly through data containing birth histories collected
in surveys such as the DHS. Another approach, perhaps the most used in developing coun-
tries, combines the recent and cumulated lifetime fertility measures routinely collected in
censuses and surveys. These methods reconcile information from recent fertility, which is
often underestimated, with the total parity by age group, which is thought to be more reli-
able. There are several procedures that use these idea, generally called P/F ratio methods
(Moultrie, 2013c; UN, 1983). The most used of these methods is the Brass P/F ratio method
(Brass, 1964; Moultrie and Dorrington, 2008; UN, 1983), which will be discussed in detail
below.

In Brazil, demographers have estimated fertility rates by using indirect demographic
techniques, primarily the Brass P/F ratio method, for decades. Even though the limitations
of this method have been widely known, the lack of an alternative data sources has led to
a general consensus that these estimates reasonably describe the overall levels and trends
in fertility (Berquó and Cavenaghi, 2014; Borges and L. Silva, 2015; Carvalho, 1982). More
recently, with the continuous decline of fertility levels and the rapid change in the age sched-
ule, in addition to a greater availability of alternative data sources due to the improvement
of vital registration systems, scholars have challenged the results of these techniques for the
Brazilian context (Carvalho, Gonçalves, and L. Silva, 2018; Castanheira and Kohler, 2015).

This issue remains unsolved and there has been significant disagreement about the levels
of fertility for the past decades, particularly for subnational levels. Fertility estimates using
different methods and data sources have led to different results. Indirect demographic meth-
ods have several limitation, but CRVS systems in Brazil are also limited. Despite substantial
improvements oven the last years, there are still a large proportion of births that are not
registered, particularly in the less developed regions, which undermines their use without any
adjustments. Furthermore, population estimates require long time series for periods when
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administrative records were wisely limited and sometimes inexistent.
This section discusses different possibilities for estimating fertility and completeness of

birth counts, to be further used in combination in the integrated model for population
estimates.

Evaluation of registered births

Brazil has currently two administrative record systems that collect information on births:
the CR and the VS.

There have been some efforts to establish public registration of births since the beginning
of the 20th Century, but only in the mid-1970s the statistics of the CR started to be produced
in a more structured basis, by the IBGE. IBGE have collected these data from all registry
offices in the country.

Despite improvements over time, problems such as under-registration and late registra-
tion as still common, particularly in less developed regions. An important measure that
has promoted the registration of births is the legislation from 1997, which establishes the
universal and free access to birth registration. Poverty and social exclusion have been linked
to the underregistration of births. Until 1997, there was a cost for requesting the death
certificate. The implementation of the gratuity in 1997 and further policies implemented in
the 2000s have reduced the underregistration of births, but this problem remains as a result
of the difficulties to access the civil registration offices, particularly in those regions where
the offices are far away (A. T. R. Oliveira, 2018).

More recently, other measures have been implemented to ensure the birth registration as
a basic and fundamental human right.

Contrary to the slow progress in improving the quality of VS in the developing world
(Mikkelsen et al., 2015), including in some Latin American countries (Guzmán et al., 2006),
Brazil has made considerable improvements on this matter. However, CRVS systems in
Brazil are still incomplete in several regions in the country.

To overcome the limitations in the CR system and to respond to specific demands about
health issues, the Ministry of Health created, in the 1990s, a VS system, named Live Births
Information System (SINASC). SINASC is a system that compiles information about live
births occurred in hospitals and other health facilities. The implementation of the system
was gradual and started in the capitals of the states (Jorge, Laurenti, and Gotlieb, 2007).

In the first years after the implementation, the number of registered births in the SINASC
was lower than that reported to the CR. More recently, the SINASC has had higher coverage.
In 2000, the number of births reported to the SINASC was 7.3% lower than that of the CR
(including late registration), with a great regional variability. In the more developed states,
the numbers in both systems were close, whereas in MA, the number of births in the SINASC
was almost 30% lower. The 2000s was a decade of convergence in the coverage of both systems
and the number of births reported to both systems was pretty similar in 2010 for Brazil and
almost all states (Borges and L. Silva, 2015).

There are essentially two ways to evaluate the completeness of registered births.
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First, it possible to calculate fertility rates from independent sources such as censuses
and surveys and then estimate the number of births to be compared to the registered births.
These methods will be discussed below (Section 4.3).

Alternatively, direct techniques that use the registered births can be applied. One of these
techniques is the capture-recapture, which uses information from overlapping data collected
from different sources to estimate the completeness. Because it requires matching individual
records, this method is expensive and time-consuming, and has also methodological limita-
tions, similar to those discussed in the Section 4.2 for the PES (Hook and Regal, 1995; Sekar
and Deming, 1949).

Capture-recapture studies have been conducted recently to combine both CRVS systems
in Brazil. Trindade, L. F. L. Costa, and A. T. R. Oliveira, (2018) apply the capture-recapture
method to estimate the undercount of both the CR and the VS systems. The estimation
process is done after matching the births registered in both systems and then calculated
using the capture-recapture method described in the section 4.2 under the assumption of
independence between both sources.

Figure 4.12 shows the under-registration of births by state for the year 2015 for both CR
and VS systems. The results show that there are still problems with the births registration
in both systems and regional inequalities persist. The map also shows that the under-
registration of births in the CR is higher than in VS, particularly for the states in the North
region. This is probably due to the difficulties to access the registry offices in this region
due to the long distances to registry offices. The underregistration of births in the CR in
the state of RJ is surprisingly high.

These results offer some insights about the the recent pattern of completeness of registered
births in Brazil. However, since the study was only conducted for 2015, the results provide
limited use for population estimates for Brazil and states for the period 1980-2010, the main
focus of this dissertation.

Moreover, one of the main assumptions of the capture-recapture technique is indepen-
dence between between both sources. This assumption is questionable in this context, indi-
cating that the true underregistration could be even higher for both data sources.

Another study that aims to estimate the underregistration of births in the SINASC is
the “proactive search” survey, carried out in 129 municipalities of the Amazon and Northeast
regions in 2010. This survey searched for unregistered vital events with a reference date
in 2008 and found unregistered vital events in hospitals and other health facilities, as well
as in non-official sources, such as illegal cemeteries. (Szwarcwald, de Frias, et al., 2014;
Szwarcwald, Morais Neto, et al., 2010). The sample stratification and the method used for
adjustment was developed to allow for generalization for correctness of vital statistics for all
municipalities for the period 2000–2010.

This generalization to all municipalities based on a limited sample and, more importantly,
to other time periods, is based on strong assumptions about regularities in the adjustment
factors by strata and time, which probably does not hold in practice. Furthermore, contrary
to the methodological idea of the capture-recapture technique, this procedure assumes that
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Figure 4.12: Map of the under-registration of births data source (CR and VS) and state,
2015 (in %). Source: Trindade, L. F. L. Costa, and A. T. R. Oliveira, (2018)

all births that occurred and were not recorded were captured by the survey, which could lead
to a sub-enumeration of the completeness measure.

Comparison between the number of births corrected by the adjustment factors estimated
based on the “proactive search” and the births registered in the CR indicate that the “proac-
tive search” adjustment factors are underestimated, at least for 2000, in many states where
the registered births in the CR is higher than the adjusted (Borges and L. Silva, 2015).

Despite the limitations of the method, these results are useful as they are the only source
of information of the completeness os births informed to the SINASC for the period 2000-
2010. Figure 4.13 shows the under-registration of births by state for the years 2000 and 2010,
indicating important regional inequalities, similar to those found by the capture-recapture
technique described above. The Southern states have higher completeness, whereas the states
in the North and Northeast regions are those with higher underregistration of births.

The map also confirms the significant improvement in the completeness of registered birth
in Brazil in recent decades, particularly for the states in the North and Northeast regions.
In 2000, according to the “proactive search” survey, more than 30% of the births in MA were
not registered. This proportion reduced to 11% in 2010. Several other states in the North
and Northeast regions had around 10% of under-registration of births. All the states in the
South region, those in the Southeast (except MG), DF and Mato Grosso do Sul (MS) have
had almost complete VS systems since 2000 4.13.
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Figure 4.13: Map of the under-registration of births by state, 2000 and 2010 (in %). Source:
RIPSA, (2013)

No direct estimates for the completeness of registered births are available for years prior
to 2000. For this period, the under-registration of births needs to be estimated indirectly
through the calculation of fertility rates. Methods for fertility estimation are discussed in
the next section (Section 4.3).

Brass P/F ratio method and sensitivity analysis

As discussed above, the most used indirect technique to estimate fertility in contexts of
defective vital registration systems is the P/F ratio method (Moultrie and Dorrington, 2008).
This method was first proposed by William Brass in the 1960s, initially for application to the
African populations (Brass, 1964; Brass and Coale, 1968), and remains useful for estimating
fertility in many countries.

The basic idea of the method is that, under certain assumptions, the number of children
ever born, or parity (Pi), at an exact age i equals the sum of the period age specific fertility
rates (Fi) to that age. Any difference in these two measures would be attributed to data
quality problems, often an underreport of current fertility. The ratio for the age group 20-24,
for example, given by P20-24/F20-24, could then be used to adjust the fertility rates for all
ages groups under the assumption that current fertility is underreported by a constant factor
(Brass, 1964; UN, 1983).
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The information used to calculate Pi and Fi comes from questions asked in censuses and
surveys about children ever born and children born in the 12 months prior to the census.

Information on children ever born is often collected by questions such as: “How many
children born alive have you had?”. This question requires no information on ages and dates
so that there are no dating errors. On the other hand, there might be some imprecision
in the number of children reported. It has been observed that children tend to be omitted,
particularly by women aged 35 and over. Information for very young women are also thought
to be more subject to reporting problems (UN, 1983).

Current fertility is often collected in censuses by asking questions such as: “Have you
given birth to any children in the past 12 months?”. This information is thought to be
underreported, presumably because of a misperception of the reference period (Brass and
Coale, 1968; UN, 1983). The way this question is asked has changed to allow for a more
precise measure of the number of children born in the 12 months before the survey by asking
about the date the last child was born: “What is the date of birth of the last children born
alive you had?”. Brazilian censuses implemented this change in 1980. In fact, the estimated
adjustment factor for the reported current fertility declined from 1.31 to 1.12 between 1970
and 1980, indicating an important improvement on this information. The adjustment factors
remained similar for the next two censuses (Carvalho, Gonçalves, and L. Silva, 2018).

Filtering the number of children born in the last 12 months improves the reporting of
current fertility, as this avoids the error in the reference period, but this information remains
underreported. One possible reason to this omission is related to the same phenomenon that
leads to undercount of children in the censuses, that is, hard to count areas or population
groups have a disproportional higher number of children. This may be related to the finding
that newly formed households, which are more likely to have young children are more likely
to be omitted in the census (see section 4.2).

In summary, in the P/F ratio Method, the age pattern of current ASFR obtained from
surveys and censuses is accepted and the fertility level is adjusted by the average parity
(number of children ever born) reported by young women. The idea of the method is to
combine the measurements which are likely to be most reliable given the different nature of
the deficiencies in the two sets of information (Brass, 1964). Since the nature of errors tends
to be different, this procedure may produce plausible estimates even when both sets of data
are subject to errors (Brass and Coale, 1968).

The method has thus two main assumptions in terms of the quality of the reported data:
i) current fertility rates are underreported by a factor that is constant with age; ii) the
reported number of children ever born is reliable.

Furthermore, there are three main conditions that need to be true for the method to be
valid: i) constant fertility over time; ii) fertility of surviving woman is the same as fertility
of those who died; iii) fertility of immigrant women is the same as non-immigrant fertility.

The P/F ratios are often calculated for all age groups between 15 and 49 because the
pattern of the ratios by age may also reveal data quality problems and fertility trends. For
adjustment purposes, the age group 20-24 is by far the most used and recommended, due
to data quality issues for women in the extremes of the age range, in addition to attempts
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to minimize the effects of fertility change (Brass, 1964; Moultrie and Dorrington, 2008; UN,
1983). Thus, this section concentrates on the analysis of the P/F ratio technique for women
aged 20 to 24 at the date of the survey, which will be called P2F2

8, but all the results can
be easily extended to other age groups.

To avoid confusion with the definition of age groups, let i be a constant representing the
age to which the calculations are done and x be the actual age.

Formally, let

Pi(t) =

∫ i

0

fx(t− i+ x) dx, be the cumulative fertility up to age i at time t (4.7)

F ′i (t) =

∫ i

0

f ′x(t) dx, be the cumulative observed period fertility up to age i at time t (4.8)

Fi(t) =

∫ i

0

fx(t) dx, be the cumulative true period fertility up to age i at time t (4.9)

where fx(t) is the true ASFR at age x for year t. In this formulation of the method, the
parity reported by woman at age i in census t, Pi(t), is taken as the sum of the true historical
fertility rates for these woman, as the core assumption of the method is that this information
is reliable. The current ASFR at age x, given by the reported fertility rates in the 12 months
prior to the census t, f ′x(t), relates to the true ASFR by a factor PFi(t) as follows:

fx(t) = f ′x(t)× PFi(t) (4.10)
Fi(t) = F ′i (t)× PFi(t) (4.11)

When f ′x(t) is underestimated, which is often the case, PFi(t) is greater than one.
For example, P25(2000) =

∫ 25

0
fx(1975 + x) dx is the parity, or retrospective fertility, of

women aged 25 in 2000 and F ′25(2000) =
∫ 25

0
f ′x(2000) dx is the cumulative observed period

fertility up to age 25 in 2000.
If the above-mentioned conditions are met, e.g., fertility below age i has been constant

over time, fx(t − i + x) = fx(t). Thus, Px(t) = Fx(t) and the P/F ratio Px(t)
Fx(t)

= 1. If the
current fertility rates are omitted by a constant factor, as in equation 4.11, the P/F ratio
will be greater than 1 and will indicate the adjustment factor for the current fertility:

Pi(t)

F ′i (t)
= PFi(t) (4.12)

8The index 2 has been used to refer to the second age group of women at reproductive ages, that is 20-24
(Brass, 1964; UN, 1983).
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In practice, Pi(t) is given by the average parity reported in the census at time t by women
aged i:

Pi(t) =
CEBi(t)

Ki(t)
(4.13)

where CEBi(t) is the number of children ever born to women aged i at time t and Ki(t) is
the number of women from the age enumerated in the same census.

Similarly, F ′i (t), in the discrete form of Equation 4.9, is calculated as a sum of the ASFR,
f ′x(t), up to age i reported in the census at time t:

F ′x(t) =
i∑

x=0

f ′x(t) (4.14)

f ′x(t) =
Bx(t)

Kx(t)
(4.15)

where Bc(t) is the number of births the 12 months before the census at time t to women
aged x and Kx(t) is the number of women as previously defined.

When the implementation of the method is done by five-year age groups, which is the
most common approach, and the P2F2 factor is used, the information on current fertility at
age 20-24 needs an adjustment to be compatible with the average parity at the same age, as
CEB20-24(t) refers to the cumulated fertility experience of women in the age group 20-24 at
time t, including those in the beginning of the age group, e.g. at age 20. Thus, the process
of cumulating current fertility considers the fertility of the entire group 15-19 and only part
of the fertility observed in the age group 20-24:

f20-24(t) = 5f15-19(t) + k20-24f20-24(t) (4.16)

where k20-24 is the multiplying factor for deriving the parity from ASFR, which also considers
a half-year displacement backward in time as woman had their children, on average, about
six months before the reported age in the census. There are many ways to estimate these
factors. Brass, (1964) propose a model that relates the multiplying factor (k20-24) to the
ratio of the ASFR between the first two groups: f15-19(t)

f20-24(t)
. The bigger the ratio, the younger

the fertility age schedule and the bigger the adjustment factor.

Sensitivity Analysis

This subsection develops an analytical framework to evaluate how results of the applica-
tion of the method are biased when one or more conditions of the method are not met,
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proposing adjustment factors to correct for these biases and to incorporate uncertainty in
the estimates. Sensitivity analysis of indirect demographic methods, such as the P/F ratio,
provides insights about the limitations of the methods and how sensitive they are to the
violations of their assumptions and assist the estimates of the measures of uncertainty in
demographic parameters in the next chapter.

Sensitivity analysis is this context is intended to evaluate how the results of a certain
method would change when the assumptions are not satisfied. This procedure is useful to
identify the most important assumptions required by the methods, indicating those that
deserve special attention and those that are likely to have only minor impact in a certain
context.

This analysis is also useful to propose adjustments in the methods if information on the
factors affecting the results is available. In the specific context of this dissertation, this will
be also useful to allow more precise prior distributions for the measures of uncertainty in
demographic parameters.

Moultrie and Dorrington, (2008) conducted a sensitivity analysis of the P/F ratio method,
evaluating the impact of changes in fertility and mortality on the resulting adjustment factors
and fertility estimates. The authors propose the use of simulations to overcome the analytical
complexity of the basic equations of the model. The simulations were carried out to mimic
a typical demographic transition change, particularly in the African experience.

The results show that the errors in the P/F ratio for the age group 20-24 are relatively
small in the scenarios of changes in the fertility levels and age distributions. For most of
the time, the errors are of the order of 5% or less, reaching a maximum of about 10%. The
results under these hypothesis tends to overestimate fertility. The authors claim that in the
context of the generally poor data in which these methods are normally applied, errors of
this magnitude are not a major cause for concern.

Simulations were also carried out to test the sensitivity of the method to differential
fertility between between survivors and non-survivors. This is operationalized by testing
differential fertility between HIV-infected and HIV-uninfected women, which indicates that
this has a trivial impact on the methods, even in an environment with a simulated highly
generalized epidemic. That effect serves to attenuate the overestimation of the adjustment
factors due to fertility changes, but errors are of the order of magnitude of only -0.5%.

The study of Moultrie and Dorrington, (2008) offers important insights about the possible
biases in the P/F ratio methods, and the order of magnitude of these errors. However,
since they are based on simulations, the results are conditioned to the specific scenarios
considered by the authors. Furthermore, they offer no possibilities for adjustments of the
original proposition of the method.

In order to extend this analysis to other contexts and allow for adjustments in the original
method, this section proposes an analytical sensitivity framework taking into consideration
its main conditions.

Sections below develop a sensitivity framework to the hypothesis of differential fertility
between survivors and non-survivors (4.3); differential fertility between migrants and non-
migrants (4.3); and fertility change (4.3).
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Mortality differential

The average parity calculated with the information of children ever born collected in censuses
and surveys obviously refers to the fertility experience of the survivors of a particular cohort.
If female mortality is low or there is no significant difference in fertility between survivors
and non-survivors, then this information is a good proxy of cohort fertility up to that age.

It is generally assumed that the effect of mortality on the average number of children
ever born is negligible, mainly because mortality is generally low for young women (UN,
1983). In fact, this effect seems to be negligible even in extreme cases. As previously
discussed, Moultrie and Dorrington, (2008) report only trivial impact of differential fertility
between HIV-infected and HIV-uninfected women on the method even in contexts of high
HIV prevalence.

The formulation below offers some insights about the reasons mortality may have only a
minor impact on biasing the results of the method. The results presented here are similar
to those shown by Feehan and Borges (2018) for the sensitivity framework of the sibling
survival method.

The average parity of women at the moment of the interview obviously reflects only those
who survive, and is given by9:

P s =
CEBs

Ks
(4.17)

The same quantity can be defined for women who died, although this is unobservable,
reflecting the average parity they would have had if they had survived to the date of the
interview:

P d =
CEBd

Kd
(4.18)

Now, let P ds represent the aggregate average parity:

P ds =
CEBs + CEBd

Ks +Kd
(4.19)

Let

πd =
CEBd

CEBd + CEBs
, be the proportion of births from women who died (4.20)

πs =
CEBs

CEBd + CEBs
, be the proportion of births from women who survived (4.21)

9the age group index is omitted in this subsection and all results refers to women aged 20-24
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Suppose P d and P s differ by a factor Rds, for Rds > 0:

Rds =
P d

P s
(4.22)

Based on these definitions, Feehan and Borges (2018) show that the ratio between the
unobservable average parity of survivors and non-survivors (P ds) and the average parity for
the survivors P s can be expressed as:

P ds

P s
=

Rds

πd +Rds(1− πd)
. (4.23)

Let PFs be the adjustment factor of the age group 20-24 calculated by the application
of the P/F ratio method and PFds be the “true” adjustment factor that would have been
observed if all the women had survived to the date of the interview. Since the denominator
of the P/F ratio is the same, the only difference between PFs and PFds is in the numerator
(the average parity): P s and P ds.

Thus, the ratio between PFds and PFs, which signals the bias in the P/F ratio method
due to the unmet condition of equal fertility for women who died or survived, is given by:

PFds

PFs
=

Rds

πd +Rds(1− πd)
. (4.24)

When Rds = 1 (parity of survivors and non-survivors is equal) or when πd = 0 (proportion
of births from women who died is zero), PFds = PFs, meaning that there is no bias in the
result of the method.

This result shows that two conditions need to be simultaneously true to the unmet
condition of independence between fertility and mortality have an impact on the results:
i) fertility of women who do not survive to the interview differs significantly from those who
survive; and ii) the proportion of women who die between the beginning of their reproductive
lives and the age 20-24 is considerable.

Since these are exceptionally rare conditions in real populations, this issue should not be
a major cause for concern of researchers when using this method. In any case, researchers
can easily use equation 4.24 to asses the biases caused by fertility differentials in vital status
with their own data.

In Brazil, even in the state with the highest mortality in 1980, the probability of a
woman die between the age groups 15-19 and 20-24 was only about 1%. Even if a strong
relationship between fertility and vital status is assumed (e.g. Rds = 2), the bias will be
very small (0.5%):

PFds

PFs
=

2

0.01 + 2× 0.99
= 1.005. (4.25)
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Migration differential

The number of children ever born collected in the censuses, which is further compared to
the current fertility in the P/F ratio method, refers to the fertility experience of all people
enumerated in a certain geographic area, including the immigrants. Similarly to what occurs
with fertility differentials by vital status, the P/F ratio may be biased if there is significant
difference in fertility by migration status.

To illustrate this effect, imagine that if immigrants come from a region with high adoles-
cent fertility, they will have higher parity than the cumulated period fertility in the region
of destination, and the P/F ratio will then be overestimated.

The average parity of women at the moment of the interview reflects the fertility expe-
rience of both immigrant and non-immigrant women, and is given by:

Pmn =
CEBmn

Kmn
(4.26)

The same quantify can be defined for non-immigrant and immigrant women separately:

P n =
CEBn

Kn
(4.27)

Pm =
CEBm

Km
(4.28)

where CEB represents the number of children ever born and K the population of women.
The indices n, m and mn represent the non-immigrants, the immigrants and both groups
combined, respectively.

Let

πn =
CEBn

CEBn + CEBm , be the proportion of births from non-immigrant women (4.29)

πm =
CEBm

CEBm + CEBm , be the proportion of births from immigrant women (4.30)

Suppose P n and Pm differ by a factor Rmn:

Rmn =
Pm

P n
(4.31)

Following the same approach used in the previous section, let PFmn be the adjustment
factor of the age group 20-24 calculated by the application of the Brass method and PFn

be the adjustment factor of the non-immigrants, which will be more consistent with the
recent fertility experience of the enumerated population in a certain region. Again, since the
denominator of the P/F ratio is the same, the only difference between PFn and PFmn is in
the numerator (the average parity): P n and Pmn.
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Thus, the ratio between PFn and PFmn, which indicates the bias in the P/F ratio method
due to the unmet condition of equal fertility according to the migration status, is given by:

PF n

PFmn
=

(
πm +Rmn(1− πm)

Rmn

)
. (4.32)

When Rnm = 1 or when πm = 0, PF n = PFmn, meaning that there is no bias in the
result of the method.

Similarly to what happens with mortality, this result shows that two conditions need to be
simultaneously true to the unmet condition of independence between fertility and migration
have an impact on the results: i) fertility of immigrant women differs significantly from the
non-immigrants; and ii) the proportion of births from immigrant women is considerable.

Contrary to the mortality analysis, in which the proportion of woman who die at the
beginning of the reproductive period is low, the proportion of immigrant at these ages,
which in turn have different fertility rates, may be significant in many contexts, including
subnational levels in Brazil.

It is not possible to derive from Brazilian censuses the number of births each woman had
in the regions of origin or the region of destination. In order to approximate the quantities
Rmn and πm, the immigrants are defined as the woman aged 20-24 who migrated less than
3 years before the census date. This groups would reflect the average fertility experience of
woman who had their children outside the region of enumeration.

Some “immigrant” woman could have had their children recently in the region of des-
tination, as well as the “non-immigrant” could have have their children more than 3 years
ago in another region. However, the average parity and number of births provides a good
approximating for illustrative purposes.

Figure 4.14 shows that the bias caused by the hypothesis of migration is higher than that
caused by differential fertility by vital status, although it is still relatively low. The P/F
ratio method overestimates fertility by slightly less than 2% in states such as DF and ES.
In DF, this is mostly due to high proportion of immigrant women, whereas in ES the bias
is mostly caused by the high fertility differential between immigrants and non-immigrants.
The method underestimates fertility in a few states, such as RR.

Fertility change

The last condition assessed in the sensitivity analysis is that of constant fertility. This is
thought to be the strongest condition required by the method (Moultrie and Dorrington,
2008; UN, 1983).

In general, the condition of the method is that ASFR have remained constant over time.
In fact, if the age group 20-24 is used for calculating the adjustment factor, the requirement
is that fertility for the two first age groups has remained constant in the recent past (see
Equation 4.16). It is common that fertility for the young women remains roughly constant in
the beginning of the fertility transition period, despite rapid decline in old woman fertility.
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Figure 4.14: Sensitivity of the P/F ratio method to migration, Brazilian states, 2010. Source:
IBGE, 2010 Census
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In Brazil, as shown by Figure 4.15, adolescent fertility rates (15-19) increased in the
periods 1980-1991 and 1991-2000, despite the rapid overall fertility decline. Fertility for the
age group 20-24 reduced in the same period, but at a slower pace than the observed for
older ages. Thus, the almost constant fertility for the two younger age groups (increase in
ASFR15-19 offset by a moderate decline in ASFR20-24) between 1980 and 2000, allowed the
use of the P/F ratio method without marked biases (Carvalho, Gonçalves, and L. Silva,
2018). On the other hand, ASFR for these two age groups reduced more than 30% between
2000 and 2010, imposing a strong limitation to the use of the P/F ratio method for this
period.

This issue has been a matter of debate in the past years. Castanheira and Kohler, (2015)
identified the problem of the basic assumption violation for Brazil in 2010 and recommend
that the method be possibly discontinued. Cavenaghi and Alves, (2016) also recognize the
limitations, but argue that the method still presents reasonable results. Carvalho, Gonçalves,
and L. Silva, (2018) discuss several alternatives. The final author’s recommendation is the
use of the adjustment factors for the year 2000 for 2010, with fertility estimated for the
period of reference at about 2.5 years prior to the census.
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Figure 4.15: Map of the TFR by state, for the years 1980, 1991, 2000 and 2010. Source:
IBGE, Censuses of 1980, 1991, 2000 and 2010
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The P/F ratio estimated by the Brass original method (PFB) can be decomposed into two
factors: i) the adjustment factor to correct the reported current fertility rates (P̂F), which is
what the method is trying to estimate; ii) a factor that estimates the effect of fertility change
in the P/F ratio resulting from comparing cohort and period fertility (PFfc). If fertility is
constant over time, this second factor is 1.

PFB︸︷︷︸
P/F ratio

estimated by Brass

original method

= P̂F︸︷︷︸
underreport of

current fertility

effect

× PFfc︸︷︷︸
fertility change

effect

(4.33)

As previously discussed, the P/F ratio method assume constant fertility up to age i used
for the calculation of the adjustment factor, so that fx(t) is constant over time and the P/F
ratio is given by:

PFi(t) =
Pi(t)

F ′i (t)
=

∫ i
0
fx(t) dx∫ i

0
f ′x(t) dx

(4.34)

The second factor of Equation 4.33 calculates the effect of fertility change in the estimate
of the P/F ratio method and is given by the ratio of the observed parity and the true period
fertility rates:

PFi(t) =
Pi(t)

Fi(t)
=

∫ i
0
fx(t− i+ x) dx∫ i

0
fx(t) dx

(4.35)

Following a similar approach used by Schmertmann, Cavenaghi, et al., (2013) to produce
retrospective fertility estimates, let fx(t− i+ x) be defined in terms of current fertility rates
fx(t) and multipliers ρx(t) that relate current (period) and retrospective (cohort) fertility
rates, as follows:

ρx(t) =
fx(t− i+ x)

fx(t)
(4.36)

PFi(t) =
Pi(t)

F ′i (t)
=

∫ i
0
ρx(t)fx(t) dx∫ i
0
fx(t) dx

(4.37)

This ratio is the average ratio of past to present fertility rates, weighted by current
fertility rates. This factor can be calculated if the past and present ratios are available.
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However, this is rarely available in contexts where this method needs to be applied. Thus,
further approximations are necessary to transform equation 4.37 into parameters that can
be estimated more easily.

Equation 4.37 can be approximated further by the ratio between past to present fertility
at the mean age of childbearing up to age i, µi at time t− (i− µi), where (i− µi) indicates
the number of years prior to the census the experience of the cohort i refer to:

PFi(t) = ρµi(t− i+ µi) (4.38)

For example, assuming that (i−µi) = 2.5 for the cohort aged 20-24 in 2000, PF20−24(2000) =
ρ17−21(2000 − 2.5), meaning that it refers to the ratio between fertility rates of the cohort
17-21 in 1997.5.

A calibrated spline estimation procedure that interpolates detailed fertility schedules from
age-group data (Schmertmann, 2014) is used to calculate (i − µi), the average time since
previous births. The ratio between fertility rates of the cohort, ρµi(t− i + µi), is estimated
based on the growth rate of the reported fertility rates between the census under analysis
and the preceding census.

Section 4.3 shows the results of the application of this adjustment to Brazilian data from
1991 to 2010.

Omission of fertility among women under age 15

Finally, the application of the P/F ratio method often uses the traditional age groups of
woman at reproductive ages, from 15 to 49. However, if fertility below age 15 is relatively
high, this may bias the results.

The fertility of women below age 15 are reported in the cumulated parity Pi, but this
will not be taken into account if this group is not included in the calculations for the current
fertility Fi. Thus, the adjustment factor will be overestimated.

For example, the fertility rates below age 15 reported in the 2010 Census in Brazil in
a few states represents around 2% of the fertility rates up to age 24. This means that the
P20−24/F20−24 factor would be overestimated by 2%.

Fertility estimates for Brazil and states from 1980 to 2010 using the
P/F ratio method

As sections below indicate, the only condition that can lead to important biases in the
P/F ratio method in the Brazilian context is that of fertility change. Thus, the complete
sensitivity framework derived in this section can be used in other contexts for to adjustment
the final results of the methods. In this study, however, adjustments are made considering
only this condition.

Figure 4.16 shows the comparison between adjusted an unadjusted TFR estimate by
using the P/F ratio method. The figure shows that the only year when the adjusted TFR
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estimated by the method described above differ significantly from the original proposition
is 2010. The adjusted rate consistently reduces fertility estimates for 2010. Is a few other
cases, this occurs for other years as well, such as RR in 2000. For 1980, since there is no
information on past fertility rates, both estimates are equal.
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Figure 4.16: Comparison between adjusted an unadjusted TFR, Brazilian states, 1980, 1991,
2000 and 2010. Source: IBGE, Censuses of 1980, 1991, 2000 and 2010

4.17 shows the TFR by state, for the years 1980, 1991, 2000 and 2010 calculated by the
P/F ratio method, using the adjustment ratio for the age group 20-24 (P2/F2).

The map indicates that fertility has declined steadily from 1980 to 2010. The TFR for
Brazil, calculated by the P/F ratio method declined from 4.36 in 1980, 2.88 in 1991, 2.35
in 2000 and 1.71 in 2010. The regional differentials remain, despite the generalized fertility
decline in all states.

Conclusion

Brazil has made impressive improvements in the quality of its CRVS systems in regard to
birth counts since the 1990s. These improvements impose a greater use of these data to con-
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Figure 4.17: Map of the TFR by state, for the years 1980, 1991, 2000 and 2010. Source:
IBGE, Censuses of 1980, 1991, 2000 and 2010

duct fertility estimations, which have been done traditionally by using indirect demographic
techniques.

On the other hand, indirect demographic techniques remain relevant for many purposes.
First, this is essentially the only way to estimate fertility for periods when CRVS were still
incomplete. Second, despite improvements, administrative data still have problems in less
developed regions, even for recent periods. Third, indirect demographic techniques, such as
the P/F ratio method, have the advantage of using information from the same data source
to estimate fertility. The use of CRVS also requires an estimated population of women at
reproductive ages, which normally come from censuses. If the completeness of the census
is different from the completeness of registered births, then fertility estimate will be biased.
Finally, the fact that these questions are in censuses and surveys, which tend to have rich
questionnaires, fertility for different population groups, e.g. education, income, migration
and marital status, can be estimated.

This section presented an evaluation of different methods and data sources to estimate
fertility. Based on a sensitivity analysis it also proposes an adjustment for estimating fertility
in the context of adolescent fertility decline.
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4.4 Mortality Estimates for Brazil and States from 1980
to 2010

The study of mortality is relevant for many purposes. First, death rates at all ages form
indicators that are relevant for understanding population health. Mortality rates are also
fundamental part of the demographic dynamics, playing an important role in shaping the
population age structure, particularly at old ages.

In Brazil, mortality estimates have been also relevant for targeting population groups
and prioritizing actions and investments necessary to face and detain infant mortality (M.
Costa et al., 2001) and non-communicable chronic diseases in adults (Malta et al., 2011).
Furthermore, official estimates of life expectancy, published annually by IBGE, have also
been used as one of the parameters to define social security benefits, through an adjustable
formula (“fator previdenciário”). Inequalities in the life expectancy between different social
groups and regions have been subject of much debate on the inequalities of the Brazilian
pension system and the proposed pension system reform, as well (A. T. R. Oliveira, 2017;
Ribeiro and F́ıgoli, 2008).

Likewise fertility, CRVS should be the main data source for mortality estimation. How-
ever, there are also coverage and quality problems with them in developing countries. A
relatively small number of this countries have high quality registration of deaths and census,
imposing difficulties to mortality estimation in these contexts (Timæus, Dorrington, and
Hill, 2013).

There are numerous proposals to overcome these limitations. Indirect demographic tech-
niques based on questions in censuses and surveys and those that make use of the coherence
between demographic parameters have prevailed.

Demographers have used methods for mortality estimation that either estimate mortality
rates independently from registered deaths or that estimate the completeness of registered
deaths, which are further corrected so that mortality rates can be calculated.

Methods for calculating mortality rates without making use of registered deaths often
treat infant and adult mortality separately.

Indirect methods for estimating infant mortality are normally based on reports of mother
about their children and their surviving status. They can be based on information about
the full birth history of woman, where they are asked about live birth, the date of the birth,
and, if the child has died, their age at death, or only aggregate information on children ever
born and surviving children, as a summary birth history. Full birth histories are usually
collected in detailed household surveys, such as the DHS, whereas summary birth histories
are oftentimes also included in censuses as they require a reduced number of questions (Hill,
You, Inoue, et al., 2012; R. Silva, 2012)

Methods for estimating adult mortality without using registered deaths vary significantly
in terms of methodology and data required. The essence of these methods is to derive
mortality measures based on questions to survey and census respondents about close relatives,
household member or other network relationships, such as friends. The leading approach on
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this matter is the sibling survival method, which asks respondents questions about their
sibling, including their vital status (Gakidou and King, 2006; Masquelier, 2012; Trussell and
Rodŕıguez, 1990 Nov-Dec). Adult mortality can be also estimated based on information
about orphanhood and widowhood (UN, 1983). Questions on recent deaths in the household
have been also used to estimate mortality at all ages (Queiroz and Sawyer, 2012).

There has been considerable disagreement about mortality estimates in Brazil, particu-
larly for subnational levels. Mortality estimates using different methods and data sources
have led to inconsistent results. Schmertmann and Gonzaga, (2018), for example, have re-
cently produced mortality estimates that differ enormously from the official estimates pub-
lished by IBGE (IBGE, 2013c). Schmertmann and Gonzaga, (2018) find, in general, higher
life expectancy than IBGE in the more developed states and lower life expectancy in the less
developed states. They also find higher variability in the less developed states, and much
narrower prediction interval for the more developed states. The main methodological pro-
cedures of both sources are discussed below, as well as their main limitations and possible
sources of the divergences.

Official estimates of infant mortality have also been challenged for the last two decades.
Inconsistencies in estimates produced by IBGE of infant mortality have been reported
(Szwarcwald, 2008; Szwarcwald, Leal, et al., 2002; Szwarcwald, Morais Neto, et al., 2010),
that uses indirect demographic techniques, such as the surviving children Brass method.

This section discusses different possibilities for estimating mortality and completeness
of death counts in Brazil, to be further used in combination in the integrated model for
population estimates.

Infant and child mortality

Infant and child mortality in Brazil have been historically estimated by using indirect demo-
graphic methods, since the quality of information on infant deaths and live births were poor
until very recently.

Vital statistics have improved significantly in the last two decades and official estimates
of infant mortality, and particularly the indirect demographic methods used, have been
challenged. (Szwarcwald, 2008; Szwarcwald, Leal, et al., 2002; Szwarcwald, Morais Neto,
et al., 2010).

If reliable CRVS systems are available, infant mortality is calculated simply by taking
the ratio between the infant deaths in a year and the live births in that same year.

IM(t) =
B(t)

D0(t)
(4.39)

where IM(t) is the infant mortality rate for year t, B(t) is number of live births in year t
and D0(t) is the number of infant deaths in the same year.

As discussed in the previous section 4.3, Brazil has currently two administrative record
systems that collects information of birth counts: the CR and the VS, which have improved,
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but still have problems such as under-registration and late registration, particularly in less
developed regions.

Similarly, two systems are available for collecting death counts data: CR and the VS,
called SIM. These also have coverage and quality problems, and since completeness of regis-
tered infant deaths is usually lower than completeness of registered live births, infant mortal-
ity calculated directly in contexts of lack of comprehensive CRVS systems is usually biased
downwards.

The “proactive search” survey, discussed in the previous section (4.3), was carried out
to search for unregistered vital events with the main objective of calculating a measure of
infant mortality alternative to indirect demographic methods. The following section briefly
discusses the main findings of the study, as published by (RIPSA, 2013) 10.

Proactive Search estimates of underregistration of infant deaths and infant
mortality

The main idea of the estimation procedure used by the “proactive search” study is to adjust
live births and infant death counts and then calculate infant mortality based on equation
4.39.

Figure 4.18 shows the under-registration of infant deaths (below age 1) by state for the
years 2000 and 2010. The map shows a remarkable improvement in the completeness of the
SIM for infant deaths. The underregistration of infant deaths of the SIM reduced from 26%
to 15% in ten years.

The map also shows the great regional disparity in the country. Whereas several states
already had near complete report of infant deaths in 2000, in states like MA only 1/3 of
infant deaths were reported. In PI, less than 50% of the deaths were reported in the same
year. Regional inequalities persist in 2010, and 35% of infant deaths were still not registered
in MA, but differences have reduced.

When Figure 4.18 is confronted with the map that show the underregistration of live
births (Figure 4.13), it becomes clear that, in fact, infant deaths are more underreported
than births.

These estimates lead to the infant mortality rates shown in Figure 4.19. According to
these estimates, Infant Mortality Rate (IMR) declined from 26%� to 16%�, an impressive
decline of almost 40% in only 10 years.

As expected, the poorest states, mostly in the North and Northeast regions, have had
the highest infant mortality rates. In 2000, all the states in the Northeast had IMR higher
than 30%�, whereas in the more developed states IMR was close to 15%�. MG and RJ were
the states with the highest IMR in the South and Southeast regions for both years. Ceará
(CE), PE and Rio Grande do Norte (RN), all from the Northeast region, are examples of
states that have reduced IMR more than the national average and thus changed position in
the ranking by state of this indicator.

10For a brief methodological description of the study, refer to section 4.3
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Figure 4.18: Map of the under-registration of infant deaths by state estimated by the Proac-
tive Search survey, 2000 and 2010 (in %). Source: RIPSA, (2013)

Brass method for estimating child mortality

In contexts of lacking vital statistics on births and infant deaths, infant and child mortality
have been estimated indirectly. Child mortality is often estimated separately from mortality
at other ages. First, child mortality has gotten special attention since it is recognized as an
important summary indicator of the overall socioeconomic and health status of the popula-
tion. Second, data and methods used to estimate infant mortality tend to be different from
those used to estimated adult mortality.

The Brass method is the leading approach for indirect infant and child mortality estima-
tion. The basic idea of the method is to estimate infant mortality based on the proportion of
surviving children among the children ever born by age of the woman. The information re-
ported by young woman would reflect the infant mortality for a more recent period, whereas
the older mothers would report the average mortality experience of their children up to a
longer period. (Brass, 1964; Brass and Coale, 1968; UN, 1983).

The information required for the use of the method is part of the summary birth history,
which contains data on children ever born and surviving children. Information on children
ever born is often collected by questions such as: “How many children born alive have you
had?”. This question is usually followed by question on the number or children alive or
dead at the reference date of the census, such as “How many children born alive have died
before the census date?” or “How many of the born alive children are still alive?”. Brazilian
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Figure 4.19: Map of infant mortality by state estimated by the Proactive Search survey, 2000
and 2010 (per thousands). Source: RIPSA, (2013)

censuses have had these question since 1940. There have been a few changes in the way
this information is collected, mostly to follow recommendations on how to reduce error, for
example by asking specifically separately about the number of children by sex or by asking
specifically about those who still live in the household or elsewhere.

Information for very young women is thought to be more subject to reporting problems.
Furthermore, children of young mothers experience higher mortality. Since the proportion of
births from this cohort is usually small, this group is often disregarded in the analysis (UN,
1983).

With this information, the proportions of surviving children by age of the mother at
different ages provide mortality estimates between birth and several ages. Brass, (1964)
found that the proportion of children dead and the probability of dying up to a certain age
is strictly related to the fertility schedule.

For example, the proportion of children dead for the age group 15-19, corresponds ap-
proximately to the probability of dying between birth and age 1, 1q0. The following six age
groups correspond to the probably of dying from birth up to the ages 2, 3, 5, 10, 15, 20
respectively. Since these are only approximations, adjustment factors based on the parity of
the first age groups are used (Brass, 1964; Hill, 2013; UN, 1983).

In practice, Pi(t) is given by the average parity reported in the census at time t by women
aged i:
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Pi(t) =
CEBi

Ki(t)
(4.40)

where CEBi is the number of children ever born to women aged i and Ki is the number of
women from the age enumerated in the same census.

The proportion of children dead, Di(t), is given by:

Di =
CDi

CEBi

(4.41)

where CDi is the number of children dead born to women aged i and CEBi is the number
of children ever born to women from the same age group in the same census.

The method has thus two main assumptions: fertility and childhood mortality have
remained constant in the recent past. If fertility has been changing, the ratios of average
parities obtained from the census will not represent the experience of any cohort of women
and will not provide a good idex of the distribution in time of the births to the women of
each age group (UN, 1983).

Figure 4.20 shows the IMR estimated for Brazil from 1980 to 2010 by using the Brass
method. One of the main advantages of this technique is that it can combine information for
different censuses to produce trends. This also allows for checking the consistency between
estimates from different censuses. The figure shows that estimates from different censuses
tend to be consistent. It also shows steep decline in infant mortality over the period under
analysis.

Figures 4.21 and 4.22 show the estimated IMR by using the Brass method for the five-
year periods between 1980 and 2010. The two sets of maps are in different scales to facilitate
visualization of regional differentials.

The results confirm the rapid IMR decline in all Brazilian states since the 1980s. The
results of this methods seem to indicate a greater convergence in infant mortality than the
indicated by the “proactive search” results. It also indicate lower levels of infant mortality
for the recent past.

The main assumptions of the method (constant fertility and mortality) are violated for the
entire period under analysis. Future work should conduct a sensitivity analysis to evaluate
to what extend these violations may be biasing the results.

Adult Mortality

The estimation of adult mortality can be performed by estimating mortality indicators di-
rectly based on questions in censuses and surveys, or by adjusting the death counts and then
calculating mortality.
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Figure 4.20: Infant mortality rate by year estimated by Brass method, (per thousand).
Source: 1991, 2000 and 2010 censuses
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Figure 4.21: Map of infant mortality by state estimated by Brass method, 1980-1995 (per
thousands). Source: 1980, 1991, 2000 and 2010 censuses
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Figure 4.22: Map of infant mortality by state estimated by Brass method, 1995-2010 (per
thousands). Source: 1980, 1991, 2000 and 2010 censuses

Evaluation of registered deaths

Registered death counts are subject to coverage and quality problems. Coverage refers
to underregistration and late registration, whereas quality problems refer to errors in the
information of registered deaths, mostly related to the reporting of age, such as unknown
age and age misstatement.

Figure 4.23 shows the proportion of unknown age in the deaths informed to the SIM by
year and state, from 1979 to 2016. The proportion of unknown ages in Brazil was less than
1% up to 1989. This proportion increased in 1990 and remained relatively high until 1998.
It has declined consistently since then.

The trend for the states has followed the same pattern. The proportion of deaths of
unknown ages seem to have no correlation with the socioeconomic status of the state. For
example, RJ is the state with the highest proportion of unknown in the last decade. The DF
is another example of a rich state with high proportion. On the other hand, AP, AL, Sergipe
(SE), AC are poor states in the North and Northeast regions that have low proportion of
unknown reported ages.

Figure 4.24 shows the pyramids of the registered death counts (excluding deaths at age
0) by sex for the years 1980, 1990, 2000 and 2010. The median age at death has increased,
with more deaths concentrated at older ages, as a result of population aging and mortality
decline. It is clear some age heaping for ages ending in 0 and 5 for the years 1980 and 1990.
Age heaping reduced in 2000, appearing mostly at ages 60 and 70. In 2010, this problem
nearly disappears.

Section D.1 in the Appendix D shows the population pyramids of the death counts for
all states for the years 1980, 1990, 2000 and 2010.

Age heaping in death counts for Brazil and the states can be summarized by measures
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Figure 4.23: Heatmap of the proportion of unknown age in the registered deaths by year
and state, 1979-2016 (in %). Source: SIM

such as the Spoorenberg Index, described in Section 4.2. Figure 4.25 shows the trend of
the Spoorenberg Index for the entire series of the SIM. The great improvement in the age
reporting of deaths took place between 1980 and mid 1990s. It has improved since then, but
the index already at low levels. There has been more pronounced attraction for terminal
digits among females than males.

The Spoorenberg Index by state is shown in Figure 4.26, which confirms the higher indices
for females. The figure also shows the overall improvement for all states. Furthermore, the
graph shows that the age heaping problem has been concentrated in states of the North and
Northeast regions.

Another way to assess the quality of the VS system (SIM) is by comparing the number
of registered deaths with those informed to the CR system. Figure 4.27 shows the ratio
between the total registered deaths in the CR and the VS, by year, sex and state. Most of
the states in the South and Southeast regions have had, since the beginning, very similar
figures in both systems. For the other states, the CR reported more deaths until 2000 and
since then the VS have had higher coverage.

Figure 4.28 shows the same ratio for Brazil, disaggregated by age. This analysis is relevant
to assess the hypothesis often adopted that the underregistration is nearly constant after a
certain age. The figure shows that at least one of the systems violates the assumption of
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Figure 4.24: Pyramid of the registered death counts by year and sex, 1980, 1990, 2000 and
2010. Source: SIM

constant completeness by age. The CR has higher coverage at old ages, whereas the VS
captures more deaths at younger ages, particularly children.

In addition to this descriptive analysis, there are other two ways to evaluate the com-
pleteness of registered deaths: direct and indirect.

The same studies that estimated completeness of birth counts, did it for death counts as
well, by using the same methodology (see section 4.3).

Figure 4.29 shows the under-registration of deaths by state according to both the (CR
and VS) for 2015. These were calculated by using the capture-recapture study described
in section 4.3 Trindade, L. F. L. Costa, and A. T. R. Oliveira, (2018). The results show
that there are still limitations in both systems and regional inequalities in the registration
of births persist. The under-registration of deaths in the CR is higher than that of the VS,
particularly for the states in the North region, and a few in the Northeast, such as MA and
PI. The explanation for that is the same as for the births, that is there difficulties to access
the registry offices in these states.

The “proactive search” survey also estimates the underregistration of adult deaths in
the SIM, which are shown in Figure 4.30. Again, the less develop states have the highest
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Figure 4.25: Spoorenberg Index for the registered deaths, by year and sex, 1979-2016. Source:
SIM

underregistration of deaths. The almost complete coverage of registered deaths shown in
the maps for the states of the South, Southeast (except MG), MS and DF is partially an
artifact of the method used. Previous evaluation studies indicates that these states has
almost complete coverage, which were assumed to be true in the publication of RIPSA,
(2013). Results of the capture-recapture study (4.29) shows that these are indeed among the
states with highest quality of registered deaths, but there is a more subtle difference between
them and the other states.

Death Distribution Methods for estimating completeness of registered deaths

DDM are one of the most used demographic techniques to estimate adult mortality, through
the estimation of the under-registration of deaths relative to census undercount. These
methods were built on the demographic knowledge about the relationships between the
distribution of deaths, the population age structure and the rates of change in populations.

This set of methods can be divided into two major approaches: i) the Growth Balance
methods and ii) the SEG methods.
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Figure 4.26: Spoorenberg Index for the registered deaths, by year, sex and state, 1979-2016.
Source: SIM

General Growth Balance (GGB) methods

The Growth Balance method was first proposed by Brass, (1975) based on the relationships
observed in closed and stable populations. When this is the case, the population growth rate
is constant for all age groups (r = rx = rx+) and the completeness of registered deaths, δ,
which is assumed to be constant by age, is given by the slope of the following relationship:

Kx(t)

Kx+(t)
= r +

1

δ

Dobs
x+(t)

Kx+(t)
(4.42)

whereKx(t) is the observed population in the age group x at time t, Kx+(t) is the population
at time t aged x years old and over and Dobs

x+(t) is the observed death counts of people aged x
and over. Notice that this approach assumes no error in the census counts: Kx(t) = Kobs

x (t).
Hill, (1987) and Preston and Hill, (1980) propose a variation of this method that makes

no assumption of stability and is based on the intercensal comparison of two successive age
groups. The main difference between the two approaches is that Hill, (1987) uses the the
growth rates of the same age groups (robsx ) in order to avoid instability due to age misreporting
errors existing in the censuses, while the Preston and Hill, (1980) approach, compares the
same cohort in two different periods of time (robsc ).
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Figure 4.27: Ratio between registered deaths in the CR and the VS, by year, sex and state,
1984-2016. Source: CR and SIM

A by-product of these techniques, in addition to a measure of completeness of registered
deaths, is an estimate of the relative coverage of two consecutive censuses

(
α(t2)
α(t1)

)
, which is

assumed to be constant by age.

Kobs
x (t)

Kobs
x+ (t)

− robsx = κ+
1

δ

Dobs
x+(t)

Kobs
x+ (t)

(4.43)

where κ is the “error” in the calculated growth rate, represented by a change in census
coverage between two consecutive censuses. More specifically, this equation can be rewritten
as:

Kobs
x (t)

Kobs
x+ (t)

− robsx =
1

t
log

α(t2)

α(t1)
+

1

δ
√
α(t2)α(t1)

Dobs
x+(t)

Kobs
x+ (t)

(4.44)

SEG methods

The second group of DDM are represented by the SEG approaches. They make use of the
observation that the number of people of a given age alive at a point in time must be equal
to the number of people of that cohort who die from that point in time onward (Timæus,
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Figure 4.28: Ratio between registered deaths in the CR and the VS, by year, sex and age,
1984-2016. Source: CR and SIM

Dorrington, and Hill, 2013). In a stationary population, as in a life table, this means that

lx =
w∑
a=x

da.

Preston, Coale, et al., (1980) proposed a method to estimate the completeness of regis-
tered based on this relationship for stable populations, with a constant growth rate, r:

Kx =
1

δ

w∫
a=x

Dobs
a er(x−a)da (4.45)

Bennett and Horiuchi, (1981) extended this method for non-stability contexts by accom-
modating the idea of differential growth rates by age, rx:

Kx =
1

δ

w∫
a=x

Dobs
a e

a∫
x
r(u)du

da (4.46)

This method can also be adjusted by differential census coverage. Bennett and Horiuchi,
(1981) propose an iterative adjustment until until the slope of the curve of the completeness
by age is zero. This issue can also be addressed by combining the differential census coverage
calculated by the GGB method, adjust the census data and then apply the SEG method.
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Figure 4.29: Map of the under-registration of deaths data source (CR and VS) and state,
2015 (in %). Source: Trindade, L. F. L. Costa, and A. T. R. Oliveira, (2018)

One of the most discussed issues in the practical applications of the methods is the choice
of the age groups to be used. The section below will discuss some findings about this choice.

Sensitivity Analysis of DDM

DDM assume that the population is closed, the completeness of censuses and death regis-
trations are constant by age and there is no age misreporting. In practice, these methods
are more sensitive to some assumptions than to the others (Hill, You, and Choi, 2009).

Although widely recognized in the literature, only a handful of papers have tried to
measure the impacts of the violation of the assumption in the results Dorrington and Timæus,
(2008), Hill, You, and Choi, (2009), and Murray et al., (2010).

Hill, You, and Choi, (2009) find that the methods perform well in the presence of typical
patterns of age misreporting. The GGB approach is more sensitive to this kind of error.
Another important finding is that all methods are extremely sensitive to migration. The
GGB and the combined GGB-SEG underestimate coverage in the presence of immigration,
whereas the SEG overestimates coverage. They do the opposite in populations affected by
emigration (Hill, You, and Choi, 2009).

The studies that have conducted sensitivity analysis of the DDM recommend different
age trims and combinations of the methods. Dorrington and Timæus, (2008) recommend
the use of the SEG with the delta adjustment for difference in census coverage. (Hill, You,
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Figure 4.30: Map of the under-registration of deaths by state, 2000 and 2010 (in %). Source:
(RIPSA, 2013)

and Choi, 2009) indicates that the best strategy based on the error patterns they analyzed
is to combine the GGB and SEG methods, by first adjusting for the estimated change in
census coverage from GGB, and then applying SEG. They also recommend the use of the
age range 5+ to 65+ for fitting purposes, but they also indicate that applying either the
GGB or SEG to the age range 30+ to 65+ reduces the effect of migration and the biases in
the results. Murray et al., (2010) propose a different age trim for each method (SEG 55–80,
GGB 40–70, and GGBSEG 50–70) and recommend the use of the median result across the
three methods. The authors also the indicate that uncertainty around relative completeness
of registration is likely to be at least ±20%.

These papers calculate the sensitivity of mortality estimated using these methods to de-
viations from their main assumptions by using simulations. These studies have produced
important results about the performance of the methods under violations of different as-
sumptions, but they have not provided a framework to be used more broadly to identify the
impact of different sources of biases. There are still no suitable ways to evaluate the sen-
sitivity of these methods to assumptions other than those selected in these studies. Future
work should develop a more comprehensive framework for evaluating the sensitivity of the
methods to varies assumptions, which could be then used for adjusting the results.
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Results of completeness of registered deaths for Brazil and states using DDM

Figure 4.31 shows the map of the completeness of registered deaths by state, sex and year, for
both the CR and VS systems. These are estimated by the combined GGB-SEG methods.
The under-registration is higher in the states of the Northeast region. The results have
some inconsistencies, as well. For example, there are several states with more than 100% of
completeness.

This could indicate that census undercount is higher than underregistration of deaths.
In the more developed states in the South and Southeast regions, where CRVS are nearly
complete, and there are problems with the censuses (as shown in Section 4.2 ), adjustment
factor greater than one are expected. However, factors greater than one for states in the
North region for the period 1990-2000, for example, are more likely to be indicating violations
of the main assumptions of the methods.

DDM provide relevant results for the evaluation of completeness of registered deaths,
particularly for those years with no alternative information for that purpose. However, they
should be interpreted and used carefully. For subnational levels in Brazil, all assumptions
required by the methods are likely to be violated. Section 4.5 shows that population of
Brazilian states are far from being closed. Section 4.2 shows that Brazilian census have
coverage problems, which vary by year, state, age. Finally, the results presented below
(Section 4.4) indicate that completeness of registered deaths is probably not constant by
age.

Mortality estimation from deaths in the household

The question about the existence of a recent death in the household has been included in at
least 70 censuses in all regions of the the world, such as Latin America (e.g. Brazil, Bolivia
and Paraguay), Sub-Saharan Africa (e.g. Nigeria, South Africa, Rwanda) and Southeast
Asia (e.g. Vietnam, Indonesia).

This information has some advantages over others used to estimate mortality, which are
mostly related to the fact that it often collected in censuses, which normally does not have
implicit sampling errors. Furthermore, numerator and denominator come from the same
source and mortality inequality can be estimated according to different characteristics of the
household also collected in the censuses, for instance income, rural/urban classification and
access to water supply and sanitation. This is also the only information collected in censuses
and surveys that provides mortality estimates for all ages (Queiroz and Sawyer, 2012; UNSD,
2004).

Despite the availability and the potentialities, these data has not been much used, al-
though some successful applications have been performed in China (Banister and Hill, 2004),
Brazil (Queiroz and Sawyer, 2012) and Sub-Saharan African countries: Cameroon (Bangha,
2010), Lesotho and Botswana (K. Thomas and Hill, 2007).

The lack of a more extensive use of the household deaths is partially due to the limitations
of the data (Hill, Choi, and Timæus, 2005). Potential sources of bias in this information are
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related to the confusion about how to report deaths in the case of the disintegration of the
household due to a death or when people are seen as belonging to more than one household
(Dorrington, Timaeus, and Gregson, 2006). More importantly, under-reporting inevitably
results from households with no survivors to report the death. This is particularly clear
in one-person households, where the death, by definition, cannot be reported. This bias is
likely to be differential by age, being higher at older ages, in which one-person households
are more prevalent (Dorrington, Timaeus, and Gregson, 2006; UNSD, 2008). As a result of
this main limitation, Queiroz and Sawyer, (2012) claim that household deaths reported in
the 2010 Census in Brazil represent a good picture of the age structure of mortality, except
for the older age groups.

This section discusses the results of mortality estimates based on the question in the
household in the 2010 Census in Brazil. Census interviewers asked about the occurrence
of deaths of residents in the previous 12 months before the census, by asking the question:
“From August/2009 to July/2010, did any person who used lo live in this household pass
away?”. Sex and age of the deceased was also asked by the census interviewer. The question
was asked to 51 million non-institutional households in Brazil and captured more than 1
million deaths.

First, this section explores the results of the reported deaths, by comparing them with the
deaths informed to the VS system(SIM). Second, an adjustment is proposed to correct for
the main source of bias of this information, the impossibility to capture deaths from single-
person households. Finally, mortality indicators are calculated based on the adjustment
proposed.

The adjustment method proposed in this section builds on the existing literature about
corrections for selection biases in the sibling survival method, such as the resulting from
the fact that some sibships are not observed (Gakidou and King, 2006; Masquelier, 2012),
in addition to the recent works on the network reporting framework for estimating adult
mortality (Feehan, Mahy, and Salganik, 2017).

The underlying idea of proposed adjustment is to reconcile the numerator (reported
deaths) with the denominator (population exposed to the risk of dying).

The first adjustment, perhaps obvious, but often neglected, is to exclude from the de-
nominator the population living in households where the question about household deaths
was not asked, for instance people living in institutions.

The second adjustment intends to correct for the bias of under-reporting as a result of
households with no survivors to report the death. The lack of this information on death in
single-households clearly bias mortality estimation downward, since part of the population
at risk is still being reported, although the deaths are not.

One way of adjusting for this bias would be through the estimation of the deaths that
occurred in households in which all members died. Assuming that the joint probability of
dying of all household members within a year is significantly low for households with two
or more members, the proposed adjustment focuses on the estimation of the deaths that
occurred in one-person households only.
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Alternatively, instead of trying to estimate the deaths in households with no survivors,
this section proposes an adjustment in the denominator, which is the exposed-to-risk popula-
tion. A more consistent denominator for the mortality rate would be the one which removes
the population exposed to the risk in one person-households estimated a year before the
census. Note that the new population estimate excludes not all on-person households in the
census, but only those with no deaths reported. The main assumption in this procedure is
that mortality does not vary significantly by household size.

The näıve mortality estimation for the year before the census by age and sex group
(Mx), which has been usually calculated, is given by the total number of reported deaths
(Dx) divided by the population in the same group counted in the census (Kx):

Mx =
Dx

Kx

(4.47)

The adjusted mortality estimation is given by:

M ′
x =

Dx

K ′x
=

Dx

Kx + 0.5Dx −Koph
x

(4.48)

where K ′x equals the population enumerated in the census (Kx) plus half of the reported
deaths (0.5Dx), minus the population at time in the census living in one-person households
with no reported deaths in the 12 months period prior to the census (Koph

x ).
To test the accuracy of this adjustment, the next section presents the results for the 2010

Census in Brazil, which has relatively reliable mortality estimations using different data
sources, which are used for comparison. In addition to compare to the official mortality esti-
mations for the country as a whole, the adjusted mortality estimations can be also compared
to the mortality calculated using vital registration in states where this information is known
as of good quality.

To test the accuracy of this method, unadjusted and adjusted mortality rates are com-
pared with official mortality estimates. Figure 4.32 shows this comparison with official es-
timates published by IBGE, which are calculated using vital registration data and adjusted
for undercount of deaths using indirect demographic techniques (IBGE, 2013c).

The comparison shows that mortality rates estimated using the adjustment method pro-
posed in this section are much closer from the official estimates than the unadjusted rates.
For females, mortality rates practically coincide with official estimates for all age groups
above 25 years old, whereas the unadjusted estimates diverge from the “true” value as age
increases. It should be noticed that, since the official estimates correct the registered deaths,
this information is also subject to errors. It is worth mentioning that household deaths in-
formation appears to overestimate mortality among children and young adults from 5 to 25
years old.

Figure 4.33 shows the estimated adult mortality (45q15) calculated based on the question
on household deaths for the 2010 Census, adjusted by the procedure described above. The
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Figure 4.32: Mortality rates by age sex and estimation method compared with official esti-
mates. Source: 2010 Census

figure shows low mortality for developed states, such as DF, SP, SC, but also indicate that
a few states in the North and Northeast regions may also have low adult mortality, such as
PI, CE and RN. The state of AL has high mortality for both male and female populations.
RJ seems to have high adult mortality, particularly among females.

This section has proposed a method to adjust for bias on recent deaths in the household
reported in censuses. Application for Brazil shows that the adjustment greatly improves
mortality estimations, particularly at old ages, resolving one of the main limitations of this
information. The application of the proposed method to estimate mortality in Brazil show
figures extremely consistent with other information available, showing no need to further
adjustments. For other contexts, however, adjusted mortality rates might need additional
corrections, which could be accomplished by the existing methods for assessing and adjusting
completeness of deaths counts from vital statistics. In this case, since these methods normally
assume constant adjustment factor over age, the method proposed in this paper will still be
useful as it corrects for the underreported biases by age.
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Figure 4.33: Adult mortality (45q15) by sex and state, 2010 (in %�). Source: 2010 Census

Estimation of adult mortality from maternal orphanhood

Orphanhood methods estimate mortality based on questions about the vital status of the
father or mother of the respondents. This section concentrates on the a analysis of maternal
orphanhood, since this is the only information collected in Brazilian censuses. This informa-
tion is present in censuses with questions such as “Is your mother alive?”. This question is
simple, easy to answer and is may be less subject to errors than other questions used with
a similar purposes, as those about siblings. This makes it easier to include such a question
on a questionnaire of censuses rather than in surveys.

The 1980 and 1991 censuses in Brazil had this question, but the 2000 Census did not
includ it. This question is present again in 2010. The main purpose of this question was to
reconstruct families cohabiting the same holsehold. However, it offers a great opportunity
for estimating mortality as well. These data have never been used to estimate mortality.
This will be particularly useful to shed some light on the regional inequalities in mortality
and compare with other mortality estimates.

The principle of this method is similar to that of the Brass method for estimating child
mortality. In this case, the proportion of mother dead is a measure of mortality between the
age at which the mother gave birth and the age of the respondent at the date of the survey.
The latter tends to be a very precise measure, whereas the former can be approximated by
the average of the age difference between mother and child in the population 11. Results

11Note that this is different from the mean age at childbearing
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for different age groups give a measure of mortality in different periods in time, allowing for
time trend estimates of adult mortality. The conversion of distinct measures of survivorship
into a single mortality indicator and the further time allocation depends on the choice of a
life table.

The results of the application of this method is an estimate of female adult mortality,
such as 45q15. This information can be combined with infant mortality estimates, such as
that discussed in section 4.4 using relational models.

The limitations of this method are closely related to the limitations more extensively
discussed in the literature for the sibling survival method. Only adults who have living
children are reported, and adults with more children are over-represented. However, the
results of the method will be unbiased if mortality does not vary by the number of living
children.

One of the advantages of this method is that it requires no assumption on closed popu-
lation, which may be relevant to the context of estimating subnational mortality in Brazil.
However, the interpretation of these results should be taken with care, particularly for states
with high migration, as the parents may not live in the same place as their children.

The average age difference between the mother and the child, called here mean age of
maternity, is an indicator of the average age at which mothers begin their exposure to the
risk of dying. This is given by the average of the age of woman giving birth 12:

M =

45∑
x=15

5Bx(x+ 2)

45∑
x=15

5Bx

(4.49)

where 5Bx is the number of births in the 12 months prior to the census reported by women of
age x and (x+ 2) represents the midpoint of the age group, with a 6 month shift to take into
account that mothers were, on average, six months younger when they had their children
than the reported age in the census.

The value of M is used in combination with the proportion of surviving mothers by
age group to produce estimates of the conditional probabilities of survival between age 25
and 25 + n, where n is the upper limit of the respondent age group, np25. The regression
coefficients used are those proposed by Timæus (1992) and presented in Timæus, (2013b).

Once the probabilities np25 are estimated, the adult mortality measure of interest, in this
case 45q15, which represents the probability of dying between ages 15 and 60, are calculated
by finding a correspondent model life table. In this study, the Coale and Demeny West life
table is used (Coale and Demeny, 1966).

Finally, the estimates are located in time, since the probabilities for different age groups
refer to estimates of distinct points in time.

12This measure is not weighted by the age structure of the population, as the mean age of childbearing.
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Results for both the 1991 and the 2010 censuses show a rapid decline in mortality in the
period close to the censuses. This is probably indicating an underestimation of survival of
women reported by children aged 5 to 15. This information is problematic, as this group is
probably not reporting the maternity survival themselves, which, among other causes, could
bias the results. Thus, the trend of mortality change was adjusted excluding this first three
groups. The adult mortality calculated fo Brazil by using this procedure is consistent with
official mortality estimates for the same years.

4.34 shows the estimated 45q15 by combining information from the 1991 and 2010 cen-
suses by state and year. The map show a reduction in mortality over time. The regional
differentials are consistent with those indicated by the previous section. The results show
relatively low mortality in states in the South and Southeast regions, as well as the three
states in the Northeast: RN, CE and PI.
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Figure 4.34: Map of adult mortality (45q15) by year and state (in %�). Source: 1991 and
2010 Demographic censuses

Conclusion

This section presented a comprehensive evaluation of available methods to estimate mortality
and completeness of registered deaths in Brazil and states. Several results were produced
and these will be used in combination in the next chapter (5) to produce mortality estimates
with uncertainty measures.
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4.5 Migration Estimates for Brazil and States from
1980 to 2010

Migration is probably the most difficult piece to measure in the balancing equation, due to
the lack of administrative data.

Indirect demographic techniques have been used to estimate international migration, for
instance by using intercensal residual methods or by including surveys and census questions
about relatives or household members living abroad (Hill and Dorrington, 2013).

Information about the migration status of the population is also collected regularly in
censuses, which identify the non-native population. This information, combined with the
country of origin, allows an estimation of the stock of immigrants and emigrants. These
estimations are done for Latin American countries, for instance, in the context of the project
entitled “Investigation of International Migration in Latin America” (IMILA). This project
collects information on immigrants in several Latin American censuses, and also captures
similar information from the United States and Canada censuses (Pizarro and Villa, 2005).
Questions about the place of residence one or five years before the census date are also
collected in some countries and provide an estimate of recent immigration flow.

Internal migration flows are better captured by censuses than international migration,
because it is possible to estimate both in-migration and out-migration using the same data
source 13.

Brazilian censuses have a rich history of questions about migration, such as place of birth,
duration of residence in the location where the respondent was enumerated, place of previous
residence and place of residence five years preceding the census.

The latter question has been asked in Brazilian censuses since 1991 and is relevant for
estimating quinquennial migration flows, which is further used for population projections.
This question was also included in the 1996 and 2007 population counts. The advantage of
the 1996 Count over the censuses is that all the question were asked for the entire population,
whereas in the the census this question has been in the long form and the results are subject to
sampling errors. However, as discussed in Section 4.2, the 1996 Count had serious problems
of coverage, and it is likely that they were differential by state and population groups. The
2007 Count, in addition to coverage problems, was only a partial count of the population,
which prevents analysts from calculating migration flows, due to the lack of information on
in-migration for certain states.

Note on migration rates

Demographers have calculated demographic rates for spatial and temporal comparisons.
Even though absolute numbers may be useful for some purposes, rates that take into account
the population exposed to the risk are often more meaningful for these comparisons. Since

13The terms “immigration” and “emigration” are used here for international migration, whereas the terms
“in-migration” and “out-migration” are used for internal interstate migration (Haupt, Kane, and Haub, 2011)
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demographic events tend to differ significantly, for instance, by age and sex, rates are also
calculated for these different population groups.

As opposed to mortality rate, which has a clear definition (number of deaths over the
number of people at risk of dying), migration rates are more complicated and can be ambigu-
ous. First, there are several definitions of migration, for instance depending on the period
under analysis. Second, population used in the denominator are not precisely the population
“at risk” of migrating, particularly for immigration and in-migration rates.

Migration rates will always involve a number of migrants in the numerator and a popu-
lation in the denominator. The definition of the rates will be given on a case-by-case basis
according to the available information for both pieces.

International Migration in Brazil from 1980 to 2010

Brazil had been historically a receiving country, with the number of immigrants exceeding
the number of emigrants. There is evidence that this has changed in the 1980s, when Brazil
shifted from positive to negative net migration (Carvalho, 1996; A. T. R. Oliveira, 1996).
Emigration was initially to the US and then to certain European countries, such as Portugal,
the UK, Spain, Italy, and Japan. Despite the predominance of emigration flows, immigration
from neighboring countries such as Bolivia and Paraguay was also observed starting in the
1980s (A. T. R. Oliveira, 2015).

The net international migration flows were still negative in the 1990s, although at lower
levels than in the preceding decade (Carvalho and Campos, 2006). This tendency continued
in the next decade, and net migration seems to have been close to zero in the 2000s (Campos,
2011).

A large portion of Brazilians living abroad is undocumented. The proportion of Brazilian
undocumented immigrants in the US, for instance, is estimated in 60% (Soares and Fazito,
2008), which complicates the estimation of the number of Brazilians living abroad.

The estimate of the number of Brazilians living abroad varies depending on the data
source. The Ministry of Foreign Affairs estimates that this figure is slightly more than 3
million (MRE, 2016), whereas the International Organization for Migration (IOM) claims
that there are between 1 and 3 million Brazilians living abroad. In the 2010 Census, 491, 645
people were reported living in another country.

The estimated stock of immigrants living in Brazil is more precise and is based on the
direct question in the censuses about the place of birth of the resident population, although
there might be some imprecision, mainly due to an underestimation of the undocumented
immigrants whom are harder to count and/or are more likely to hide their migration status.
The 1991, 2000 and 2010 censuses reported respectively 767, 781, 683, 830 and 592, 569 im-
migrants living in Brazil. The immigrants represented only 0.3% of the Brazilian population
in 2010 and this population was largely concentrated at old ages, as a result of historical
migration flows, e.g. from Portugal and Japan.



115

Indirect estimates of net international migration in Brazil

The main estimates of net international migration in Brazil come from indirect demographic
techniques that use the intercensal residual method. The idea of this method is to compare
two consecutive censuses through the CSR, discount the effects of mortality and then at-
tribute the difference to international migration. Scenarios can be created given different
mortality estimates for the intercensal period, as well as differential census coverage.

Carvalho, (1996) estimates the net migration in the the 1980s by using the CSR and
two scenarios of mortality. In one scenario, the net migration in the decade was slightly
more than 1 million people (302 thousands females and 741 thousands males). In the second
scenario, net migration increased to 2.54 million people (1.19 million females and 1.35 million
males). This publication was innovative and the results caused some surprise because that
was the first time negative net migration was reported in Brazil.

Figure 4.35 shows the international net migration rates by age for males and females
estimated under the two mortality hypothesis for the period 1980-1990. Carvalho, (1996)
defines net migration rates nm1980;1990

x,s as follows:

nm1980;1990
x,s =

NM1980;1990
x,s

K1990
x,s

× 1000 (4.50)

where NM1980;1990
x,s is the international net migration (difference between the number of im-

migrants and the number of emigrants) for age group x and sex s between the years 1980
and 1990; K1990

x is the population in the age group x and sex s estimated for 1990.
International net migration rates (nm1980;1990

x,s ) are negative for most age groups and are
lower for males than for females.

These estimates have some limitations, most of them recognized by the author. The broad
range of the estimated net migration (1 to 2.5 million) shows that figures resulting from the
application of this technique are extremely sensitive to the choice of the intercensal mortality.
Figure 4.35 shows that most of the difference in the rates between the two hypothesis appear
at old ages. The figure also shows that estimates by age are inconsistent with the known age
pattern of migration, which indicates that large part of what is attributed to international
migration, may be actually an artifact of census undercount, age misstatement, and/or poorly
estimated intercensal mortality.

A. T. R. Oliveira, (1996) used a similar method, but focus the analysis in the population
aged 20-44. The authors estimate the decennial net migration flow of this age group in −1.3
million. Although this is an expressive figure in absolute number, this decennial migration
represents only a small portion of the overall Brazilian population, which was about 150
million people in 1991.

Carvalho and Campos, (2006), following a similar methodology, estimated the net migra-
tion for the period between the 1991 and 2000 censuses in around 550,000 (294,000 males and
256,000 females) for those aged 10 years old or more in 2000. The main difference between
the studies of Carvalho, (1996) and Carvalho and Campos, (2006) is that the former assumes
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equal census coverage for both censuses, while the latter adjusts for differential undercount
in the censuses based on the PES estimates. The authors adjust the population of the 1991
Census in 9.08% and that of the 2000 Census in 5.84%.

The first limitation of this procedure is that it is known that census coverage is differential
by age - see discussion in Section 4.2. The second is that the two omission rates used are
not comparable. For the 1991 PES, the adjustment of 9.08% (or 8.32% undercount rate)
refer to the overall omission rate, whereas the adjustment factor used for the 2000 PES
(5.84%, or 5.52% undercount rate) refer to the net census coverage error, which subtracts
duplications and erroneous enumerations from the overall omission rate. A figure comparable
to the 8.32% undercount rate found in the 1991 Census for the 2000 Census is 7.87%, which
indicates similar coverage in the two censuses, at least for the aggregate of the country. As
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discussed in 4.2, the PES of the 1991 Census published no results about duplications. The
use of similar adjustment factors would lead to an international migration closer to zero for
the 1990s.

R. A. Garcia, (2013) estimates the negative net migration for the period 1995-2000 at
around 250 thousands, divided almost equally among women and men. Carvalho and Cam-
pos, (2006) claim that the decline in the sex ratio of the net migration is attributed to the
change in the nature of migration, in which there are more men in the first phases of the
international migration, in this case in the 1980s, followed by an an equilibrium in the sex
ratios, due to family reunification, among other reasons, which would have occurred after
the 1990s.

Campos, (2011), again assuming that there was no difference in the coverage of the
2000 and 2010 censuses, and taking an official intercensal mortality estimate for the decade,
suggests that the net migration in the 2000s was close to zero.

Despite the limitations of these techniques, there are evidences that international migra-
tion in Brazil have situated in very low levels compared to other countries in the world. The
net migration flows seem to have been negative in the 1980 and moved towards zero in the
next two decades.

Immigration

There are different ways to estimate immigration to Brazil based on census data, depending
on the definition of the migration interval. Migrants can be defined according to their place
of birth, place of previous residence and place of residence at a fixed past, for example five
years before the census. The latter measure is commonly used as a reference for recent
immigration. It includes both the non-native population and Brazilians who had emigrated
in the past and returned within the five-year period prior to the census.

The number of immigrants in the five-year period prior to the census has increased from
66, 218 in 1991 to 143, 644 in 2000 and 268, 298 in 2010. In 2000 and 2010, more than 60% of
those immigrants were Brazilians who had emigrated previously and have returned recently
to Brazil. In 2010, almost 1/5 of those recent immigrants came from the US.

Immigration rates by age x and sex s for the period between years y− 5 and y (imy−5;y
x,s )

are given by:

imy−5;y
x,s =

IMy−5;y
x,s

Ky
x,s
× 1000 (4.51)

where IMy−5;y
x,s is the number of immigrants for age group x and sex s between the years y−5

and y. This is the number of people who reported they were living in a different country five
years prior to the census date. Ky

x is the population in the age group x and sex s enumerated
in the census of the year y.

Figure 4.36 shows the five-year immigration rates (imy−5;y
x,s ) by age and sex for the years

y = 2000 and y = 2010. The figure confirms the increase in the recent immigration between
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the years 2000 and 2010. It also shows that the immigration is significantly higher among
men older than 20 years old. The age pattern of the immigration reinforces the idea that
an important part of this immigration is return migration. The figure also shows that
immigration levels are extremely low. Even in the peak of immigration in 2010, around age
30, the proportion of the population that was living in a different country five years prior to
the census (im2005;2010

30,m ) was less than 0.3% (or 3.0%�).
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Figure 4.36: Immigration rate (%�) by age, sex and year, 2000 and 2010, Brazil. Source:
IBGE, Censuses of 2000 and 2010

The overall proportion of people over age 5 who was living in a different country five
years before the census date was 0.94%� in 2000 and 1.52%� in 2010.

Figure 4.37 shows the maps of this proportion for Brazilian states. This proportion ranges
from close to zero for several states, particularly in the Northeast region, to more than 4%�
in MS and RR in 2000 and in PR and MS in 2010.

The map also shows an increase in the immigration for almost all states, more pronounced
in a few states in the South and Southeast regions (ES, MG, SP, SC), in addition to GO,
RO and DF.
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Figure 4.37: Map of the immigration rate (%�) by state and year, 2000 and 2010, Brazil.
Source: IBGE, Censuses of 2000 and 2010

Emigration

As discussed above, there is much more uncertainty about emigration than immigration in
Brazil. Official estimates of the number of Brazilians living abroad vary from a 1 to 3 million.

In 2010, the Brazilian census asked, for the first time, whether any household member
has gone to live abroad, in which 491, 645 people were reported. This figure is probably
underestimated, primarily because households where all member migrated, including single-
person households, had no respondent to report them. The number of emigrants reported
in the Brazilian 2010 Census corresponds to only 34% and 24% respectively of the number
of Brazilians reported in the America Community Survey (ACS) and in the Japanese census
in the same year (Campos, 2014).

Despite the limitations, the results from these questions provide useful information about
the country of destination of the emigrants, their origin in Brazil and their distribution by
age and sex. The results show that around 70% of Brazilian emigrants are concentrated
in only six countries: the US, Portugal, Spain, Japan, Italy and England (Campos, 2018;
A. T. R. Oliveira, 2013).

The 2010 Census also asked when people left the country to live abroad. Around 60%
of the emigrants reported living abroad were reported to have left in the period 2006-2010,
around five years before the census date. This proportion is likely to be overestimated due to
difficulties to remember old events or, more likely, a misunderstanding of the question about
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when people left. Respondents may have reported, for example, the last time the migrants
visited Brazil (Campos, 2018).

Emigration rates by age x and sex s for the period around five years before the census,
people that left the country between 2006 and 2010, (em2006;2010

x,s ) are given by:

em2006;2010
x,s =

EM2006;2010
x,s

K2010
x,s

× 1000 (4.52)

where EM2006;2010
x,s is the number of emigrants for age group x in 2010 and sex s that left

the country between 2006 and 2010; K2010
x,s is the population in the age group x and sex s

enumerated in the 2010 Census.
Figure 4.38 shows the emigration rates (em2006;2010

x,s ) for the period 2006-2010 by age and
sex, calculated based on the question about the migration of a household member in the
2010 Census. Emigration is concentrated at working ages, around 25 years old, which is
consistent with the well known migration age pattern. Emigration rates have a very similar
age pattern for both sexes, but are consistently higher for women.

The limitations of this question in the census seem to introduce some bias in the results.
The age pattern resulting from the question in the census reinforces the idea that that this
question on migrant in the household captures more precisely individual migration than
family migration. The age pattern of Brazilians living abroad captured by the 2010 Census
is different from that collected by the censuses and surveys in the country of destination,
particularly for those where family migration is predominant, for instance Japan. In this
country, the number of children emigrants is largely underestimated, compared with the
Japanese census (Campos, 2014).

Finally, the question in the 2010 Census provides useful information about the origin of
the migrant population. This is perhaps the most useful result for population estimates, as
it is the only data source for this type of information. Censuses and surveys in the countries
of destination rarely ask questions about the detailed locations in the countries of origin.

Given this information, once emigration for Brazil is estimated, the emigrants may be
reallocated in their respective states based on these results.

Figure 4.39 shows the map of the emigration rate by state, showing a significant spacial
variation. All the states in the Northeast region have very low rates (below 1.2%�), and
several states in the other regions have relatively high rates. GO is the state with the
highest emigration rate: almost 6.0%�. It is worth noting that even in the state with the
highest rate, this figure is still low (0.6%).

Internal Migration in Brazilian states from 1980 to 2010

The data available for internal migration in Brazil in the period 1940-1970 indicate that
the most important flows were from the states of the Northeast region and from MG to
the states with higher urban and industrial growth (mainly SP and RJ) and the frontiers
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Figure 4.38: Emigration rate (%�) by age and sex, 2006-2010, Brazil. Source: IBGE, 2010
Censuses

of agricultural expansion in the North and Midwest regions. The hegemonic trajectory to
SP remained while the migration to RJ reduced in the 1970s. In the 1980s, immigration to
SP continued, but there was an important increase in the emigration from the state as well,
partially due to return migration of immigration flows in previous periods (Brito, 2000)

Based on the question about the place of residence five years preceding the census date,
asked in the 1991, 2000 and 2010 censuses, it is possible to estimate the interstate in-
migration, out-migration and net internal migration.

Total in-migration (im(y−5;y)
g ), out-migration (om(y−5;y)

g ) and net internal migration (nm(y−5;y)
g )

rates by geographic region g for the period between years y − 5 and y, the five-years period
preceding the censuses, are defined as follows:

im(y−5;y)
g =

IM(y−5;y)
g

Kg,5+

× 1000 (4.53)

om(y−5;y)
g =

OM(y−5;y)
g

Kg,5+

× 1000 (4.54)

nm(y−5;y)
g =

NM(y−5;y)
g

Kg,5+

× 1000 (4.55)
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Figure 4.39: Emigration rate (%�) by state, 2010, Brazil. Source: IBGE, 2010 Censuses

where IM(y−5;y)
g is the number of people living in the state g on the census date that was

living in a different state five years before the census; OM(y−5;y)
g is the number of people

that was living in the state g five years before the census date and was living in a different
state in the census date; NM(y−5;y)

g is the difference between in-migration and out-migration
(IM(y−5;y)

g − OM(y−5;y)
g ); Kg,5+ is the population aged 5 years or more in the census date

enumerated in region g. The rates ims and oms are a proxy of the in-migration and out-
migration flows to and from state g in the period of five years preceding the census.

Figure 4.40 shows im(y−5;y)
g and om(y−5;y)

g by state g and year for the last three Brazilian
censuses (y = 1991, y = 2000 and y = 2010). The map indicates an overall reduction in
migration rates. In fact, in 1991, 3.85% of the population over age 5 lived in a state five
years prior to the census that was not the state where they were. In 2000, this proportion
reduced to 3.39% and then to 2.62% in 2010.

Despite the reduction in migration rates, the regional pattern of the in-migration and
out-emigration across states has remained very similar.

The states with the highest in-migration rates in all periods are those in the frontiers of
the agricultural expansion in the North and Midwest regions. In the states of RR, DF, RO,
MT, Tocantins (TO), more than 10% of their population lived in a different state five year
preceding the 1991 Census. These states also had high in-migration rates in 2000 and 2010.
SC was the only state that had an increase in the immigration rate between 2000 (40.9%�)
and 2010 (51.6%�), mostly due to an emigration from RS. RS has been one of the states
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with the lowest emigration and immigration rates, although there was a moderate increase
in the emigration in the period (2005; 2010).
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Figure 4.40: Map of the in-migration and out-migration rates by state, 1991, 2000 and 2010
(%�). Source: IBGE, Censuses of 1991, 2000 and 2010

Figure 4.41 shows the net migration rates by state, which are given by the difference
between the rates in the two maps above (Figure 4.40). Despite a reduction in the net
migration between 1991 and 2010, the states of the Northeast region show negative net
migration. The states of MA, AL, PI and BA have had one of the lowest net migration
rates. For 2010, net migration rates for these states was negative, meaning that out-migration
exceeded in-migration in the period 2005-2010.

A few other states in the Northeast region, such as PB, PE and CE had high negative
net migration rates in 1991, but they experienced an increase in the the next two censuses,
although they have remained still negative. CE, for instance, had a net migration (nm(y−5;y)

CE )
of -22.3%� in 1991 and only -3.59%� in 2000 and -8.82%� in 2010.

In addition to the Northeastern states, PR also had high negative migration in the period
1986-1991 (-27.4%�).
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SP, the most populous state in Brazil, and one of the most developed and industrial-
ized ones, has been primarily a receiving state, although the net migration has reduced
significantly from 26.2%� in 1991 to 10.0%� in 2000 and 6.63%� in 2010.
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−300 30 60 90 120150

net migration rate

Figure 4.41: Map of the net migration rates by state, 1991, 2000 and 2010 (%�). Source:
IBGE, Censuses of 1991, 2000 and 2010

Section C.1 in the Appendix C shows the in-migration, out-migration and net migration
rates by sex and age for the 27 Brazilian states and the three censuses under analysis.

The plots show that the age pattern of in-migration is often different from that of out-
migration. Out-migration rates peak around the age group 20-24 for the states with negative
net migration, such as PI (Figure C.3). For the states with positive net migration, e.g. SP
(Figure C.7), the peak of in-migration occurs in the same age groups. The in-migration in
sending states and out-migration in receiving states occurs at older ages, around the age
group 30-34, although these curves tend to be more spread out across different ages. This
pattern is typical of return migration.

The combined effect of different age structure for in-migration and out-migration can lead
to a shift in the sign of net migration across ages. The state of RN, for example, have had
negative net migration around age group 20-24 due to high out-migration in this group, and
positive net migration at older ages due to higher in-migration than out-migration, partially
due to return migration.

Migration estimates by age and sex for the most populous states, such as those in the
South and Southeast regions, for instance RJ, SP and PR (Figure C.7), are very stable. On
the other hand, large fluctuation are seen in small states, such as AP (Figure C.2), due to
sampling variation.
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Conclusion

This section presented an analysis of international and internal migration in Brazil for the
period 1980-2010. International migration has been low, compared to other countries in
the world. On the other hand, interstate migration has had an important impact on the
population growth and age distribution at subnational level in Brazil.

It is broadly recognized that emigration from Brazil to other countries peaked in the
1980s and reduced in the following two decades. On the other hand, immigration has grown
in the same period, with Brazil appearing as a destination of new migration flows and, more
importantly, as a result of the return of Brazilians who had emigrated in the first periods
of international migration flows. As a result, the net migration rate seems to have been
negative in the 1980s and have approximated to zero in the decade 2000/2010.

International net migration rates have been estimated by using indirect residual methods.
These methods have been useful to point out to the magnitude and direction of migration
flows, but have several limitations: they are extremely sensitive to the choice of the in-
tercensal mortality rates and the measures of census undercount. These often lead to an
estimated age structure which is inconsistent with the expected pattern of migration, and
may be actually indicating problems of census coverage, age misstatement and/or errors in
mortality estimates.

Thus, estimates of mortality and census coverage, with their respective measures of un-
certainty, should be incorporated in a unified framework along with with independent in-
formation on immigration and emigration. Then, plausible scenarios of migration can be
derived. A proposal of methods to do so is discussed in Chapter 3 and an application to
Brazil is shown in Chapter 5.

Contrary to international population flows, interstate migration has shaped demographic
changes at the subnational level in Brazil. Despite the reduction in internal migration in the
last decades, this is still a relevant phenomenon for almost all Brazilian states. Internal mi-
gration flow are also better documented due to a rich questionnaire on this topic in Brazilian
censuses.

Internal migration has occurred primarily from poor states in the Northeast region to
more developed states in the Southeast region. Furthermore, important flows have been
reported to the frontiers of agricultural expansion in the North and Midwest regions. Internal
migration is, obviously, much more complex, and include other important flows of return
migration, e.g. to the Northeast, and new flows, e.g. to SC.

The question about place of residence five years prior to the census seems to provide a a
useful measure of recent in-migration and out-migration for population estimates. Since this
question has been included only in the long form of the censuses, it contains high sampling
variation, particularly for the less populous states. Thus, sampling error should be used as
a measure of uncertainty in these estimates.
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4.6 Summary
This chapter presented several estimates of the coverage of censuses and CRVS, as well as
mortality, fertility and migration, discussing the advantages and limitations of each one. The
next section will present the final estimates and the corresponding measures of uncertainty
to be used in the application of the methods discussed in Chapter 3.
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Chapter 5

Case Study from Brazil

This chapter shows an application of the method described in the previous chapters to Brazil
and three selected states (RS, PB and RJ). Brazilian states are interesting case studies to
test the validity of the method under different circumstances, since they are remarkably
diverse demographically and socioeconomically. They also differ in regard to the quality of
their statistics.

5.1 Method
Chapter 3 discussed in detail the methods used to make inference about the demographic
parameter of interest, which consists of first estimating population, fertility, mortality and
migration, and then reconciling these premodel posterior distributions estimates by using
the demographic balancing equation.

This section discusses the specifics of the application of the methods based on the data
presented in chapter 4 and proposes an extension of the Bayesian melding approach for
reconciling information from three years.

This extension combines the general idea of the Bayesian melding approach with the
current practice of deterministic methods for reconciling demographic data from multiple
years, for instance the demographic reconciliation approach (Chackiel, 2009; Gerland, 2014)
and the “three-census method” proposed by Ntozi, (1978).

In the illustration presented in this chapter, reconciliation is performed by using Brazilian
demographic data from 1990 to 2010. See a detailed discussion of the data and estimates
available for this period in chapter 4.

The estimates are produced for the female population by five year age groups and five
year intervals for Brazil and three states with different demographic and data quality char-
acteristics.

Inference about the parameters of interest for the three-census case is also done in two
steps. First, samples from the posterior distributions of the population, fertility, mortality
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and migration for the years 1990, 2000 and 2010, called premodel posterior distributions, are
drawn.

Then, the 1990 population is projected to 2000 and population of 2010 is backprojected
to the same year. The premodel posterior distribution for the population in 2000 is also
used. It is estimated based on the 2000 census and its census coverage information from
the PES. Reconciliation consists of harmonizing the premodel posterior distribution for 2000
with the two probability distributions induced by the premodel posterior distributions of
1990 and 2010. These are projected and backprojected using the distributions of the de-
mographic events during the two intercensal periods. Reconciliation is done by using the
Sampling/Importance Resampling (SIR) algorithm.

Another extension to the original method proposed in this dissertation is to estimate
simultaneously several age groups. In the first step, when the premodel posterior distribu-
tions are estimated, there is correlation between age groups, for instance when mortality is
modeled by using the TOPALS relational model. This is important to stabilize estimates,
particularly for small population groups, and also to take into account the known pattern of
demographic rates.

In the second step, reconciliation is done independently by age group. The intuition
behind this is related to the particularities of inconsistencies by age group. The population
of children under age five in 2000 backprojected from 2010, for example, may be more reliable
than the estimated based on the 2000 census, due to high undercount among this group. On
the other hand, the cohort aged 10-14 in 2000 and 20-24 in 2010 is perhaps better estimated
based on the 2000 Census.

The posterior distributions of the adapted Bayesian melding approach is approximated
by drawing samples according to the following steps:
1. Draw a sample of j values of the inputs (Ay, K(1990), K(2010)) and the output
(K(2000)) from their likelihoods and prior distributions. Ay contains information about fer-
tility, mortality and migration for the periods y = {1990/1995; 1995/2000; 2000/2005; 2005/2010}.
For the projection years (1990/1995 and 1995/2000), Ay is the Leslie matrix, plus migra-
tion. For the backprojected period (2000/2005; 2005/2010), Ay contains only mortality and
migration information.
2. Calculate the unnormalized premodel posterior distributions of population in 1990 and
2010 and demographic events between 1990 and 2000 and between 2000 and 2010, which is
formed of the sample of size j.
3. Calculate the unnormalized premodel posterior distributions in 2000, which is also formed
of the sample of size j.
4. Determine the induced sample on the output for each of the j values generated in Step
2 by running the demographic projection and backprojection models. In the extension
proposed in this dissertation, this is a joint probability distribution formed by the two induced
distributions.
5. Use nonparametric two-dimensional Kernel Density Estimation (KDE) to obtain esti-
mates of the distributions of both populations in 2000 to be harmonized: the joint induced
distribution and the premodel posterior distribution for the year 2000.
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6. Form the importance sampling weights to be used for melding the two posteriors in 2000
using logarithmic pooling with polling weight 0.5.
7. Sample k values from the discrete premodel posterior distributions samples in Step 2 with
values proportional to the importance sampling weights calculated in Step 6.

The resampling process described in Step 7 is done for the corresponding cohorts used
for generating the populations in 2000. The weights calculated for the cohort aged 20-24 in
2000, for example, are used to resample the population aged 10-14 in 2000, as well as the
migration and mortality estimates for the same cohort in the intercensal periods. There is
a one to one correspondence between the estimated population in 2000 and the populations
in 1990 and 2010 and the intercensal migration and mortality estimates.

The weights for the age group 0-4 are used to reestimate fertility for the period 1995/2000
and the weights for the age group 5-9 are used to reestimate fertility for 1990-1995. This
is only an approximation, since the estimated population of children also depends on the
number of women at reproductive ages, as well as child mortality. Since fertility estimates for
the period 2000/2010 do not enter in the model, they are not resampled, and the estimates
presented in the results for this period are the premodel posterior distributions.

5.2 Population Estimates for Brazil from 1990 to 2010
The main objective of this dissertation is to produce demographic estimates that are con-
sistent over time and across data sources and estimation methods. Figure 5.1 shows the
populations enumerated in the three Brazilian censuses under analysis 1 and the projected
and backprojected populations from the other two censuses. Projections and backprojec-
tions use mortality calculated via using VS adjusted by DDM and fertility estimates from
the adjusted P/F ratio method. These estimates assume no international migration. As
the figure shows, there are serious inconsistencies in the estimates. In 2000, for instance,
the population of children below 10 years old enumerated in the census is significantly lower
than that estimated by backprojecting the population aged 10 to 19 in 2010 and that gen-
erated by projecting the population from the 1990, which includes fertility estimates. The
population from 1990 is even higher than the backprojected from 2010. This may be due to
an overestimate of fertility rates or overestimation of the population at reproductive ages.

The figure shows that women at reproductive ages projected from 1990 is higher than
the enumerated population in the 2000 census and in the backprojected population from the
2010 Census. This is probably indicating that international migration needs to be incorpo-
rated in the population estimates, and disregarding the negative net migration flows in the
1990s overestimates the population of young adults in 2000. It is also clear in the plots the
underestimation of the cohort of young children in 1990. At older ages, there seems to exist
an underestimation of women in the 50s and 60s, possibly due to age misstatement. There
was probably age understatement of women around 50 in 1990

1interpolated to guarantee exactly ten year intervals
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Figure 5.1: Enumerated, projected and backprojected populations, 1990, 2000 and 2010

Population

The illustration for Brazil uses the censuses of 1991, 2000 and 2010, extrapolated or inter-
polated to January 1st of 1990, 2000 and 2010. Prior estimates for the census undercount
are derived from the results of the PES of the 1991 and 2000 censuses. The 2010 PES has
not been published yet.

As discussed in chapter 4, the indicators published by the PES of different years are
not always consistent. For example, the 1991 PES published no estimates about erroneous
inclusion. The use of the published indicator would overestimate the net undercount of
that census. The overall undercount rate is very similar for the 1991 and 2000 censuses.
Demographic analysis has also shown that the coverage of Brazilian censuses since 1980
seems to be similar. Given this scenario, the hyperparameters of the beta distributions for
1990, 2000 and 2010 were chosen based on the overall omission rate for the 2000 census.

An adjustment factor increasing which increases with age, starting at age 50 is applied
to take into account overcount due to age misstatement. The mean of this factor varies
linearly from 1 to 1.1 between ages 50 and 80, and are modeled as a gamma distribution
with variance equals 0.001. These factors are roughly the factors found by (IBGE, 2013b)
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for Brazil in 2000. These probability distributions are fixed for all states.

Fertility

Fertility estimates comes basically from two sources. First, the TFR is estimated based on the
the adjusted P/F ratio method. The TFR estimated for the censuses are then interpolated
to the years 1990, 2000 and 2010. The estimated TFR for these years in Brazil are 3.07,
2.38 and 1.74. These average TFR are combined with a variance of 1% to form the Gamma
distribution to which fertility is modeled. The distribution for 2000, for example, has a 10th
percentile of 2.25 and the 90th percentile of 2.51.

The second data source used to estimate fertility is the proactive search survey, which
gives an estimate of the completeness of registered births. The estimated completeness of
registered births is 0.925 for 2000 and 0.959 for 2010. These estimates are used as the mean
of the Beta distribution to model the completeness of registered births, which are assign a
variance of 0.05%. These lead to the 10th percentile of 0.895 and the 90th percentile of 0.952
for 2000 and 0.916 and 0.991 for 2010, respectively.

The number of registered births, Bobs
c , is then modeled by a Poisson distribution, as

discussed in Chapter 3:

Bobs
c ∼ Poisson(Kc · fc · βc) (5.1)

where Kc is the population at age group c, fc is the ASFR and βc is the completeness of
registered births. Prior distribution for fertility rates and completeness of registered births
are defined as described above. Instead of modeling each ASFR, TFR is modeled and then
apportioned deterministically proportional to the participation of each age group in the TFR
observed in the respective censuses. The completeness of registered births is considered to
be constant by age, so that βc = β for every c.

Mortality

Estimates to produce mortality indicators come from multiple sources. Two measures of
completeness of registered deaths are used. First, the completeness of the registered deaths
relative to the completeness of the census is estimated by the application of the DDM: SEG
for the period 1980/1990 and the combined GGB-SEG for the other periods. The estimated
intercensal factors are interpolated to the census years. The hyperparameters aDc and bDc of
the gamma distribution are estimated so that the mean of the gamma distributions match
the mean of the estimate given by the DDM method. Given the limitations of these methods,
these results enter the model through relatively weak priors, which are found by choosing
relatively high variance.

The second estimate of the completeness of registered deaths come from the proactive
search survey. This is modeled as a Beta distribution, with mean given by the survey
result and variance equal to 0.02. The estimated completeness is 0.91 for 2000 and 0.94 for
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2010. Since there is no information for 1990, an ignorance prior is used: a beta distribution
Beta(1, 1), which is equivalent to a Unif(0, 1).

In addition to the completeness of registered deaths, child and adult mortality are also
estimated through indirect demographic. Child mortality (5q0) is estimated by using the
Brass method and adult mortality (45q15) is estimated though the maternal orphanhood
method, as described in Chapter 4.

Based on these estimates, the complete life tables are estimated by finding a correspon-
dent model life table. In this study, the Coale and Demeny West life table is used (Coale
and Demeny, 1966). These mortality rates then enter the model through a relatively weak
prior, as the following Gamma distribution:

hc ∼ Gamma(10,
10

hc
) (5.2)

Finally, mortality rates are smooth by using the TOPALS relational model with a stan-
dard mortality schedule given by the female life table published by IBGE for 2000.

Thus, mortality is estimated by using several data sources, and uncertainty around the
estimates should reflect the availability and reliability of the estimates. Estimates for 1990
should have more uncertainty, since there is no direct estimate of completeness of registered
deaths.

Migration

International immigration and emigration are estimated separately, and modeled by a gamma
distribution. Data to estimate immigration come from censuses, which provides point es-
timates for iobsc from the question about place of residence five years prior to the census
reference day. Since this question is available for all censuses of the period under analysis,
they can be used to estimate immigration to Brazil. The hyperparameters for international
immigration are similar to those used to model mortality rates.

There are much more uncertainty about international emigration from Brazil. The 2010
Census asked for the first time about emigration. Thus, this information is used to produce
an estimate of the emigration flows for the five years prior to the 2010 Census. For 2000,
the same age structure of 2010 is assumed, with emigration rates twice as high and that
of 2010, procedure replicated for the year 1991. A much weaker prior is assigned to the
emigration rates. These weak priors would allow emigration rates to be reestimated based
on the consistency between censuses, at the same time they set plausible age structure for
the phenomenon.

The distributions for ic and ec are defined as below:
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ic ∼ Gamma(10,
10

iobsc
) (5.3)

ec ∼ Gamma(1,
1

eobsc
) (5.4)

Results

Figure 5.2 shows the premodel posterior distributions for the three years under analysis, as
well as the consistent postmodel posterior distributions. The figure shows that the estimated
population tends to be higher than the enumerated populations in the censuses, particularly
for children and young adults, which indicate high omission rates at those ages. The post-
model posterior distribution is slightly narrower than the premodel distribution, indicating
that the reconciliation of data from different sources reduces uncertainty. The reconciliation
reduces significantly the uncertainty about the population of children, for example.
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Figure 5.2: Population estimates by age group: comparison between the census, the premodel
and the postmodel posterior distributions, Brazil, female population, 1990, 2000 and 2010
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These estimates result in a median undercount of 2.75% for 1990, with 80% prediction
interval of [1.06%; 4.47%]. The median undercount was 3.26% for 2000 [1.60%; 5.03%] and
2.40% [0.16%; 4.48%] for 2010. These results confirm that there is no evidence of significant
differential undercount across different censuses in Brazil. The census coverage rates by age
group are very similar for all years, and the differences in the overall census undercount
reflect more the changes in the age structure of the population. The fact that there are
fewer children in 2010 contributes to the lower overall undercount rate in this year.

Figure 5.3 shows the premodel posterior distributions of net migration for the four quin-
quennium under analysis, as well as the consistent postmodel posterior distributions. The
figure shows that posterior distributions are not very different from the premodel distribu-
tions and confirms the reduction in the international emigration in Brazil. For the periods
2005/2010, the postmodel distribution has slightly more negative migration in the age group
25-29 and more positive migration at older ages, possibly return migration, than the pre-
model distribution. Net migration in the period 2000/2005 is younger than the premodel
distribution. The postmodel distribution for the 1990-1995 has a peak in the age 25, that
should be investigated to confirm whether this is likely to be real or a census error that was
not entirely captured by the model.
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Figure 5.3: Net migration rates estimates by age group: Comparison between the premodel
and postmodel posterior distributions, Brazil, female population, 1990, 2000 and 2010

Figure 5.4 compares both distributions for mortality estimates. The figure shows that
there is not much uncertainty regarding mortality estimates, and both the premodel and the
postmodel distributions are similar. Uncertainty is higher in the 1990s, when there is less
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information. For example, there is no direct estimates of completeness of registered deaths
for this period.
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Figure 5.4: Age-specific mortality rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, Brazil, female population, 1990, 2000 and
2010

Figure 5.5 shows the comparison between the official estimates of life expectancy and
the estimates produced by the methods proposed in this dissertation. Official estimates are
consistently lower than the estimated here, even below the lower bound of the prediction
interval, with higher difference for early years. This is probably due to the difference in the
estimates of completeness of registered deaths, which tend to be lower in IBGE estimates.

Finally, figure 5.6 compares both distributions for fertility estimates, showing that recon-
ciliation did not change much the premodel distribution. The figure shows that there is not
much uncertainty regarding fertility estimates as well. Fertility has decline significantly in
the period under analysis, and the age schedule has also varied slightly, although the modal
age of the fertility schedule remains in the age group 20-24.

Figure 5.7 shows the comparison between the official estimates of the TFR with the
postmodel posterior estimates. IBGE estimates are almost always within the prediction
interval.
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Figure 5.5: Life expectancy at birth: comparison between postmodel posterior with IBGE
estimates, Brazil, female population, 1990, 2000 and 2010

5.3 Population Estimates for Brazilian states from 1990
to 2010

Similar to what was shown for Brazil, section E.1 in the Appendix E shows plots for the
enumerated, projected and backprojected populations for 1990, 2000 and 2010 for the 27
Brazilian states. The projections and backprojections use the best information available
for intercensal fertility, mortality and migration and make no adjustment in the censuses
populations.

The figures show that most of the states have important inconsistencies, such as RO, AP,
PI, PB, RJ. Almost all states have inconsistent estimates for the population of children, as
well as among adults. Only a few states have roughly consistent estimates, such as RS and
SC. The application of the method proposed in this study to adjust for these inconsistencies
will be discussed below with illustrations for three of these states.

The estimation procedures and the data used for Brazilian states are similar to those used
for the country as a whole. The main difference is regarding migration, which procedure for
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Figure 5.6: Age-specific fertility rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, Brazil, female population, 1990, 2000 and
2010

producing subnational estimates is described below.

Modeling internal migration

Before applying the method to Brazilian states, internal migration needs to be model. Brazil-
ian censuses provide information on in-migration and out-emigration for the five year periods
preceding the census. Although this is a very useful information for population estimates, it
has a few limitations.

First, there are large fluctuations in internal migration estimates for small states, as
shown in Figure C.2, due to sampling variation. To overcome this issue, in-migration and
out-migration rates were modeled by using the TOPALS relational model. As discussed in
chapter 5, TOPALS relates rates of a certain region being modeled to a standard schedule
by using splines. The standard migration schedule used to model in-migration and out-
migration is the total internal migration flow calculated by using the 1996 Count, which was
the only time this question was asked to the total of the Brazilian population in the short
form of the census.

The second limitation is that this data is only available for the quinquennium before the
censuses. Thus, migration needs to be estimated for the other five-year intercensal periods.
The results for two consecutive censuses show that interstate migration flows have been fairly
regular in Brazil across years, indicating that migration for this period of lacking data can
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Figure 5.7: TFR: comparison between postmodel posterior with IBGE estimates, Brazil,
1990, 2000 and 2010

be interpolated by using the available information for two consecutive censuses. Instead of
a simple linear interpolation, this study proposes a random walk interpolation, where the
intercensal migration flows are normally distributed with mean given by the interpolated
mean between the two censuses and the variance is given by the average variance between
the two censuses multiplied by the distance between the interpolation year and the nearest
census.

Section E.2 in the Appendix E shows the fitted five-year in-migration and out-migration
rates for all Brazilian states from 1990 to 2010. The figures show much smoother rates,
with higher uncertainty at older ages and for smaller states, for instance AC, RO and AP.
Uncertainty is higher for early years, e.g. 1990, as well as for the years further from the
census years, e.g. 2005.

Two limitations remain. First, although the method estimates uncertainty for regions
with higher variation, sampling variation is not explicitly incorporated into the model. Future
work should investigate ways to incorporate sampling variation into the results by using the
sampling design of each census. The second limitation is inherent to the data and is related
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to differential census undercount across states. If there is an imbalance in census undercount
in the state of origin and the states of destination, the net migration will be biased. More
specifically, in-migration tends to be unbiased, even if there is census undercount, since the
numerator is consistent wit the denominator 2. Out-migration rates, on the other hand,
depend on the census coverage in the states of destination, as the number of out-migrants
used to calculate the out-migration rates is the sum of the migrants reported in all states but
that where the rates are being calculated. To give an example, take a state in the Northeast
with high migration rates and relative low census undercount. The in-migration rates to
that state is nearly unbiased, whereas the out-migration rates might be biased downwards
if the direction of the migration flows is towards states in the Southeast region, particularly
to highly populated cities with higher census undercount.

The migration data that comes from the censuses, adjusted and interpolated as described
below, are used as prior distributions for the model. However, to take into account the
limitations below, extra variability was incorporated to the estimates. This extra variance
allows migration being re-estimated based on the consistency between censuses. Thus, the
mean in-migration and out-migration are estimated as previously described, but the variance
is given by a normal distribution N(0, 0.5) is the log scale. This also allows international
migration to be incorporated into the model, which is harder to estimate for states.

The subsections below show the results for three Brazilian states

2under the assumption that undercount is not differential by migration status
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Demographic estimates for Rio Grande do Sul

RS is a developed state located in the Southern region of Brazil. It has relatively good vital
statistics, low census undercount and low migration rates (see Chapter 4).

Estimates of completeness of registered births and deaths indicate that vital statistics
systems in this state are nearly complete.

The figure for RS (E.8) in the section E.1 of Appendix E shows that population enu-
merated in the 2000 Census is consistent with the population projected from 1990 and
backprojected from 2010. The main demographic inconsistency in RS is among women in
the age groups 25-29 and 30-34 in 2000. For these groups, there are fewer women projected
from 1990 than the enumerated in 2000 and backprojected from 2010.

The results of the application of the proposed method for the population estimates for
the years 1990, 2000 and 2010 are shown in Figure 5.8. As discussed below, population
estimates for RS were already highly consistent, even before the application of the method.
The figure shows that the premodel posterior distributions for 1990, 2000 and 2010 were
very close to the consistent postmodel posterior estimates. Prediction intervals are narrower
in the postmodel posterior than in the premodel posterior. By using the information for the
2000 and 2010 censuses, and the plausible scenarios for the intercensal demographic events,
the method was able to adjust for one of the few inconsistencies that existed, that is, the
population around age 20 in 1990.

The median undercount for the 1990, 2000 and 2010 censuses were 1.44%, 1.26% and
1.29%, confirming that undercount rates of censuses in RS are low and similar across years.

Figure 5.9 compares the estimated median population and the 10th and 90th percentiles
with official estimates produced by IBGE for the period under analysis. IBGE estimates are
within the 90th percentile prediction interval, but the point estimates produced by IBGE
are higher than the median postmodel posterior estimates. This difference is probably due
to the method used by IBGE (IBGE, 2018) to adjust the base population, which applies to
all states the same factor that accounts for census errors found in Brazil. Since the PES of
the censuses for RS indicate low census undercount, population estimated for this state by
using the method proposed in this study is lower.

Figure 5.10 shows the premodel and postmodel estimates of the five-year net migration
rates by age groups. The two sets of estimates are not very different, but the postmodel
estimates are more unstable, which is partially due to the low migration rates in RS.

Figure 5.11 compares mortality estimates from both distributions and shows that there
is not much uncertainty regarding mortality estimates.

Figure 5.12 shows the comparison between the official estimates of life expectancy and
the estimates produced by the methods proposed in this dissertation. IBGE estimates are
within the 80% prediction interval, but the time trend is different. IBGE estimates have a
steeper increase in life expectancy than the estimated by this study.

Premodel and postmodel fertility estimates are also consistent for RS, as show by figure
5.13. Figure 5.14 shows that posterior estimates of the TFR are also consistent with IBGE
estimates for most of the period of comparison.
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Figure 5.8: Population estimates by age group: comparison between the census, the premodel
and the postmodel posterior distributions, RS, female population, 1990, 2000 and 2010

Demographic estimates for Rio de Janeiro

RJ is also one of the most industrialized and rich states un Brazil. It also has relatively
reliable vital statistics. Contrary to RS, RJ seems to have had relatively high census un-
dercount, according to the PES. The population of the state is highly concentrated in the
metropolitan area of the capital, which is presumably a hard-to-count area. The state of RJ
also has relatively high in-migration rates, mostly from states in the Northeast region.

The figure for RJ (E.7) in the section E.1 of Appendix E shows that there are serious
inconsistencies between the three censuses under analysis and the intercensal demographic
estimates. The figures indicate high undercount of children under age 10 for both the 1990
and 2000 censuses. Data are also inconsistent for the population below age 40 in 2000.
Population backprojected from 2010 is consistently higher than the populations in 1990 and
2000. There are also important differences in estimates for the population aged around 60
years old in 2000.

To produce the premodel posterior distributions, prior distributions for the 1991 and
2000 census coverage come from the PES of those censuses. Since there is no information
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Figure 5.9: Total population: comparison between the postmodel posterior distributions
with IBGE estimates, RS, female population, 1990, 2000 and 2010

about the coverage of the 2010 Census, the estimates of the 2000 Census are used, even
though the consistency plot indicate that undercount is lower for 2010. The reconciliation
step should be able to reestimate undercount of this census is this is the case.

The results of the application of the proposed method for the population estimates for the
years 1990, 2000 and 2010 are shown in Figure 5.15. Results indicate high census undercount
in 1990 of children, young adults and woman aged around 50 years old. There are significant
children and adult undercount in 2000 as well. The 2010 postmodel posterior estimates for
2010 are situated around the enumerated census counts. The postmodel estimates for 2000
are adjusted upwards after the reconciliation step and the estimates are adjusted downwards
for 2010 after the reconciliation.

The median overall census coverage is of 3.18% in 1990, 1.31% in 2000, and -0.81% in
2010, which indicates a small net overcount in the 2010 Census. It is worth mentioning that
RJ was one of the states with the highest count imputation in 2010 (2.26%), which may
explain the apparent low undercount in 2010.

Figure 5.16 compares the estimated median and the 10th and 90th percentiles with official
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Figure 5.10: Net migration rates estimates by age group: Comparison between the premodel
and postmodel posterior distributions, RS, female population, 1990, 2000 and 2010
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Figure 5.11: Age-specific mortality rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, RS, female population, 1990, 2000 and 2010
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Figure 5.12: Life expectancy at birth: comparison between postmodel posterior with IBGE
estimates, RS, female population, 1990, 2000 and 2010

estimates produced by IBGE. IBGE estimates tend to be higher than the median postmodel
posterior distribution estimated in this study and this difference is higher for the period close
to 2010 than for the years close to 2000.

Figure 5.17 shows the premodel and postmodel estimates of the five-year net migration
by age groups. The postmodel estimates are significantly higher than the premodel estimates
for the 2000/2005 and 2005/2010 periods, possibly due to the inconsistencies in the measure
of in-migration and out-migration discussed in section 5.3.

Figure 5.18 shows the comparison of mortality rates, which also seem to be consistent
and with low uncertainty.

Inconsistency between official estimates of life expectancy and the estimates produced
by the methods proposed in this dissertation are also found in RJ (Figure 5.19). In this
case, official estimates are higher than the postmodel posterior. These inconsistencies have
been also reported by Schmertmann and Gonzaga, (2018) and deserve further research to
investigate their causes.

Premodel and postmodel fertility estimates are also consistent for RJ, as show by figure
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Figure 5.13: Age-specific fertility rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, Brazil, female population, 1990, 2000 and
2010

5.20. Figure 5.21 shows that posterior estimates of the TFR are higher than official estimates
for most of the period of comparison.
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Figure 5.14: TFR: comparison between postmodel posterior with IBGE estimates, Brazil,
1990, 2000 and 2010

Demographic estimates for Paráıba

PB is a poor state in the Northeast region of Brazil, with high infant mortality and deficient
vital statistics systems. The PES results show that it had low census undercount in 2000.

The figure for PB (E.4) in the section E.1 of Appendix E shows inconsistencies mostly
between the 1990 Census with the other two censuses. The population of children generated
from the 1990 projection is much higher than the enumerated population in 2000 and the
backprojected population from 2010. This could be due to an overestimation of fertility
rates in this state for the 1990s, but it may also be related to an overestimation of women at
reproductive ages. This overestimation can be related to imprecision in migration estimates,
as discussed in section 5.3.

The results of the application of the proposed method for the population estimates are
shown in Figure 5.22. The postmodel posterior estimates are narrower than the premodel
posterior distributions. The median undercount for the 1990, 2000 and 2010 censuses were
0.61%, 2.33% and 0.62%. Posterior estimates are close to the censuses counts for all years
in almost all age groups. The higher undercount rates for 2000 is mostly driven by the high
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Figure 5.15: Population estimates by age group: comparison between the census, the pre-
model and the postmodel posterior distributions, RJ, female population, 1990, 2000 and
2010

undercount of children in this census. This can be an artifact of overestimated fertility, that
needs to be further investigated.

Figure 5.23 compares estimated populations with official estimates produced by IBGE.
IBGE estimates are within the 90th percentile prediction interval for the entire period, but
difference is higher in the second half of the 2000s.

Similarly to what occurs in RJ, the premodel and postmodel estimates of the five-year
net migration rates are significantly different. In this case, promodel migration estimates
seem to underestimate the negative migration flows (Figure 5.24). This may be also a case
of inconsistency between reported in-migrants and out-migrants. It seems that in-migration
in PB is better captured than out-migration of people from PB to other states.

Mortality estimates in the the premodel and postmodel posterior distributions are also
very similar for PB (Figure 5.25).

Comparison with IBGE, however, show high inconsistencies, with much lower life ex-
pectancies in IBGE estimates (Figure 5.26).

Premodel and postmodel fertility estimates are also consistent for PB (Figure 5.27), as
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Figure 5.16: Total population: comparison between the postmodel posterior distributions
with IBGE estimates, RJ, female population, 1990, 2000 and 2010

well as the comparison with official estimates (Figure 5.28).

5.4 Summary
The illustrations presented in this chapter for Brazil and three selected states show that
the methods developed in this dissertation to produce demographic estimates and reconcile
inconsistent demographic data seem to work satisfactorily in different contexts, with varying
quality of vital statistics, census coverage, and level of migration flows.

The illustrations for different time periods also show that the method is flexible enough
to be applicable to contexts with varying data availability.

There are several advantages of working with population estimates in an integrated de-
mographic approach. The reconciliation has changed some previous knowledge about the
demographic data. The re-estimation of internal migration flows in the states of PB and RJ
is a clear example that indicates biases in the prior information that would be extremely
difficult to identify otherwise. Fertility estimates are also improved by using multiple data
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Figure 5.17: Net migration rates estimates by age group: Comparison between the premodel
and postmodel posterior distributions, RJ, female population, 1990, 2000 and 2010
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Figure 5.18: Age-specific mortality rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, RJ, female population, 1990, 2000 and 2010
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Figure 5.19: Life expectancy at birth: comparison between postmodel posterior with IBGE
estimates, RJ, female population, 1990, 2000 and 2010

sources, which include the population of children enumerated in the censuses and their mea-
sures of undercount. Prior information on fertility and on the population of children in the
subsequent census, improves the estimation of children, in turn.

There are a few limitations in the procedures adopted and avenues for future research.
Adjustment factors to take into account age misstatement could use prior information from
several other studies that have estimated this indicator. It should also vary by state, possibly
proportional to the quality of the reported age in the census.

For international migration, the only information used was the number of emigrants in
the 2010 Census, which is known to be biased, for instance due to the missing children. Even
though it is difficult to estimate international emigration from Brazil, collecting information
of Brazilians in other countries might be helpful to define an age schedule of international
emigration.

Future studies should also apply the method to male population.
Finally, the estimates provided in these illustrations were subject to several subjective

decisions and are not necessarily the best estimates available. The main objective of this
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Figure 5.20: Age-specific fertility rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, Brazil, female population, 1990, 2000 and
2010

study was to developed a method that could be used by gathering prior information from
experts and then reconciling all the data available to produce consistent estimates, with the
associated uncertainty measures.
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Figure 5.21: TFR: comparison between postmodel posterior with IBGE estimates, RJ, 1990,
2000 and 2010
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Figure 5.22: Population estimates by age group: comparison between the census, the pre-
model and the postmodel posterior distributions, PB, female population, 1990, 2000 and
2010
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Figure 5.23: Total population: comparison between the postmodel posterior distributions
with IBGE estimates, PB, female population, 1990, 2000 and 2010
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Figure 5.24: Net migration rates estimates by age group: Comparison between the premodel
and postmodel posterior distributions, PB, female population, 1990, 2000 and 2010
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Figure 5.25: Age-specific mortality rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, PB, female population, 1990, 2000 and 2010
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Figure 5.27: Age-specific fertility rates estimates by age group: Comparison between the
premodel and postmodel posterior distributions, PB, female population, 1990, 2000 and
2010
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PB Paráıba. vii, 54, 56, 60, 68, 123, 127, 136, 146–148, 153–157

PE Pernambuco. 56, 91, 123

AL Alagoas. 41, 60, 96, 109, 123

SE Sergipe. 96

BA Bahia. 54, 61, 123

MG Minas Gerais. 41, 54, 56, 73, 91, 99, 118, 120
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Appendix A

Probability distributions

This appendix show some features and properties of the main statistical distributions used
in this dissertation.

A.1 Poisson distribution
The Poisson distribution is often used to express the probability of a certain number of events
occurring in a fixed period of time. It has been used to model demographic events such as
births and deaths, as well as population counts (Brillinger, 1986).

The density function of a random variable θ Poisson-distributed with rate parameters λ,
for λ > 0, θ ∼ Poisson(λ) is:

p(θ) =
λθe−λ

(θ!)
(A.1)

An interesting feature of the Poisson distribution is that the mean is equal to the variance:

E(θ) = λ (A.2)

var(θ) = λ (A.3)

Non-informative prior distributions for the parameter λ

A natural conjugate prior for the Poisson distribution is the gamma distribution. However, in
cases where almost no information on λ is available, this parameter requires a non-informative
prior.
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One of the most commonly used approaches to define a non-informative prior distri-
bution is to use Jeffreys’ invariance principle, which states that the prior is invariant to
transformations in the parameter. Jeffreys’ priors p(λ) are defined as:

p(λ) ∝
√
I(λ) (A.4)

where I(λ) is Fisher information for λ.
For the Poisson distribution with rate parameter λ, θ ∼ Poisson(λ), the Fisher informa-

tion is given by: I(λ) = 1
λ
. Thus the Jeffreys’ prior is:

p(λ) ∝ 1√
λ

(A.5)

which is an improper prior.
Another option of non-informative prior for λ was proposed by Jaynes, (1968) and it is

given by:

p(λ) ∝ 1

λ
(A.6)

This prior distribution implies a uniform distribution for log(λ) and is also an improper
prior. This has been used in several studies due to its properties in conjugacy with the
gamma (Stamey, Young, and T. L. Bratcher, 2006) and beta distributions (Moreno and
Girón, 1998).

In the case of this dissertation, when a non-informative prior distributions for the pa-
rameter λ is needed, the most sensible choice is the improper uniform prior, which does not
have a heavily concentrated mass of probabilities close to zero, as the other priors described
above do:

p(λ) ∝ 1 (A.7)

A.2 Beta distribution
The beta distribution has been used to represent the variability of a parameter over the
range [0; 1]. It has the advantage of being highly flexible.

The density function of a random variable θ beta-distributed with shape parameters a
and b, θ ∼ Beta(a, b) is:

p(θ) =
θa−1(1− θ)b−1

B(a, b)
(A.8)
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where B(a, b) is a normalizing constant to make the density function integrates to one and
it is given by the following ratio of the gamma functions Γ: Γ(a)Γ(b)

Γ(a+b)
.

The mean and the variance of θ beta-distributed are given by:

E(θ) =
a

a+ b
(A.9)

var(θ) =
ab

(a+ b)2(a+ b+ 1)
(A.10)

For a proper density, both a and b need to be positive. If a = 1 and b = 1, the density is
equal to the uniform density. If a>1 and b>1, the mode of the density is:

mode(θ) =
a− 1

a+ b− 2
(A.11)

Given the mode of the beta distribution (A.11), (a−1) can be interpreted as the number
os successes and (b− 1) the number of failures.

When a = b, equation A.11 simplifies to 1
2
and the distribution is symmetric. If a 6= b,

the distribution is skewed. Most of the beta distributions used in this study are negatively
skewed, meaning that the distribution is highly concentrated near one. In these cases, a is
much greater than b. This is more common when modeling census coverage, which tend to
have higher coverage. A sensible example of beta distribution to model census coverage of
a certain age group c is κc ∼ Beta(50, 2), which leads to a mean of 0.96 and mode of 0.98
(see Figure A.1). For completeness of registered births and deaths, it is more common to
find a more diverse pattern, with some population groups having extremely low coverage,
whereas other regions show almost complete vital registration. For a population group with
completeness of registered deaths of about 80% a reasonable distribution will be similar to
δc ∼ Beta(50, 10) (see Figure A.1).

Figure A.1 shows six examples of beta distributions with different values of a and b and
their implied mean, variance and mode.

Method of moments

The shape parameters a and b of θ ∼ Beta(a, b) can be estimated by the method of moments,
using a given estimate of the mean E(θ) and the variance var(θ).

a = E(θ)

(
E(θ)(1− E(θ))

var(θ)
− 1

)
(A.12)

b = a

(
1

E(θ)
− 1

)
(A.13)
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Beta(2, 2)
mean = 0.5
var = 0.05
mode = 0.33

Beta(10, 2)
mean = 0.83
var = 0.0107
mode = 0.82
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mean = 0.83
var = 0.0023
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Beta(20, 1)
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Figure A.1: Probability density function of a beta distribution with different shape param-
eters a and b and the associated mean, variance and mode
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The last panel of Figure A.1 shows the beta distribution with mean E(θ) = 0.9 and
variance var(θ) = 0.005. The parameters a and b are estimated by using equation A.12:

a = 0.9

(
0.9(1− 0.9)

0.005
− 1

)
= 15.3 (A.14)

b = 15.3

(
1

0.9
− 1

)
= 1.7 (A.15)

which leads to θ ∼ Beta(15.3, 1.7). Notice that since this distribution is highly skewed, the
mode (0.95) is significantly different from the mean (0.90).

Method of quantiles

When there is only incomplete or unreliable information about the moments of θ, an alter-
native to find the parameters a and b is to find this parameters iteratively by trial-and-error
until they match two pre-defined quantiles of the distribution.

For example, imagine that there is evidence that census coverage for certain population
group, κc, is likely situated between 0.95 and 0.99. It is possible to find a beta distribution
that returns these values as the 10th and 90th percentiles, which is κ ∼ Beta(98, 2.82).

The prior information about the percentiles, mean and variance of the census coverage
can be obtained from expert opinion, PES of the census being modeled or from previous
censuses. Data from different contexts, such as PES from different countries, could be also
used, although in these cases it would be more prudent to have a higher variance.

Beta-binomial distribution

In Bayesian inference, the beta distribution is the conjugate prior probability distribution for
several discrete distributions, such as Bernoulli, binomial, negative binomial and geometric.
For studying coverage probabilities for population, death and birth counts, the most relevant
mixture distribution is the Beta-binomial. This mixture is given by a binomial distribution
with probability of success following a beta distribution.

The mean and variance of a random variable θ Beta-binomial distributed θ ∼ BetaBinomial(n, a, b)
are as follows:

E(θ) =
nα

α + β
(A.16)

var(θ) =
nαβ(α + β + n)

(α + β)2(α + β + 1)
(A.17)
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Beta-Poisson Mixture Distribution

The Beta-binomial distribution could, in principle, be used to model the population observed
in a census Kobs

c as a result of the following hierarchical structure:

Kobs
c ∼ Binomial(Kc, κc) (A.18)
κc ∼ Beta(aKc , b

K
c ) (A.19)

However, unlike in the most common examples of the beta-binomial distribution, in this
case Kc is unknown and almost no information about this parameter is available.

IfKc follows a Poisson distribution with mean equal to a parameter λc,Kc ∼ Poisson(λc),
then:

p(Kc) =
λc
Kce−λc

Kc!
(A.20)

p(Kobs
c ) =

(
Kc

Kobs
c

)
(κc)

Kobs
c (1− κc)Kc−Kobs

c (A.21)

It follows that the likelihood function for λc and κc given the observed value Kobs
c is:

L(Kobs
c |λc, κc) =

(λcκc)
Kcexp(−λcκc)
Kc!

(A.22)

This shows that observed value Kobs
c has a Poisson distribution with mean λcκc: Kobs

c ∼
Poisson(λcκc).

Identification problem arises from this likelihood, since inference through maximum like-
lihood only allows estimation for the product λcκc and not each parameter individually,
which are ultimately the measures of interest.

Moreno and Girón, (1998) shows that if λc follows the Jaynes prior (λc ∝ 1
λ
) and κc is

beta distributed κc ∼ Beta(aKc , b
K
c ), the joint distribution is given by:

p(λc, κc) =
(κc)

aKc +Kobs
c −1(1− κc)b

K
c −1(λc)

Kobs
c −1(e)−λcκc

Γ(Kobs
c )B(aKc , b

K
c )

(A.23)

Under these distributional assumptions, the posterior means are:

E(λc|Kobs
c ) = E(Kc|Kobs

c ) =

(
aKc + bKc − 1

aKc − 1

)
Kobs
c (A.24)
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A.3 Gamma Distribution
The gamma distribution is also highly flexible and is parametrized by a shape parameter
a > 0 and and an inverse scale parameter (rate) b > 0:

The density function of a random variable θ gamma-distributed with parameters a and
b (θ ∼ Gamma(a, b)) is:

p(θ) =
baθa−1e−bθ

Γ(a)
(A.25)

where Γ(a) is the gamma function Γ of the shape parameter a.
The mean and the variance are given by:

E(θ) =
a

b
(A.26)

var(θ) =
a

b2
(A.27)

The gamma distribution has the scaling property, so that cθ ∼ Gamma(a, b
c
).

For a ≥ 1, the mode of the gamma density is:

mode(θ) =
a− 1

b
(A.28)

Method of moments

The parameters a and b of θ ∼ Gamma(a, b) can be estimated by the method of moments,
using some estimate of the mean E(θ) and the variance var(θ).

b =
E(θ)

var(θ)
(A.29)

a = E(θ)b (A.30)

Using the same same mean E(θ) = 0.9 and variance var(θ) = 0.005 of the illustration
for the beta distribution (section A.2), leads to a Gamma(162, 180).

b =
0.9

0.005
= 180 (A.31)

a = 0.9 · 180 = 162 (A.32)
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Unlike the beta distribution, the gamma distribution is not restricted to the interval [0, 1]
and my have non-zero probability over one. In fact, the probability of θ being greater than
one under this distribution is 8.2%. This is important when modeling the completeness of
registered deaths (δ∗c ) and births (β∗c ) relative to the census coverage. Values greater than
one would indicate that completeness of registered deaths (δc) or births (βc) is higher than
census coverage (κc).

Method of quantiles

The parameters a and b of a gamma distribution can be also estimated iteratively by trial-
and-error until they match two pre-defined quantiles of the distribution.

Using the same percentiles in the illustration for the beta distribution (Section A.2),
imagine that there is evidence that the completeness of registered deaths relative to census
coverage for a certain population group, δ∗c , is likely situated between 0.95 and 0.99. It
is possible to find a gamma distribution that returns these values as the 10th and 90th
percentiles, which is δ∗c ∼ Gamma(3863, 3982).

The data source to estimate the hyperparameters of a gamma distribution varies. For
the δ∗c , the natural source are the results from death distribution methods. Results from
different methods and variants of the methods can be used to derive the quantiles, mean and
variance of the parameter.
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Appendix B

Evaluation of Census in the Brazilian
States from 1980 to 2010

B.1 Population Pyramids
This section shows the plots of the population pyramids by single year of age for the 27
Brazilian states in absolute numbers. Scales are fixed for each state.
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Figure B.1: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Amapá Pará Roraima
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Figure B.2: [

Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions)]Population
pyramids for selected states, 1980, 1991, 2000, 2010 (in millions). Source: IBGE, Brazilian

Censuses of 1980, 1991, 2000, 2010



187

Maranhão Piauí Tocantins
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Figure B.3: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Ceará Paraíba Rio Grande do Norte
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Figure B.4: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Alagoas Pernambuco Sergipe
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Figure B.5: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Bahia Espírito Santo Minas Gerais
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Figure B.6: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Paraná Rio de Janeiro São Paulo
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Figure B.7: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Mato Grosso do Sul Rio Grande do Sul Santa Catarina
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Figure B.8: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Distrito Federal Goiás Mato Grosso
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Figure B.9: Population pyramids for selected states, 1980, 1991, 2000, 2010 (in millions).
Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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B.2 Indices of digit preference
This section shows results for the Whipple Index and the Myers Index, the most commonly
used indices to assess digit preference.

Table B.1: Whipple’s Index of preference for digits 0 and 5 (ages 25-65) by sex, Brazil,
1980-2010

Year
Sex

male female

1980 110.45 110.95
1991 103.33 103.27
2000 104.33 104.02
2010 105.58 104.07
Source: IBGE: 1980-2010 Census

Table B.2: Myers’ Index of preference for all digits (ages 10-90) by sex, Brazil, 1980-2010

Year
Sex

male female

1980 4.16 4.11
1991 1.35 1.40
2000 2.04 1.78
2010 2.13 1.68
Source: IBGE: 1980-2010 Census
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Figure B.10: Heatmap of Whipple’s Index of preference for digits 0 and 5 (ages 25-65) by
sex, Brazil, 1980-2010. Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010
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Figure B.11: Heatmap of Myers’ Index of preference for all digits (ages 10-90) by sex, Brazil
and states, 1980-2010. Source: IBGE, Brazilian Censuses of 1980, 1991, 2000, 2010



197

B.3 SR
This section shows the plots of the SR for the 27 Brazilian states for the Censuses 1980,
1991, 2000 and 2010. Scales are fixed for each state.
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Figure B.12: SR for selected states, 1980, 1991, 2000, 2010. Source: IBGE: 1980-2010
censuses
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Figure B.13: SR for selected states, 1980, 1991, 2000, 2010. Source: IBGE: 1980-2010
censuses
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Figure B.14: SR for selected states, 1980, 1991, 2000, 2010. Source: IBGE: 1980-2010
censuses
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B.4 CSR
Figure B.15 shows the CSR by sex for the three intercensal periods between 1980 and 2010
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Figure B.15: CSR by sex, Brazil, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000 and 2010

Plots below show the CSR for the 27 Brazilian states for the intercensal periods 1980/1990,
1990/2000 and 2000/2010. Scales are fixed for each state.
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Figure B.16: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.17: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.18: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.19: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.20: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.21: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.22: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.23: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Figure B.24: CSR by sex and state, intercensal periods 1980/1990, 1990/2000 and 2000/2010
and age group at the middle of the intercensal period. Source: IBGE, Brazilian Censuses of
1980, 1991, 2000, 2010
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Appendix C

Internal Migration in Brazil from 1980
to 2010

C.1 Internal Migration
This section shows the plots of the migration rates (in-migration, out-migration and net
migration) for the 1991, 2000 and 2010 censuses by age and sex for the 27 Brazilian states.
Scales are fixed for each state.
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Figure C.1: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.2: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.3: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.4: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.5: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.6: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.7: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.8: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure C.9: in-migration, out-migration and net migration rates for selected states, 1991,
2000, 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Appendix D

Mortality Estimates for Brazil and
States from 1980 to 2010

D.1 Population Pyramids for deaths count
This section shows the plots of the population pyramids for the death counts by single year
of age for the 27 Brazilian states in absolute numbers. Scales are fixed for each state.
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Figure D.1: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010



223

AP PA RR

1980
1990

2000
2010

30 20 10 0 10 20400 200 0 200 400 20 10 0 10 20

0
10
20
30
40
50
60
70
80
90

100

0
10
20
30
40
50
60
70
80
90

100

0
10
20
30
40
50
60
70
80
90

100

0
10
20
30
40
50
60
70
80
90

100

Death counts

ag
e

sex male female

Figure D.2: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010
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Figure D.3: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010
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Figure D.4: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010
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Figure D.5: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010
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Figure D.6: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010
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Figure D.7: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010
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Figure D.8: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010
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Figure D.9: Population pyramids for death counts for selected states, 1980, 1990, 2000, 2010.
Source: SIM 1980, 1990, 2000, 2010



231

Appendix E

Case Study from Brazil

E.1 Consistency in demographic data in Brazilian states
This section shows the plots of the enumerated, projected and backprojected populations for
1990, 2000 and 2010 for the 27 Brazilian states. Scales are fixed for each state.
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E.2 Internal Migration
This section shows the plots of the migration rates (in-migration and out-migration) esti-
mated for the five-year period prior to the years 1990, 1995, 2000, 2005 and 2010 by age and
sex for the 27 Brazilian states. Scales are fixed for each state.
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Figure E.1: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.2: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.3: Enumerated, projected and backprojected populations, 1990, 2000 and 2010



236

1990 2000 2010

C
eará

P
araíba

R
io G

rande do N
orte

0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80

1e+05

2e+05

3e+05

4e+05

50000

100000

150000

200000

50000

100000

150000

age

po
pu

la
tio

n

year from 1990 2000 2010

Figure E.4: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.5: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.6: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.7: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.8: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.9: Enumerated, projected and backprojected populations, 1990, 2000 and 2010
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Figure E.10: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.11: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.12: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.13: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.14: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.15: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.16: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.17: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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Figure E.18: In-migration and out-migration rates for selected states, 1990, 1995, 2000,
2005 and 2010 (%�). Source: IBGE, Brazilian Censuses of 1991, 2000, 2010
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