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ABSTRACT

Dynamical downscaling is a widely used technique to properly capture regional surface heterogeneities that shape the local hydroclimatology. However, in the context of dynamical downscaling, the impacts on simulation fidelity have not been comprehensively evaluated across many user-specified factors, including the refinements of model horizontal resolution, large-scale forcing datasets, and dynamical cores. Two global-to-regional downscaling methods are used to assess these: specifically, the variable-resolution Community Earth System Model (VR-CESM) and the Weather Research and Forecasting (WRF) Model with horizontal resolutions of 28, 14, and 7 km. The modeling strategies are assessed by comparing the VR-CESM and WRF simulations with consistent physical parameterizations and grid domains. Two groups of WRF Models are driven by either the NCEP reanalysis dataset (WRF_NCEP) or VR-CESM7 results (WRF_VRCESM) to evaluate the effects of large-scale forcing datasets. The simulated hydroclimatologies are compared with reference datasets for key properties including total precipitation, snow cover, snow water equivalent (SWE), and surface temperature. The large-scale forcing datasets are critical to the WRF simulations of total precipitation but not surface temperature, controlled by the wind field and atmospheric moisture transport at the ocean boundary. No significant benefit is found in the regional average simulated hydroclimatology by increasing horizontal resolution refinement from 28 to 7 km, probably due to the systematic biases from the diagnostic treatment of rainfall and snowfall in the microphysics scheme. The choice of dynamical core has little impact on total precipitation but significantly determines simulated surface temperature, which is affected by the snow-albedo feedback in winter and soil moisture estimations in summer.

1. Introduction

Global climate models (GCMs) are virtual laboratories used to understand the processes that shape Earth’s climatology. At present, most GCM simulations are still performed at relatively coarse horizontal resolutions (~1°) due to the tremendous increase in computational cost required at finer resolutions. Therefore, modeling hydroclimatological characteristics, especially in mountain regions, at these coarser GCM resolutions is problematic as orographic features are heavily smoothed and inaccurately represented. The complex geographic characteristics of California, including the Central Valley and the Sierra Nevada mountain range, necessitate finer-resolution climate simulations that can resolve important details in topography and land use coverage (Chin 2008; Pierce et al. 2013a; Huang et al. 2016). The Sierra Nevada is particularly important to represent in climate
Simulations as it acts as a natural dam to the dominant pathway of atmospheric moisture transport and a natural reservoir that provides 72% additional storage for irrigation and municipal use during seasonally dry summers (Dettinger and Anderson 2015). Another unresolved feature at conventional GCM resolutions is the variability of land use and land cover in the California Central Valley. This region is one of the most important crop-lands in the continental United States, providing 50% of the fruits, nuts, and vegetables of the United States, and is watered primarily by snowmelt-fed rivers from the Sierra Nevada (Wilkinson et al. 2002).

In addition to resolving the Sierra Nevada mountain range and Central Valley, the accurate representation of California's Mediterranean climate, characterized by cold, wet winters and warm, dry summers, is critical. California receives one-half of its total annual precipitation during the winter months from December to February (DJF; California Data Exchange Center 2016), of which two-thirds precipitates in the northern and mountainous parts of California (Wise 2012). Importantly, this precipitation is received in 5–15 days per year through a few atmospheric river events (Dettinger et al. 2011), making its precipitation patterns some of the most intermittent in the United States. On the other hand, summertime temperatures and extreme heat events are a common feature in California and play an important role in determining agricultural output and the longevity of the state’s water supply. These events will likely play an increased role by the end of the century in reducing forest coverage and snowpack in the Sierra Nevada, and the magnitude of impact will be determined by the emission scenario that comes to fruition (Hayhoe et al. 2004). Future projections also show the tendency for warmer and more persistent dry summer months, which will increase wildfire probability and increase the number of extreme heat events in the Central Valley (Lenihan et al. 2003). Without action, this will impact the state’s electricity deficits associated with residential cooling and groundwater pumping (Miller et al. 2008). Thus, in order to accurately represent California’s hydroclimatology, climate simulations must skillfully represent wintertime precipitation, the storage of this precipitation as mountain snowpack, and summertime heat, especially with the onset of anthropogenic climate change (Rhoades et al. 2018a).

To provide usable and accurate climate information that properly projects impacts on agriculture and water supplies, dynamical downscaling has been used to simulate the drivers of regional heterogeneity in both atmospheric and land processes (Hay and Clark 2003; Qian et al. 2009; Gutzler and Robbins 2011; Pierce et al. 2013b). Over recent decades, several regional climate models (RCMs) have emerged (Giorgi and Gutowski 2015). The efficacy of these RCMs in representing the historical climate have been assessed in many research projects such as the Coordinated Regional Downscaling Experiment (CORDEX; Gutowski et al. 2016; Giorgi et al. 2009), the Prediction of Regional Scenarios and Uncertainties for Defining European Climate Change Risks and Effects (PRUDENCE; Christensen et al. 2007), the Ensembles-Based Predictions of Climate Changes and Their Impacts (ENSEMBLES) project (Van der Linden and Mitchell 2009), and the North American Regional Climate Change Assessment Program (NARCCAP; Mearns et al. 2009). These projects have helped to elucidate the common strengths and weaknesses of RCMs in simulating regional hydroclimate throughout the world. Some of the hydroclimate-related biases include a systematic warm and dry bias in many regions during summer (Caldwell et al. 2009), lack of irrigation processes (Huang and Ullrich 2016), and an overestimation of mountain precipitation in the Alps (Frei et al. 2003), the Andes (Urrutia and Vuille 2009), and the western United States (Caldwell et al. 2009). These biases may be explained by uncertainties in convective schemes (Caldwell et al. 2009; Subin et al. 2011) due to simplified physical processes (Boberg and Christensen 2012), lack of realistic sea surface temperature variability (Katragkou et al. 2015), the cascading effect of temperature bias on other hydroclimate variables (Christensen et al. 2008), and/or the size and location of the RCM domain (Heikkinen et al. 2011).

Within traditional dynamical downscaling options, the Weather Research and Forecasting (WRF) Model is one of the most widely used to simulate historical climate and to project future climate change in California and the greater western United States (Cayan et al. 2008; Caldwell et al. 2009; Leung and Qian 2009; Qian et al. 2009, 2010; Pavelsky et al. 2011; Subin et al. 2011; Pavelsky et al. 2012; Liou et al. 2013; Liu et al. 2017; Sun et al. 2016). Caldwell et al. (2009) evaluated WRF over California and concluded that an overprecipitation bias in winter and warmer temperature bias in summer was found, likely due to the convection scheme and the underprediction of soil moisture. Qian et al. (2010) and Pavelsky et al. (2011) identified that spatial resolution, especially in regions of complex terrain, were key in how well WRF represented precipitation and snowpack amounts in the western United States. Liu et al. (2017) corroborated these findings with extremely high-resolution simulations (4 km) and further highlighted the importance of proper boundary forcings at the edge of the RCM domains.

In addition to traditional RCM dynamical downscaling, variable-resolution GCMs (VRGCMs) have emerged as a
promising technique for modeling regional hydroclimate. Unlike RCM dynamical downscaling, VRGCMs are a single unified model that can telescope resolution wherever desired. VRGCMs beneficially eliminate multimodel coupling which reduces the cascade of biases, alleviates simulation bottlenecks, and unifies the regional and global climate model communities; however, uncertainties surrounding scale-aware subgrid-scale parameterizations need to be evaluated. The GCMs that support variable-resolution capabilities include the Geophysical Fluid Dynamics Laboratory finite-volume dynamical core on the cubed sphere (FV3; Harris and Lin 2013), the Model for Prediction Across Scales (MPAS; Heinzeller et al. 2016), and the Community Earth System Model (CESM; Collins et al. 2006; Hurrell et al. 2013; Zarzycki et al. 2014a,b, 2015). The variable-resolution option in CESM (VR-CESM) has demonstrated good performance in modeling the climate of California, and the greater western United States, when compared with reanalysis, observation, and RCM datasets (Rhoades et al. 2016; Huang et al. 2016; Huang and Ullrich 2016; Rhoades et al. 2018a; Huang and Ullrich 2017; Wu et al. 2017; Wang and Ullrich 2018; Gettelman et al. 2018; Wang et al. 2018a,b). Key hydroclimate biases have been identified in VR-CESM as shown in Huang et al. (2016), who found that summer temperature and winter precipitation were overestimated, and Rhoades et al. (2016) found too early of a peak snowpack timing and too fast of a melt rate.

The major research objective of this paper is to identify the hydroclimatological implications of three important factors in dynamical downscaling, including boundary forcing (reanalysis versus global climate model), horizontal resolution (28, 14, and 7 km), and dynamical core choice (hydrostatic versus nonhydrostatic). This study aims to advance our understanding of the sensitivities of these key factors in shaping VRGCM and RCM performance over California. The differences in hydroclimate simulations are assessed to gain insights into the drivers of structural uncertainty in Earth system modeling systems, given the considerable time and effort currently being committed to the development of dynamical downscaling techniques.

To address this objective, we utilize VR-CESM and WRF models, separately and together, to compare how well they represent the major hydroclimate variables that shape California’s water supply. A group of WRF simulations forced by both National Centers for Environmental Prediction (NCEP) reanalysis and VR-CESM simulations are assessed and also compared to some of the VR-CESM results in Rhoades et al. (2018b). The WRF and VR-CESM models are set up with consistent model configurations (i.e., grid domains, land surface model, and subgrid-scale parameterizations). Section 2 introduces the observational and reanalysis datasets used for historical intercomparison and the setup of the WRF Model and VR-CESM. Section 3 compares the simulation results of WRF driven by two forcing datasets, discusses the differences between VR-CESM and the WRF Model, and analyzes the implications of boundary forcing, horizontal resolution, and dynamical core choice in shaping the simulated hydroclimatologies of the two different downscaling methods.

2. Experimental setup

a. Variable-resolution CESM

A more thorough description of the VR-CESM simulations evaluated in this study can be found in Rhoades et al. (2018b) and is only briefly introduced here. The variable-resolution cubed-sphere grids are generated by SQuadGen (Ullrich 2014) for use in the Community Atmospheric Model version 5 with the Spectral Element dynamical core (CAM5-SE) and the Community Land Model version 4.0 with Satellite Phenology (CLM4-SP). A quasi-uniform 111-km (1.00°) base resolution is utilized globally. The variable-resolution grid is gradually refined to 55 km (0.5°), 28 km (0.25°), and 14 km (0.125°) focused over California. The CESM configuration is based on the well-established Atmosphere Model Intercomparison Project (AMIP) protocols, namely, compset FAMIPC5, with full atmospheric–land coupling and prescribed sea ice and sea surface temperature observations at monthly intervals. The monthly prescribed sea ice and sea surface temperatures are derived from the HadISST1 and NOAA OI datasets (Hurrell et al. 2008). The VR-CESM topography is generated using a resolution-dependent smoothing of a global 30 arc-s (~1 km) elevation USGS dataset (GTOPO30) using established methods highlighted in Zarzycki et al. (2015). To maximize the utility of model horizontal resolution, the highest-resolution surface cover datasets were used for CLM4-SP. These datasets represent observed land surface cover characteristics (e.g., forest and soil cover) for year 2000 at approximately 5 km resolution. To ensure consistent comparison between VR-CESM and the WRF simulations, this study only utilized CESM version 1.2.2 simulations from Rhoades et al. (2018b) with the MG1 microphysics scheme (Morrison and Gettelman 2008).

b. WRF Model

The WRF Model (Skamarock et al. 2005) features multiple options for boundary layer, convection, microphysics, and radiation as well as several land
surface model choices. In this study, the recent Advanced Research version of WRF (WRF-ARW), version 3.8, modeling system is used, with fully compressible, non-hydrostatic equations solved in the dynamical core. WRF simulations are set up with two groups of initial and boundary conditions. One is driven by the 6-hourly NCEP Global Forecasting System (GFS) analyses on a 1° grid with 27 hydroclimate variables (NCEP 2000) at the lateral boundaries of the WRF outer domain, abbreviated as WRF_NCEP in this paper. The other group of WRF simulations is abbreviated as WRF_VRCESM and employs the intermediate files generated from the 6-hourly VR-CESM outputs, which include the variables zonal wind $U$, meridional wind $V$, specific humidity $Q$, temperature $T$, and surface pressure (PS) in CAM5-SE, and snow water equivalent (SWE), surface temperature, soil temperature, and soil water content in CLM4-SP. There are five WRF simulations driven by VR-CESM results. The 7-km VR-CESM result is used as initial and boundary conditions for three WRF-VRCESM simulations at resolutions of 28, 14, and 7 km, hereafter named WRF28_VRCESM7, WRF14_VRCESM7, and WRF7_VRCESM7. The other two WRF_VRCESM simulations are forced by the other VR-CESM simulations from Rhoades et al. (2018b) (i.e., 28 and 14 km), now named WRF28_VRCESM28 and WRF14_VRCESM14. Unlike the typical refinement ratio of 3:1 in the WRF nested domains, this study uses the refinement ratio of 2:1 for the purpose of a consistent comparison with the VR-CESM simulations. The nested domains and grid discretization are set up to be equivalent to those for the VR-CESM simulations, in which the three sets of grid refinement are centered on California for resolutions of 28, 14, and 7 km with two, three, and four nested domains, respectively. In all WRF simulations, the outermost domain has 99 × 89 grid points with 55-km resolution, and its daughter nested domain has 128 × 100 grid points with 28-km resolution. The third nested domain has 136 × 120 grid points within the 14-km-resolution simulation, and the innermost nested domain has 160 × 160 grid points within the 7-km-resolution simulation (Fig. 1). Ten grid points are used for relaxation to the coarse solution in each domain; grid nudging is not used in this study. Figure 2 highlights the difference in surface topography mean and variability against Parameter-Elevation Regressions on Independent Slopes Model (PRISM) decreases significantly with refinement in horizontal resolution divided by 2. The 30-arc-s (~1 km) resolution USGS-based land use and land cover (LULC) datasets from Rhoades et al. (2018b) are also interpolated in the WRF simulation (Fig. 2).
The WRF parameterizations and physics schemes can be found in Table 1. Generally, the physical parameterizations of WRF simulations are chosen to be consistent with the VR-CESM simulations for comparison. The two groups of WRF simulations use the CAM5.1 two-moment 5-class atmospheric microphysics scheme, which is the same approach used in the VR-CESM MG1 simulations in Rhoades et al. (2018b). To ensure a consistent comparison between the two downscaling methods, the CLM4-SP land surface model is chosen instead of the common options in WRF, such as Noah or Noah-MP. This is justified as CLM4-SP is the most advanced atmosphere–land coupling scheme available in WRF (Jin and Wen 2012) due to the availability of dynamic vegetation, higher-resolution soil, and a more comprehensive snowpack model. The CAM5-SE atmospheric microphysics schemes and the CLM4-SP land surface model are not default or commonly used in most WRF applications because of the additional computational cost. The MM5 similarity scheme is used for surface layer, and the University of Washington (UW) scheme is used for the planetary boundary layer. The Rapid Radiative Transfer Model for global climate models (RRTMG) longwave and shortwave radiation schemes, Zhang–McFarlane cumulus parameterization, and the UW shallow convection option from the CESM model with momentum transport are applied in the WRF simulations.

All WRF simulations were analyzed over the same periods as the VR-CESM simulations in Rhoades et al. (2018b), starting from 1 October 1999 to 1 March 2015.
with 16 DJF periods in winter and 15 June–August (JJA) periods in summer. DJF was selected as the study period as it accounts for 50% of the annual total precipitation (California Data Exchange Center 2016) and minimizes errors associated with snow-related feedbacks in the beginning of the accumulation period and at the end of the ablation period (Raleigh et al. 2013).

Unlike VR-CESM, which features excellent parallel scalability, the largest number of processors that can be used in a WRF simulation is limited. Because of computational limitations, the WRF Model runs at 7 km resolution are divided up into 15 annual simulations, each starting from the beginning of each calendar year and terminating at the end of February of the next year. The 14- and 28-km-resolution WRF simulations are conducted with a similar approach, but are divided into three runs, each with 5-yr simulations starting from 1 October 1999, 1 January 2005, and 1 January 2010 to the end of February 2005, 2010, and 2015, respectively. All WRF simulations start with the initial conditions of either the NCEP reanalysis dataset or VR-CESM simulations at the starting date. As a consequence, the first two months of each WRF simulation are discarded as a spinup period to ensure convergence in the soil moisture and surface hydrology characteristics.

c. Historical reference datasets

The spatial and temporal resolutions for the VR-CESM, WRF_NCEP, and WRF_VRCESM simulations, as well as the observational and reanalysis datasets used as historical reference in this study, are presented in Table 2. These datasets were chosen based on their ability to characterize specific hydroclimate variables over large spatial areas of interest in this study. The variables derived from the datasets include total precipitation, snow cover, SWE, and surface temperature. The simulation outputs and historical reference datasets are compiled into a daily climate average, DJF/JJA seasonal average, and DJF/JJA climatological average over 1999–2015.

The PRISM dataset uses over 10000 quality-controlled observational station datasets along with a climate-elevation regression for each digital elevation model (DEM) grid cell to create a daily 4-km total precipitation (PRECT), 2-m surface temperature (Tavg), minimum 2-m surface temperature (Tmin), and maximum 2-m surface temperature (Tmax), drawn from a spatially contiguous United States (CONUS) product (Daly et al. 2008). PRISM uses an empirical regression topographic correction method against elevation, atmospheric vertical layer location, coastal proximity, elevation, geographic location, orographic effectiveness, and topographic orientation. Although substantial biases in the PRISM has been addressed in many previous studies (Henn et al. 2018; Currier et al. 2017), especially in mountainous areas where observations are sparse, PRISM maintains important nonmonotonic relationships between precipitation and elevation compared with other reanalysis products such as WorldClim and Daymet (Daly et al. 2008).

The Moderate Resolution Imaging Spectroradiometer (MODIS) satellite product (MOD10CM V005) provides

| Table 1. WRF and VR-CESM parameterizations and physics schemes. |
|---------------------------------|------------------|
| **Physics schemes** | **WRF and VR-CESM** |
| Microphysics | CAM V5.1 two-moment 5-class (Neale et al. 2010) |
| Longwave radiation | RRTMG (Iacono et al. 2008) |
| Shortwave radiation | RRTMG (Iacono et al. 2008) |
| Surface layer | Revised MM5 similarity theory (Jiménez et al. 2012) |
| Land surface model | CLM4 (Oleson et al. 2010) |
| Planetary boundary layer | UW (Bretherton and Park 2009) |
| Cumulus parameterization | Zhang and McFarlane (Zhang and McFarlane 1995) |
| Shallow convection option | UW (Bretherton and Park 2009) |

| Table 2. Metadata for the model simulations and historical reference datasets. |
|---------------------------------|------------------|------------------|------------------|
| Climate dataset | Hydroclimate variables | Spatial resolution | Temporal resolution | Analysis time series |
| VR-CESM | Total precipitation, snowfall, snow cover, SWE, and 2-m average, minimum, and maximum surface temperature | 28, 14, and 7 km | Daily, 6 hourly | 1999–2015 |
| WRF_NCEP | Same as above | 28, 14, and 7 km | Same as above | Same as above |
| WRF_VRCESM7 | Same as above | 28, 14, and 7 km | Same as above | Same as above |
| WRF_VRCESM | Same as above | 28 and 14 km | Same as above | Same as above |
| SNSR | SWE | 90 m | Daily | 1999–2015 |
| MODIS | Snow cover | 5 km | Monthly | 2000–2015 |
| PRISM | Total precipitation and 2-m average, minimum, and maximum surface temperature | 4 km | Daily | 1999–2015 |
global monthly 5-km snow cover (Hall and Riggs 2015). The product is quality-assured for cloud cover by using visible and shortwave near-IR spectral bands and a snow-mapping algorithm with a normalized difference snow index (NDSI). Furthermore, the MODIS products at 28, 5, and 0.5 km were validated against ground observations and were found to have high correlations, compared to ground stations and SNOTEL data. The lower accuracy is found in forested areas and complex terrain that vary depending on snow ephemerality and thickness (Hall and Riggs 2007). In both VR-CESM and WRF simulations, snow cover is a diagnostic variable output computed from snow density, SWE, and temperature. The analysis of snow cover data integrates both the uncertainty in observational data and biases in simulations.

The Landsat-Era Sierra Nevada Snow Reanalysis (SNSR) dataset (Margulis et al. 2016a,b) characterizes SWE for 20 watersheds within the California Sierra Nevada at 90-m resolution from 1985 to 2015. The reanalysis estimates for SWE are derived from a Bayesian data assimilation technique that utilizes 30-m elevation estimates from the ASTER and the National Land Cover Database, hourly 14-km meteorological inputs from North American Land and Data Assimilation Database phase 2 (NLDAS-2), and snow cover area and vegetation cover fractions from the NASA Landsat 5, 7, and 8 satellite products. The dataset was validated against 108 snow pillows and 202 snow course in situ SWE measurements (not incorporated into the assimilation technique) and found to linearly correlate at 0.97 across all sites. To the authors’ knowledge, SNSR is the highest-quality and finest-resolution snow water equivalent reanalysis dataset over the study period covered in this paper.

3. Results and discussions

The analyses in this section examine the fundamental differences in how three factors influence the WRF simulation fidelity, such as the large-scale forcing dataset (section 3a) by comparing the WRF_NCEP and WRF_VRCESM7 simulations, horizontal resolution (section 3b), and the choice of dynamical core (section 3c) by comparing VR-CESM and WRF driven by VR-CESM.

a. Large-scale forcing datasets

The impact of the large-scale boundary forcing on the WRF simulations is evaluated by comparing WRF simulations driven by the NCEP reanalysis dataset and the VR-CESM simulation at the finest 7-km resolution. The WRF simulations driven by a single VR-CESM simulation are performed to assure that the three WRF simulations have the same large-scale forcing across resolutions, but allow for differences in the synoptic scales represented in NCEP and VR-CESM to be intercompared as well. First, the water year daily climate average (Fig. 3) for total precipitation and 2-m average surface temperature in the California Mountain Region and the windward and leeward sides of the Sierra Nevada are used to illustrate the differences between the two large-scale forcing datasets. A wet bias in accumulated total precipitation in the WRF_VRCESM7 simulation reaches 100–150 mm in the windward side of Sierra Nevada, while WRF simulations driven by NCEP have an opposing pattern to WRF_VRCESM7, with 0–100 mm on the windward of Sierra Nevada and even 200–300 mm dry bias throughout the California Mountain Region. The differences seen in total precipitation, snow cover, and SWE against the reference datasets (Fig. 4) provide insight into how atmospheric moisture transport and precipitation phase differed between the two large-scale forcing datasets. In WRF_VRCESM7 simulations, the DJF climate average wet biases are from +0.5 to +0.8 mm day$^{-1}$ for total precipitation in WRF_VRCESM7 simulations within the California Mountain Region; however, WRF_NCEP simulations show dry biases in total precipitation between $-1.3$ and $-1.5$ mm day$^{-1}$ (Fig. 5). The wet biases within the windward side of Sierra Nevada in WRF_VRCESM7 simulations are consistent to their forcing dataset, VR-CESM7 (Table 3). In general, simulated total precipitation, snow cover, and SWE are consistently overestimated on the windward side of Sierra Nevada, but underestimated on the leeward side. The stippling points in Fig. 4 also depict the precipitation bias in the California Mountain Region, particularly on the leeward side, as precipitation falls outside the variance in the mean of PRISM. A systematic dry bias in accumulated total precipitation, ranging from 160 to 220 mm, can be found on the leeward side of the Sierra Nevada in both WRF simulations (Fig. 3). Both the WRF_NCEP and WRF_VRCESM7 simulations, had an accumulated precipitation deficit of 160–220 mm, which was nearly 50% of the PRISM daily climatological average in the leeward side of Sierra Nevada. The total precipitation bias in the leeward side of Sierra Nevada is not driven by the large-scale forcing dataset, but rather the diagnostic treatment of rainfall and snowfall in the microphysics scheme, which inhibits precipitation to reach up to or beyond the mountain ridgeline. On the other hand, the 50–150-mm wet bias for WRF_VRCESM7 and 60–160-mm dry bias for WRF_NCEP are less than 15% of the total accumulated precipitation in the windward side of Sierra Nevada. This again highlights that the large-scaling forcing dataset is important to precipitation
simulation efficacy on the windward side of the Sierra Nevada.

Some statistical metrics, such as the seasonal Pearson pattern correlation, help explain the spatial bias in WRF_VRCESM7 compared to WRF_NCEP simulations. For each WRF simulation, the Pearson pattern coefficients were computed for the 16 DJF periods across the four hydroclimatological variables listed in Table 3 over the 1999–2015 study period. The Pearson pattern coefficients of total precipitation for the WRF_VRCESM7 are smaller, indicating less skill than the WRF_NCEP simulations. This is consistent with the relatively larger bias and variability of total precipitation in WRF_VRCESM7, and is intuitive given that the VR-CESM 7-km simulation was only bounded by observed sea surface temperature and sea ice observations at monthly intervals. The comparison between WRF_VRCESM7 and WRF_NCEP indicates that the choice of large-scale forcing dataset used in the WRF simulations significantly impacts simulated total precipitation within the windward side of the mountain. However, the mountain leeward dry bias found in both NCEP-driven and VR-CESM–driven WRF simulations indicates that microphysics, rather than the large-scale forcing dataset, largely determines the proper distribution of modeled precipitation in mountainous regions, as highlighted in Rhoades et al. (2018b).

To analyze the impacts of large-scale forcing datasets on atmospheric moisture transport and precipitation, the large-scale DJF climate average integrated water vapor transport (IVT; kg m\(^{-1}\) s\(^{-1}\)) is presented in Fig. 6,
with the vector winds overlaid on the top of the IVT and topography at 500-m intervals. In general, the large-scale forcing datasets determine the amount of water vapor transported and wind fields through the western boundary of the WRF domain. The IVT and wind fields in the inner WRF domain influences the simulated hydroclimatology variables in the California Mountain Region, particularly total precipitation and SWE, as it dictates the magnitude and timing of available water that can be precipitated within the California Mountain Region. The smaller IVT in the California Mountain Region in the WRF_NCEP simulations is consistent with the relatively drier simulated hydroclimatology compared to WRF_VRCESM7. The larger IVT in the California Mountain Region shown for WRF_VRCESM7 is also consistent with the wet bias in simulated...
precipitation and SWE in the California Mountain Region as well. However, as shown in comparison with the NCEP forcing dataset in Fig. 6, both WRF_NCEP and WRF_VRCESM7 simulations provide more realistic onshore winds over California due to the presence of topography. The variability of storm events, especially extremes, may have had a major impact on the WRF_NCEP and WRF_VRCESM simulations. Dettinger et al. (2011) reported that more than half of annual total precipitation falls in less than 10 days in the California Mountain Region and less than 5 days in the desert areas in Southern California. To evaluate this, we compare the number of days to 50% precipitation in our simulations (Fig. 7) to Fig. 2 from Dettinger et al. (2011). WRF_NCEP realistically simulates the spatial variability of the average numbers of days to obtain half of the total precipitation compared with findings in Dettinger et al. (2011). However, WRF_VRCESM simulations overestimate the number of days for half of the total precipitation with additional 10–15 days. This indicates that extreme precipitation is either underestimated or the storms last longer in WRF_VRCESM simulations.

As shown previously, the large-scale boundary forcing datasets are critical in determining the inner-domain hydroclimatological outcomes across most variables in the WRF simulations. California precipitation and snow are strongly related to the atmospheric moisture transport from the western boundary of the Pacific Ocean. VR-CESM simulations are solely bounded by monthly observed sea surface temperature and sea ice, whereas the NCEP reanalysis dataset is a bias-corrected product based on a data-assimilation model which utilizes various observational products (NCEP 2000). The WRF_VRCESM7 simulations had greater bias in the hydroclimate simulations than the VR-CESM simulation itself. This highlights the unique role of cascading biases between two models as the coupling of two models introduces more bias than if the models were simulated separately. However, surface temperature is more consistent across the simulations and less sensitive to large-scale forcing dataset. The lateral atmospheric heat flux provided by the large-scale forcing datasets are dissipated and augmented by regional and local scale features of California (topography, land surface cover, sea breeze, etc.) in the land surface model. Therefore, the forcing dataset has little impact on the surface temperature simulation in both WRF_NCEP and WRF_VRCESM7 simulations.

b. Horizontal resolution

The impacts of horizontal resolution are addressed and evaluated by comparing the difference in simulated
Table 3. Summary statistics for winter season (DJF) seasonal hydroclimate variables by the VR-CESM, WRF_NCEP, WRF_VRCESM, and historical reference datasets within the California Mountain Region. The statistics includes 16 DJF periods from December 1999 to February 2015. The numbers in parentheses are the differences between simulations and historical reference datasets.

<table>
<thead>
<tr>
<th>Climate dataset</th>
<th>Mean</th>
<th>Std dev</th>
<th>Min</th>
<th>Interquartile range</th>
<th>Max</th>
<th>Pearson pattern correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR-CESM28</td>
<td>6.95 (0.88)</td>
<td>2.82 (0.99)</td>
<td>1.72 (1.32)</td>
<td>3.98 (1.87)</td>
<td>12.54 (2.73)</td>
<td>65</td>
</tr>
<tr>
<td>VR-CESM14</td>
<td>7.01 (0.94)</td>
<td>1.65 (0.18)</td>
<td>4.21 (1.17)</td>
<td>2.12 (0.01)</td>
<td>9.88 (0.07)</td>
<td>69</td>
</tr>
<tr>
<td>VR-CESM7</td>
<td>7.15 (1.08)</td>
<td>3.33 (1.50)</td>
<td>2.68 (0.36)</td>
<td>5.34 (3.23)</td>
<td>12.85 (3.04)</td>
<td>61</td>
</tr>
<tr>
<td>WRF28_NCEP</td>
<td>4.55 (1.52)</td>
<td>1.27 (0.57)</td>
<td>2.58 (0.47)</td>
<td>1.92 (0.19)</td>
<td>7.18 (2.63)</td>
<td>71</td>
</tr>
<tr>
<td>WRF14_NCEP</td>
<td>4.69 (1.38)</td>
<td>1.33 (0.50)</td>
<td>2.70 (0.34)</td>
<td>1.85 (0.26)</td>
<td>7.75 (2.06)</td>
<td>69</td>
</tr>
<tr>
<td>WRF7_NCEP</td>
<td>4.77 (1.30)</td>
<td>1.39 (0.44)</td>
<td>2.72 (0.33)</td>
<td>2.02 (0.09)</td>
<td>7.91 (1.89)</td>
<td>69</td>
</tr>
<tr>
<td>WRF28_VRCESM28</td>
<td>7.69 (1.62)</td>
<td>3.31 (1.48)</td>
<td>1.61 (1.44)</td>
<td>5.12 (3.00)</td>
<td>13.78 (3.97)</td>
<td>53</td>
</tr>
<tr>
<td>VR-CESM14</td>
<td>7.50 (1.43)</td>
<td>2.02 (0.18)</td>
<td>4.30 (1.25)</td>
<td>2.44 (0.33)</td>
<td>11.75 (1.94)</td>
<td>59</td>
</tr>
<tr>
<td>WRF28_VRCESM7</td>
<td>6.62 (0.54)</td>
<td>3.07 (1.23)</td>
<td>2.48 (0.37)</td>
<td>3.87 (1.76)</td>
<td>12.13 (2.33)</td>
<td>52</td>
</tr>
<tr>
<td>WRF14_VRCESM7</td>
<td>6.94 (0.87)</td>
<td>3.48 (1.65)</td>
<td>2.74 (0.63)</td>
<td>6.69 (4.85)</td>
<td>12.75 (2.94)</td>
<td>53</td>
</tr>
<tr>
<td>VR-CESM14</td>
<td>4.87 (1.97)</td>
<td>3.91 (2.4)</td>
<td>10.5 (9.5)</td>
<td>74.0 (5.8)</td>
<td>132.9 (19.5)</td>
<td>57</td>
</tr>
<tr>
<td>WRF28_VRCESM28</td>
<td>92.8 (8.00)</td>
<td>53.7 (12.2)</td>
<td>263.6 (3.6)</td>
<td>72.1 (3.9)</td>
<td>196.4 (44.0)</td>
<td>45</td>
</tr>
<tr>
<td>VR-CESM14</td>
<td>113.8 (29.4)</td>
<td>46.5 (5.0)</td>
<td>48.7 (28.7)</td>
<td>59.9 (8.3)</td>
<td>225.3 (72.9)</td>
<td>50</td>
</tr>
<tr>
<td>WRF28_VRCESM7</td>
<td>84.7 (0.3)</td>
<td>52.0 (10.5)</td>
<td>151.4 (9.4)</td>
<td>83.3 (15.1)</td>
<td>172.6 (20.3)</td>
<td>42</td>
</tr>
<tr>
<td>WRF14_VRCESM7</td>
<td>100.5 (16.1)</td>
<td>63.0 (21.5)</td>
<td>150.5 (5.0)</td>
<td>112.3 (44.1)</td>
<td>196.2 (43.9)</td>
<td>48</td>
</tr>
<tr>
<td>VR-CESM14</td>
<td>114.3 (29.9)</td>
<td>62.6 (21.1)</td>
<td>27.6 (7.6)</td>
<td>121.2 (53.0)</td>
<td>208.7 (56.3)</td>
<td>52</td>
</tr>
<tr>
<td>SNSR</td>
<td>84.40 (0.0)</td>
<td>41.5 (0.0)</td>
<td>20.0 (0.0)</td>
<td>68.2 (0.0)</td>
<td>152.4 (0.0)</td>
<td>100</td>
</tr>
<tr>
<td>VR-CESM28</td>
<td>274.0 (2.3)</td>
<td>1.4 (0.3)</td>
<td>270.5 (4.1)</td>
<td>1.5 (0.5)</td>
<td>276.7 (2.4)</td>
<td>89</td>
</tr>
<tr>
<td>VR-CESM14</td>
<td>273.0 (3.3)</td>
<td>0.9 (0.2)</td>
<td>271.7 (2.8)</td>
<td>1.3 (0.2)</td>
<td>274.9 (4.2)</td>
<td>92</td>
</tr>
<tr>
<td>VR-CESM7</td>
<td>272.8 (3.6)</td>
<td>1.3 (0.2)</td>
<td>270.5 (4.1)</td>
<td>1.3 (0.3)</td>
<td>275.6 (3.5)</td>
<td>94</td>
</tr>
<tr>
<td>WRF28_NCEP</td>
<td>275.5 (0.8)</td>
<td>1.3 (0.2)</td>
<td>273.4 (1.2)</td>
<td>1.0 (0.0)</td>
<td>278.7 (0.3)</td>
<td>91</td>
</tr>
<tr>
<td>WRF14_NCEP</td>
<td>275.3 (1.0)</td>
<td>1.3 (0.2)</td>
<td>273.3 (1.3)</td>
<td>1.1 (0.0)</td>
<td>278.5 (0.6)</td>
<td>94</td>
</tr>
<tr>
<td>WRF7_NCEP</td>
<td>275.4 (1.0)</td>
<td>1.3 (0.2)</td>
<td>273.2 (1.4)</td>
<td>1.3 (0.3)</td>
<td>278.4 (0.6)</td>
<td>96</td>
</tr>
<tr>
<td>WRF28_VRCESM28</td>
<td>275.1 (1.2)</td>
<td>1.4 (0.3)</td>
<td>271.8 (2.8)</td>
<td>1.7 (0.6)</td>
<td>277.7 (1.4)</td>
<td>89</td>
</tr>
<tr>
<td>WRF14_VRCESM14</td>
<td>274.7 (1.7)</td>
<td>0.8 (0.3)</td>
<td>273.5 (1.1)</td>
<td>1.5 (0.4)</td>
<td>276.0 (3.1)</td>
<td>93</td>
</tr>
<tr>
<td>WRF28_VRCESM7</td>
<td>275.0 (1.3)</td>
<td>1.3 (0.2)</td>
<td>272.8 (1.8)</td>
<td>1.3 (0.2)</td>
<td>278.4 (0.7)</td>
<td>90</td>
</tr>
<tr>
<td>WRF14_VRCESM7</td>
<td>274.7 (1.6)</td>
<td>1.3 (0.2)</td>
<td>272.6 (2.0)</td>
<td>1.2 (0.1)</td>
<td>278.1 (1.0)</td>
<td>94</td>
</tr>
<tr>
<td>VR-CESM14</td>
<td>274.9 (1.5)</td>
<td>1.4 (0.3)</td>
<td>272.6 (2.0)</td>
<td>2.1 (1.1)</td>
<td>278.0 (1.1)</td>
<td>95</td>
</tr>
<tr>
<td>PRISM</td>
<td>276.4 (0.0)</td>
<td>1.1 (0.0)</td>
<td>274.6 (0.0)</td>
<td>1.1 (0.0)</td>
<td>279.1 (0.0)</td>
<td>100</td>
</tr>
</tbody>
</table>

Total precipitation and surface temperature at horizontal resolutions of 28, 14, and 7 km over the water year (Fig. 3). The added value of refining horizontal resolution is exhibited in total precipitation within the WRF_NCEP simulations, where the daily accumulated total precipitation bias in WRF7_NCEP is diminished by 100 mm from the WRF28_NCEP simulation when compared with PRISM throughout the water year. Simulated total precipitation shown in the water year daily average is likely improved from the better representation of topography and land surface cover with increasing horizontal resolution. However, the benefit of increasing horizontal resolution is not as pronounced at seasonal or climatological time scales. For example, simulated DJF average total precipitation and surface temperature in WRF do not appear to be as sensitive to the refinement of horizontal resolution (28–7 km) over the California Mountain Region in both WRF_NCEP and WRF_VRCESM7, as median and interquartile ranges overlap across horizontal resolutions (Fig. 8). Similarly, when viewed from a DJF climate perspective, the impacts of resolution and land use representation on total precipitation are vaguely apparent, with WRF_NCEP simulations exhibiting a general dry bias, especially in mountainous regions, and
WRF_VRCESM7 exhibiting a wet (dry) bias in windward (leeward) portions of mountainous regions (Fig. 4). This is further shown in Table 3, where no significant difference in Pearson pattern coefficients are found across horizontal resolution in WRF_NCEP (WRF_VRCESM) simulations with DJF climate average values ranging between 0.69 and 0.71 (between 0.52 and 0.59).

On the other hand, increasing horizontal resolution does eliminate some of the biases when viewed in the context of surface temperature, especially in certain localized regions. For example, the surface temperature biases decrease from the 28- to 14-km simulations, and slightly improve when going from 14 to 7 km in the southern Central Valley and leeward side of the southern Sierra Nevada. The alleviation of surface temperature bias is probably related to the improved details in topography and land cover in the finer-resolution simulations. However, the cold bias in the California...
Mountain Region remains as horizontal resolution is refined from 28 to 7 km at daily (Fig. 3), seasonal (Fig. 8), and climate average (Fig. 4) time scales, save for the leeward side of the Sierra Nevada. The model biases are statistically important and marked by the stippling points in Fig. 4, as the temperature biases are below the PRISM mean minus the observed variance throughout the California Mountain Region. This indicates that although topography may be more realistically represented at finer resolution, this does not necessarily improve the representation of surface temperature. For instance, surface temperature is also controlled by localized processes such as radiation aspect, humidity, boundary layer mixing, snow albedo feedback, and cloud cover and duration.

Therefore, a more accurate representation of topography and land cover in either VR-CESM or WRF is not the only requirement to better simulate the overall hydroclimatology of California. This conclusion is similar to Rhoades et al. (2018b), who found that there was not a significant benefit from simply refining model horizontal resolution alone, but rather, a refinement of horizontal resolution coupled with a modification in how precipitation is treated in the microphysics scheme led to better overall hydroclimatological simulations. For example, MG1 simulations at ≲28 km precipitate too fast as a result of erroneous constraints in gridcell precipitation transport as storms were orographically uplifted, akin to what is shown in Fig. 4 in the windward (leeward) high (low) bias in total precipitation. Nevertheless, the differences between WRF_NCEP and WRF_VRCESM7 simulations highlight that large-scale forcing datasets in RCMs are significant contributors in shaping regional hydroclimatology. This analysis indicates that more accurate hydroclimate simulations over California will come from the use of observationally consistent large-scale forcing rather than model horizontal resolution alone.

c. Dynamical cores

The sensitivities that emerge from the choice of dynamical core are now addressed by comparing the differences between WRF_VRCESM and VR-CESM simulations in both winter and summer seasons. In the discussion of dynamical core choice, VR-CESM simulations are compared with WRF_VRCESM driven by VR-CESM simulations at the same refined resolution as the RCM, namely, WRF28_VRCESM28, WRF14_VRCESM14, and
WRF7_VRCESM7. This was done to ensure consistent large-scale boundary conditions in the intercomparison between RCMs and their forcing VRGCM dataset.

The differences in DJF climate average total precipitation and climate average SWE on 28 February between WRF_VRCESM and VR-CESM simulations are presented in Fig. 9. The SWE on 28 February was selected as the metric for evaluating snowpack accumulation and snowmelt during winter seasons, because the average of an integrated quantity does not have a well-defined meaning. The DJF climate average precipitation is largely insensitive to dynamical core choice, with less than 1.0 mm day$^{-1}$ difference between WRF_VRCESM and VR-CESM simulations across resolutions. The Pearson pattern correlations of total precipitation for the VR-CESM simulations are generally larger than WRF_VRCESM (Table 3). This implies a degradation of the seasonal spatial match to the reference datasets in the VR-CESM simulations occurred when the large-scale conditions simulated in VR-CESM were forced at the boundaries of the WRF domain, likely due to the multimodel bias propagation discussed before. Unlike total precipitation, simulated SWE in WRF_VRCESM simulations is consistently larger than VR-CESM throughout the California Mountain Region, particularly at 28 km horizontal resolution (Fig. 9). Additionally, WRF_VRCESM overestimates snow cover in the California Mountain Region but underestimates in the Great Basin, which is partially explained by the warm bias in the inland desert area shown in Fig. 10. Of particular importance to findings highlighted in Rhoades et al. (2018b), WRF_VRCESM surface temperature in DJF were much warmer over the entire study region compared to VR-CESM simulations. The surface temperature cold biases from $-2.3$ to $-3.6$ K against PRISM in the California Mountain Region observed in the VR-CESM simulations are alleviated to from $-0.2$ to $-0.6$ K in the WRF_VRCESM simulations (Table 3).

To evaluate one of the potential drivers of DJF climate surface temperature in the California Mountain Region, the snow-albedo feedback, the relationship of daily climate snow cover and surface temperature, is shown in Fig. 11. The plots represent the normalized daily climate average differences of WRF_NCEP and WRF_VRCESM simulations from the historical reference datasets for snow cover (MODIS) and average surface temperature (PRISM). Normalization was used to highlight trend, rather than magnitude, and isolate when snow cover and temperature were either correlated or anticorrelated. The normalized snow cover daily trends show a striking day-to-day similarity across the simulations. A clear correlation after the historical peak timing date appears between snow cover and surface temperature before the historical peak timing date that switches to an anticorrelation afterward. The correlation between daily climate snow cover and surface temperature after the historical peak timing data is likely because snow cover, and hence albedo, is reduced then leads to increased surface temperature, due to less solar energy being absorbed at the surface. The anticorrelation between daily climate snow cover and temperature after the historical peak timing date is likely due to the onset of higher snow line variability which
diminishes the role of the snow-albedo feedback. Some of the variability in average surface temperature can be explained prior to the historical peak timing date by snow cover, namely in DJF, where a spread in snow cover is seen across WRF_NCEP and WRF_VRCESM simulations coinciding with a spread in average surface temperature, particularly in the leeward side of the Sierra Nevada. However, after the historical peak timing date the difference in daily climate snow cover between WRF_NCEP and WRF_VRCESM simulations is much more constrained, yet the daily climate surface temperatures are much more varied. As mentioned in Miller et al. (2008), it is difficult to fully understand the DJF temperature differences without the assessment of the differences in specified land characteristics, including vegetation and soil types, surface roughness, and albedo, as well as radiative fluxes and near-surface meteorological parameters. A more thorough evaluation of each of these land surface drivers and how they shape surface temperature is outside the scope of this study, but will be conducted in future research.

In spring-to-summer months, WRF_VRCESM surface temperatures are consistently warmer throughout the California Mountain Region, compared to VR-CESM, shown via the JJA climate average in Fig. 12. The warmer simulated JJA average and minimum surface temperature in WRF_VRCESM shown throughout the California Mountain Region indicates that the ~3 K cold bias in VR-CESM (Fig. 13) is significantly alleviated in the WRF simulations. However, the average and minimum surface temperature differences in WRF_VRCESM and VR-CESM exhibit distinct patterns in the regions. WRF_VRCESM simulations have a colder JJA climate average and minimum surface temperature. This results in an alleviation of the warm biases in the Central Valley and an increase in surface temperature in the Great Basin, as shown in Fig. 13. Maximum surface temperature becomes a more important parameter during summer seasons, considering that extreme heat conditions are closely related to the drought conditions. To partially evaluate this key phenomena, Fig. 12 shows the simulated surface temperature maximum in WRF_VRCESM. WRF_VRCESM is 0.3–1.4 K warmer than the VR-CESM simulations and has a significant warm bias over the Central Valley, considering VR-CESM already had a 1.3–1.6 K warm bias in the Central Valley.
bias (Fig. 13). The overestimation of maximum surface temperature by WRF raises concerns of properly simulating the summertime heat waves in the Central Valley, which are important to the agriculture industry and water supply assessments (Hayhoe et al. 2004).

The overestimation of simulated average and maximum surface temperatures during summer seasons has been discussed in many studies (Mahmood et al. 2006; Bonfils and Lobell 2007), particularly in California’s Central Valley (Lo and Famiglietti 2013; Sorooshian et al. 2011; Kanamaru and Kanamitsu 2008). The inaccurate estimation of soil moisture associated with irrigation and other human activities is believed to be an important factor for the warm bias in the Central Valley. Caldwell et al. (2009) pointed out that the underprediction of JJA soil moisture enhanced the surface heating. This study corroborates this finding in our own evaluation of maximum surface temperature in both the VR-CESM and WRF simulations within the Central Valley. The warm bias of maximum surface temperature and heat wave statistics in California’s Central Valley were also reported in Miller et al. (2008) and Huang and Ullrich (2016), and were attributed to the lack of irrigation parameterization in the model. In general, the maximum surface temperature bias over the Central Valley in this study is consistent with prior VR-CESM and WRF simulations that did not utilize irrigation parameterizations. However, few studies have evaluated the large warm bias in simulated surface temperature over the Great Basin. This may warrant further investigation into the accuracy of the historical reference datasets and/or the model efficacy in simulating temperature variables in the arid desert regions that have very low soil moisture.

The sensitivity of the simulated hydroclimate, particularly surface temperature, to the dynamical core choice in VR-CESM and WRF is clearly shown. Dynamical core choice is intuitively an important factor as it shapes the dynamics and thermodynamics of the simulated atmospheric system. More studies are needed to elucidate...
the processes that the choice of dynamical core has on simulated temperature, particularly the effect of snow cover on temperature simulations and atmosphere–land interaction. Additionally, upscale effects associated with how regional refinement within VR-CESM impacts the global scale climatology (especially downwind) need to be further understood. Future work will attempt to bound the VR-CESM simulations global domain with NCEP reanalysis and run the inner domain akin to the WRF_NCEP simulations in this study. This will afford a more equal comparison with the WRF_NCEP simulations to better understand dynamical core choice and isolate some of the aforementioned upscale and downwind effects in the VR-CESM approach.

4. Conclusions

The historical hydroclimatology of California and Nevada were simulated over 1999–2015 by two state-of-the-art dynamical downscaling methods, VR-CESM and WRF. The WRF simulations focused over California and Nevada are driven by the NCEP reanalysis dataset and VR-CESM results in Rhoades et al. (2018b). The relative influence of large-scale forcing dataset (WRF_VRCESM7 and WRF_NCEP), horizontal resolution (28, 14, and 7 km), and dynamical core choice (WRF and VR-CESM) were evaluated. The implications of these three major factors in shaping the simulated hydroclimate over California and Nevada were as follows:

1) The large-scale forcing datasets used in the WRF simulations, specifically NCEP and VR-CESM7, are critical for modeling the hydroclimatology of California and Nevada, especially in mountainous regions. Compared with the wet bias of total precipitation and SWE in WRF_VRCESM7, WRF simulations driven by the NCEP reanalysis dataset generated a dry bias in total precipitation and SWE. Total precipitation and SWE are sensitive to large-scale forcing datasets as they often determine the atmospheric moisture transport from the Pacific Ocean at the western boundary of the RCM. We find that coupling WRF and VR-CESM leads to an increased bias in total precipitation, especially on the windward side of Sierra Nevada, likely due to the bias cascading from global to regional models.
However, the simulated surface temperature variables (minimum, average, and maximum) are not sensitive to the forcing dataset. Temperature at the western lateral boundaries of the outermost domain for both VR-CESM and WRF simulations are actually forced by the prescribed sea surface temperature dataset, which is an error-corrected reanalysis dataset as well. Boundary conditions have little impact on surface temperature, which is mainly determined by the land surface model with little lateral heat exchange (Oleson et al. 2010). Therefore, the trivial differences in simulated temperature may depend more on regional climate drivers (e.g., SSTs, topography, and land cover) than the large-scale forcing dataset (e.g., NCEP or VR-CESM7).

2) The refinement of horizontal resolution in WRF and VR-CESM at 28, 14, and 7 km did not necessarily result in an overall better simulated hydroclimatology in California or Nevada. Compared to the reference datasets, minor improvements are found with increasing model horizontal resolution alone, even though a better representation of mountain topography and land cover was apparent. The weak impact of solely refining model horizontal resolution was also noted and evaluated in greater detail in Rhoades et al. (2018b) and attributed to the limited capability of diagnostic microphysics schemes in properly advecting precipitation at more refined resolutions. The only benefit of horizontal resolution refinement was found in total precipitation on the windward side of the Sierra Nevada in WRF_NCEP simulations. This exception highlights that high-quality, large-scale forcing datasets (i.e., bias-corrected reanalysis datasets) can ameliorate some of the WRF precipitation biases in regions that do not depend on the downstream advection of precipitating particles.

3) The choice of dynamical core is one of the major differences between the WRF and VR-CESM downscaling methods when evaluated with consistent atmospheric physics, land surface schemes, and boundary conditions. The differences in simulated total precipitation between the choice of dynamical cores in VR-CESM and WRF driven by VR-CESM are not clearly shown. However, WRF_VRCESM exhibits a systematically warmer DJF surface temperature over the California Mountain Region than VR-CESM.
and is more closely aligned with the PRISM reference dataset. The underestimation of snow cover is believed as a potential reason for the warmer simulated temperature in the winter season. The significant impact of atmospheric dynamical core choice on simulated surface temperature is surprising because the difference in vertical velocity computation is usually believed to be a key factor for solving precipitation and/or wind speed and less of an impact on surface temperature variables. On the other hand, the JJA climate average maximum surface temperature in WRF simulations is consistently overestimated in the California Central Valley in both WRF_VRCESM and WRF simulations. The warm bias of JJA maximum surface temperature in the Central Valley is possibly related to the soil moisture estimation and lack of irrigation scheme used in the WRF simulations.

4) Further investigations, such as an intercomparison of different land surface models and a sensitivity analysis of the key processes between the atmospheric and land, are required to further understand some biases. As mentioned, the choice of atmospheric dynamical core plays an important role in simulating the surface temperature. The anticorrelation between annual snow cover and temperature variables indicates that snow-albedo feedback on surface temperature is an important factor, especially in shaping the land surface energy budgets during the winter season. An energy budget analysis and intercomparison using different land surface models would be helpful to understand temperature biases shown in this study. Additionally, the irrigation impacts on soil moisture and temperature simulations during the summer season highlight that the physics schemes used are deterministic for simulated variables. Last, as shown in Rhoades et al. (2018b), the choice of prognostic versus diagnostic microphysics in atmospheric models plays a large role in how well distributed the precipitation is within the windward and leeward side of mountainous regions, especially snowfall. This study only utilized the diagnostic microphysics scheme (MG1) developed by Morrison and Gettelman (2008), rather than the new prognostic microphysics scheme (MG2) shown in Gettelman and Morrison (2015), due to MG2 not being available in WRF. The use of MG1 most likely led to the large biases in mountain windward/leeward distributions in hydroclimate variables, namely, precipitation, snow cover, and SWE, and should be further assessed for cascading effects into the other spatial and temporal analyses.
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