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Abstract—A distributed, low communication rate architecture This paper focuses on reducing the communication cost of
is proposed for collaborating vehicles to aid their inertid naviga- g distributed cellular-aided INS.
tion systems (INSs) with cellular signals. The proposed appach  Thjs paper makes three contributions. First, the communi-
compresses the amount of communicated data between vehile . . s .
by invoking mild approximations that reduce the communicaion cation rate requirement of a distributed cellular-aided IN
rate by 91.7% from an optimal centralized approach, with a compared to a full centralized approach. Second, a method
negligible impact on performance. Simulation and experimatal to reduce the communication rate by 91.7% is presented,
results are presented demonstrating multiple unmanned agéal  which approximates the INS data that needs to be transmitted
vehicles (UAVs) navigating via the proposed framework, aithg  Thjrd, the accuracy of the invoked approximation is studied
their INSs with cellular pseudoranges in the absence of GPS. b . o I .
y varying the reliability of the communication channel in
terms of probability of packet drop. Experimental results a
presented demonstrating two unmanned aerial vehicles $YAV
Modern vehicles integrate an inertial navigation systeaiding their INSs with the proposed distributed cellulatea
(INS) and a global navigation satellite system (GNSS) rarei INS.
This integration benefits from complementary properties: t The remainder of the paper is organized as follows. Section
long-term stability of a GNSS navigation solution and th8 presents the dynamics and measurement models. Section
short term accuracy of an INS. However, it is known thdtl discusses the distributed cellular-aided INS. Sectloh
in the inevitable event that GNSS signals become unusabiscusses a method to reduce communication rate. Section
(e.g., in deep urban canyons or in the presence of inteferevV demonstrates the performance of the distributed cellular
or jamming), a vehicle must rely entirely on its INS, inaided INS using the communication rate reduction method.
which case the errors of the navigation solution will quyckl Section VI provides experimental results. Concluding rksa
diverge. Recently, the exploitation of cellular signals l@en are given in Section VII.
dGeNrg?st_rate:j al\)s an attractiveb?lte[rlr]lati;/]e Z(:)r”n?viga_ltibalrw Il. MODEL DESCRIPTION
signals become unusable [1], [2]. Cellular signals are . .
attractivegfor aiding a vehicle’s INS since their sigr?alxe:ar'&' Cellular Transmitter Dynamics Mode!
received at a high power, transmitted at high bandwidthg, an Each cellular signal is assumed to emanate from a
are geographically abundant and geometrically diverse. spatially—s_tationary terre_strial .transmitter. Its _sFaWector
Collaboration is known to improve the navigation perforill consist of three-dimensional (3-D) position states

- . . . . h 2 T A
mance [3]. Collaborating vehicles making either interiglgh s, = [Ts,.; ¥s.» 2s,,] and clock error statescycs, =

Doppler shift measurements [4] or range measurements {\%tsm, C(;tSm} , Wherec is the speed of lightjt, is the
in the gbsence of GNSS hgve bgen_ shown to decrease cn)%k bias,ét,  is the clock drift,m = 1,..., M, and M is
error divergence rate of their navigation solutions coragar m )
to a standalone INS. Instead of inter-vehicle measuremerwe total numper of transmitters. . .
: S SThe transmitters’ discretized dynamics are given by
collaborating vehicles may exchange measurements theg mak
on terrestrial signals of opportunity, such as cellulamalg ~ @s,, (k+1) =Fsz, (k) + ws,, (k), k=1,2,..., (1)
[6]. In [7], multiple vehicles sharing INS information and . — [rT o7 }T
cellular pseudoranges through a centralized framework was sm sm? Telksm]
; - , 1T
shown to bound INS errors in the absence of GNSS signals. g _ diag Taxs, Fon], Fen = { } ’
Communicating INS information among vehicles comes with 01
a large communication cost due to the substantial amountygfiere w,  is the process noise, which is modeled as a

INS data produced by each vehicle and the need to maintgigcrete-time (DT) white noise sequence with covariance
inter-vehicle correlations. In [8], a distributed framewavas Q, = diag [ogxg, CQchk,Sm]. where

I. INTRODUCTION

presented that maintained inter-vehicle correlationsnfio- - 72

tiple vehicles aiding their INSs with cellular pseudorasge Swst T+ Sws, 5 Sws, T
. i . chk.sm = o gts'm Sts,m

However, the high communication cost was not addressed. ’ Sw;, TT Sw;, T




and 7' is the constant sampling interval. The terifig;,  ~ global frame, and,, andn,, are measurement noise vectors,
and Swsts _are the clock bias and drift process noise powevhich are modeled as white noise sequences with covariances
spectra, respectively, which can be related to the power—lar_gnlgxg anda'gn:[gxg, respectively.

coefficients,{ha,sm}i:_Q, which have been shown through-  Receiver Observation Model

laboratory experiments to characterize the power spectral
density of the fractional frequency deviation of an ostilia
from nominal frequency according w5, . = hon and
Swsts,m ~ 2m2h_ay, [9]-

I'I'he pseudorange observation made by iHe receiver on
the m'™ cellular transmitter at time-stefy after discretization
and mild approximations discussed in [12], is given by

2 Sm .] = ||Tr, .] — Ts,,
B. \ehicle Dynamics Model @)= lir. ) I

+C [6t 71(])_6tm(])]+vn;m(¢7)7 (5)
The state vector of each vehicle will consist of its INS . " ° . " h_ .
state . and the receivers clock error states . where v, s IS the measurement noise which is modeled

. T T ~as a DT zero-mean white Gaussian sequence with variance
IC&W C&rn} e, @y, = [-’BTBna m;rlk,rn} . wheren = ;2 The pseudorange observation made byitereceiver
,...»N, and N is the total number of vehicles. on thel*™ GNSS space vehicle (SV), after compensating for
The INS 16-state vector is ionospheric and tropospheric delays is given by
T . . .
B, = [gql, rIﬂ, 'u;rn, b;—n, bl—n] , 2 v () = e, (7) = 7sv, (4) ]2

B i H H H tc- [étTn (j) - 6tSVz (.7)] + Urp, ,svi (.7)’ (6)
whereq,, is the 4-D unit quaternion in vector-scalar form, ,

AN .
which represents the orientation of the body frame witheesp Were 2r,.svi = 2, sy, — Otiono — c0ttopo; Otiono and
to a global frame [10], e.g., the Earth-centered inertiairfe; Ottropo are the ionospheric and tropospheric delays, respec-
r, andw,, are the 3-D position and velocity, respectivelyiVely; 27, s, iS the uncompensated pseudorangg;sv, is
of the vehicle’s body frame expressed in a global framthe measurement noise, which is modeled as a DT zero-mean

andb,, andb,, are the gyroscope and accelerometer biasdéhite Gaussian sequence with variange . ;1 =1,...,L;
respectively. and L is the total number of GNSS SVs.

1) Receiver Clock State Dynamics. The vehicle-mounted I1l. DISTRIBUTED CELLULAR-AIDED INERTIAL
receiver’s clock error states will evolve in time accordiog NAVIGATION

Teer, (k+1) = Fanener, (k) + wener, (k) ) In_ this section, the dlstrlbuted cellular-aided INS franoekv
depicted in Fig. 1 is described.
wherew. -, is the process noise vector, which is modeled 3 Ea ork Overview
a DT white noise sequence with covariar@gy,,, . which has ~~

an identical form toQcixs,,, except thatS,;,  ~andSy,, vehicle 3
are now replaced with receiver-specific specg, — and *K
Su;, ., respectively. ’ *‘L ,,,,,, *‘

2) INS Sate Kinematics: The INS states will evolve in time vehicle 2%, ">~/ N -7 Nvehicle 4
according to N TR T

B, (k+1) :an[mBn(k)ann(tk)vc an(tk)} ) » h 71/’7’;‘/ \%

where f is a vector-valued function of standard kinematic Veh'del B Vehldev
equations, which are driven by the 3-D rotational rate vecto ivehicle 1: — ‘
Bw,, in the body frame and the 3-D acceleration of the IMU o coé::é:in
Ga,, in the global frame [11]. | navigation &, (1)

3) IMU Measurement Model: The IMU on then'" vehicle L T, ) m )
contains a triad-gyroscope and a triad-accelerometerchwhi o e ] 3
produce measurementsin,, = [wi.. alnun]T of the . il I
angular rate and specific force, which are modeled as MU t-| recehver t-| Feceier | ;

Wimu, = Bwn + bgn +nyg, 3) Fig. 1. Distributed cellular-aided INS framework. AN vehicles maintain

) their own INSs. When pseudoranges are available from GN&Slites z..

) . By = G G or cellular transmitterss, each vehicle transmits a pack&t, (k) containing
Qimu,, = R [G qni| ( an — gn) + ban + N, (4) required information for each vehicle to produce an aidingection.

B H H H . . .
where®w,, is the 3-D rotational rate vectofia, is the 3-D  Thjs framework operates in two modes. In the first mode,

acceleration of the IMU in the global framgg,, represents poth GNSS SV and cellular pseudoranges are available, i.e.,
the orientation of the body frame in a global frame at timgxe measurements are= [zT T]T where

, Z
stepk, R[g,] is the equivalent rotation matrix af,,, “g,, o7 N
is the acceleration due to gravity of the" vehicle in the  zg £ [2] o, . 2 0] 252 (2000 Z00s]

71,8V ) CrN,SV



Zrp, sv=|Zrsvis e Zrn,va]T Zr s = Zrnsts e Zrn,sM]T- at the state predictiof(k|j). The structures of these matrices
escribed in detail in [7], [8].

ar
These measurements are shared and fused through an extenc%“ﬁ:”e the packet (8) is transmitted at a lower frequency

Kalman filter (EKF) to improve the navigation solution com,, mpared to IMU data, the transmission ®f;_ in (8) stil

pared to a standalone GNSS-aided INS. In the second mo uires a large communication bit-rate, since it isax 15

GNSS signals are unavailable and only cellular pseudomngﬁatrix, requiring the transmission of 225 values every tgda

are _avallable, €.z = Z,. These measurements are used ©fhis communication burden is addressed in the next section.
clusively to provide INS aiding corrections. It is assumbdtt

the cellular transmitters positions are known from databas IV. COMMUNICATION RATE REDUCTION

or from, a priori mapping [13]. However, their clock states The number of elements that must be transmitted to com-

are dynamic and stochastic; hence, they must be continuouglunicate® 5, to each vehicle can be reduced from 225 to

estimated. Therefore, the EKF state vector consists of g by exploiting the structure ofbz. and invoking some

vehicles’ states and all transmitters’ clock states, ngmel  mild approximations. Each vehicle can then reconstruct an
s [:nT T T o7 ]T approxim_a_tion (_)f<I>Bn using the received 32 elements with

ror e Telkosy t oo Telkosa only a minimal impact on performance.

Each vehicle employs its own EKF to produce an estimate The structure of®p after a i{-step propagation can be

&(k|j) £ Elx(k)|Z’] of (k) and an associated estimatiorshown to be approximately

error covariancéP (k|j) = E[z(k|j)&" (k|5)|Z7], where is

- . : Pp (k,j) ~
the estimation errorz’ £ {z(i)}/_,, andk > j. B, (k. J)

B. Distributed Aided-INS Filter St I, 03 03 KTR[g,,] 0

. Distribut . .| - ilter Sructure . _ v, x| Iz I3T A, %R[qw]
Between aiding pseudoranges, each vehicle uses its ow ly,x] 05 Is B, KTR[q, ] |. (10)

INS and the clock model (2) to propagate its own state | 0; 03 05 I, 05

&,, and the corresponding linearized state transition matrix 05 0; 0 05 I,

F., (k,j) £ diag [®5, (k,j), F5.], where®p  is the DT
linearized INS state transition matrix of th&® vehicle, which
is constructed from IMU date;y,,, from t; to ¢,. When
aiding pseudoranges become available, each vehicle cesp
a centralized equivalent prediction and update. The ptiedic
is given by

where K = k — j; |v,x] and |y, x| are skew symmetric
matrices whose elements are defined from the veatgrand

Yo respectively; the vectorg,, ; and g,, , are quaternions;
and A,, and B,, are arbitrarily structured x 3 matrices.
Note the following two properties of the structure (10).sEir
sincew,, andy,, maintain a skew symmetric form, they can
P(k|j) = F(k,))P(|H)F (k,5) + Q(k,j), (7) be transmitted using only three elements each. Second; sinc

where iterationj is the last time a set of aiding pseudoranget[c,1e scahng .pr.e-multlplylng the matricds(q, ,] andR(g,, ,] .
: : LT . . . iS deterministic and only dependent on the IMU sampling
were available, iteratiort: is the current iterationQ is the

. . period T and the number of iteration®&, these matrices
process noise covariance, and ) .
can be converted to quaterniogs ; and g,, », transmitted
F(k,j) £ diag [F,, (k,5), ..., Fry(k,5), FX, ..., FK].  using only four elements each, and then be re-assembled at
. . each corresponding vehicle. Therefore, if each vehiclaogs
The structures ofbp, andQ are described in [8]. Note that (k, ) with {vmqunﬂl’qijmBn} in (8), only 32

h . . B
F can not be readily constructed at each vehicle, since ements need to be transmitted instead of 225.

depends on IMU data from all collaborating vehicles. IMLja Next, the communication rate requirements of the approx-

data-rates are typically between 100 Hz and 409 Hz, m_akiﬂﬂation (10) is compared against the requirements of a full
the trqnsm|35|on of IMU. data from all coI_Iqboratmg VEhmlecentraIized approach. The data that must be communicated to
ungglslrzat)ble.(;rherefore, instead 0f|tranrs]m|tt|r?g_IMU da&gh support the centralized approach and the distributed agpro
vehicle broadcasts a packét, only when aiding pseudor- with the approximation (10) along with their corresponding

anges become.ava.llable, which typically occur between 1 'azolta-rate requirements are tabulated in Table | and Table I
and 5 Hz, and is given by respectively.

A, (k) 2 {&p, (k|7), ®B, (ky5)s 2, v (), 20, s ()} . (8) The required data-rate of the centralized approagh is
) ) ) found by summing the entries of the right column of Table |
Assuming a fully-connected graph, i.e., all vehicles candse 5nq myltiplying by the number of collaborating vehicles and

and receive packets as depicted in Fig. 1, each vehicle Ma% number of bits representing the data typgields
then perform the centralized-equivalent update, given by
Teent = ON « [6 fimu + (2M + 16) f5] .

B(k1k) = 2(klj) + K(E) [=(k) - 2(0) ®) Setting the IMU data-rate tq 100Hz, the cellular
_ S . " imu = Zy
P(klk) = P(klj) — K(k)H(k)P(k]j), pseudorange data-rate §§ = 1Hz, the number of cellular
where K is the Kalman gain matrixz is the predicted transmitter toM = 6, and assuming each value is32 bit
measurement, anHl is the measurement Jacobian evaluatdtbat data type, the required bit-rate’s- (20.096) kbits/sec.



TABLE | the environment and the communication protocol employed. |

REQUIRED DATA-RATE: CENTRALIZED this work, the vehicles are assumed to employ the Dedicated
Data Type | Data-Rate (values@rate) Short Range Co_mmunication (DSRC) technology, which is an
IEEE 802.11p wireless standard supported by the U.S. Depart
Acceleromete(aimu,, ) 3@ fimu ment of Transportation to enable future vehicle-to-vehahd
Gyroscopewimu,, ) 3@ fimu vehicle-to-infrastructure communications. The FederamE
Cellular pseudorang€s, s, ) M —-1@fs munications Commission allocates 75 MHz of spectrum in
pseudorange uncertaintR) M —-10@fs the 5.9 GHz frequency band. The signal characteristics of
State updatéz,., ) 18@fs DSRC in real-world automobile settings are well studied and
are expected to suppdMbits/sec when the received power
TABLE II is greater than-95 dBm [15].
REQUIRED DATA-RATE: DISTRIBUTED To determine realistic values of for UAVsS, a study
was conducted using Wireless InSitea signal propagation
Data Type Data-Rate (values@rate) simulator developed by Remcom. Detailed 3-D City model
Position(#,., ) 3@f. files were imported from the v.vebsit.e of the city of Portland,
Velocity (., ) 3@f. Oregon [16] and two UAV trayectones (UA e_md UAV b)
Orientation(3,) 1@f were generated at an altitude just below the height of thestal
Cellular pseudorangds,. - ) M—1@f. bu!ldlngs. The path I_oss of signals propagatlng from three
. points on UAV b's trajectory to all points sampled with 10
pseudorange uncertaintiR) M—-1@fs . , :
meter spacing on UAV/’s trajectory were calculated. A screen
{Unyynyqnylyqnijnan} 32@fs

shot of the ray tracing used to simulate the signal propagati
is provided in Fig. 2. The resulting cumulative distributio
to function (CDF) curve of the path loss corresponding to each

Similarly, the required data-rate of the distributed ajpo
raie Using the approximation can be found from Table 11 t Tgthg three points from UAW's trajectory are illustrated in

be given by

raiss = N - (2M + 40) fs.

Using the same previous settings féit.., fs, and M, the
required bit-rate iSN - (1.664) kbits/sec, a 91.7% bit-rate

. | Communication
locations

reduction. point 1 @
Although the approximation (10) significantly reduces the § pofnt 2 e
required bit-rate, the accuracy of the approximation is de point 3 @

pendent on the time between INS aiding updates and the
vehicles’ maneuvers. Furthermore, the transmission of theg
packetsA,, (k) may fail, in which case the time between aiding
updates further increases, which degrades the approximati
The next section studies the robustness of the apprOX|mat|0
in a lossy communication channel.

Vehicle
trajectories

Ve

. 2. Communication path loss study for two UAVs in Portla®regon.
The trajectory of UAVa was sampled with 10 meter spacing. Three separate
points (red, blue, and green dots) were sampled along tfectvay of UAV

V. PERFORMANCE CHARACTERIZATION b. For each of these three points, the path loss (dB) was esdclito each

the sampled points along the trajectory of UAV Only ray tracing from
In this section, the robustness of the apprOX|mat|0n (10) (Lé red point of UAVbH to a small number of points along the trajectory of
studied when the framework is subject to random drops of tEﬁV

a are shown to avoid cluttering the figure.
data packet§ A, (k)}N_,.
A. Probability of Packet Drop Using t_he properties of the DSRC an_d un_der typical transmit
and received powers and antenna gains, it can be shown that
The vehicles are assumed to communicate in a channel withs B is the tolerable path loss before packet dropoutsbegi
Bernoulli packet dropouts. This modifies the measuremegt occur. Note from the CDF in Fig. 3 that the probability

update (9) to take the form 1 — p of being under the tolerable path loss 115 dB lies in
. (Ll _ the range(0.3,0.55). Therefore, realistic values fgr in this
2(k|k) m(kb,)’ (k) =0 particular scenario are betweén45,0.7).
P(k|k) = P(k[7);
. . . B. Robustness Analysis
E(klk) = &(klj) + K(k) [=(k) = 2(k)], (k) =1 In this section zhe robustness of the approximation (10)
P (k|k) = P (k|j) — K(k)H(k)P (k]); ' P

is studied through Monte Carlo analysis. To this end, the
wherevy(k) ~ B(1 — p), i.e., a Bernoulli random sequencerajectories of N = 3 UAVs were simulated in the vicinity
with probability of failurep [14]. The value ofp depends on of M = 6 cellular transmitters as depicted in Fig. 4(a).
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The UAVS' trajectories were generated using a six degree fge- 4. (a) UAV trajectories and cellular transmitter ldoas. (b) UAV 1
freedom model for quad-rotors. Consumer grade gyroscongogr;hb%%sr:ggn errors and:30 bounds. (c) UAV 1 east position errors and
and accelerometer data was simulated according to (3) and (4 '

respectively. Cellular transmitter pseudoranges wereigged . ] o . ]

at 1 Hz using (5) and (1), with{ho,, h_2s,15_, = yvherelgn(lﬂj) is the approximation error in th&" run. Th|s

{8 x 10720, 4 x 1023}, which correspond to a typical oven-iS plotted in Fig. 5 for UAV 1. It c_:an_l_:)e seen from _Flg._5
controlled crystal oscillator (OCXO). GPS L1 C/A pseudorthat for 80 seconds of GPS unavailability, the approxinmatio
anges were generated at 1 Hz according to (6) using SV Orﬂnguc_ed error introduced into the p(_);ltlon estimate of UAV_l
produced from Receiver Independent Exchange (RINEX) filé@mained less than 1m for a probability of packet drop as high
downloaded on May 31, 2017, and the clock model (2), withSP = 0.6.

{how, h—or 2 1 = {94 x 1072°,3.8 x 1072'}, which
correspond to a typical temperature-compensated crystit o
lator (TCXO). The GPS pseudoranges were set to be available
for the first 30 seconds of the 110 second simulation.

First, single run results using= 0.5 are shown to demon-
strate the performance of the distributed cellular-aide& |
using the approximation (10). Two estimators were employed
to estimate the UAVS' trajectories: (i) the distributedlaklr- _ |
aided INS with the proposed approximation (10) and (ii) 10 20 30 40 ??me (2? 70 80 90 100 110
for a comparative analysis, a traditional GPS-aided INS Th

: i Fig. 5. RMS error results for the approximation error (11) AV 1 from
resulting north and east position errors and correspontiiiaig Fig. 4 (a). For each value of & {0,%?3,0.6,0.9}, 500 ﬁ/l(])-?ne Carlo runs

bounds for UAV 1 are pIotted in Fig' 4(b)—.(C), reSpeC.t.iveuNere conducted to produce the correspondiiglS [51(k|j)] trajectory.
Note from these plots, that even with a high probability of

lossp = 0.5, the errors associated with distributed cellular-
aided INS are bounded after GPS becomes unavailable at 30 VI. EXPERIMENTAL RESULTS
seconds, whereas the errors associated with a traditid?@t G An experiment using two UAVs was conducted in Riverside,
aided INS begin to diverge. California to demonstrate the performance of the distatut
Next, 500 Monte Carlo runs were conducted for each valgellular-aided INS framework using the communication rate
of p € {0,0.3,0.6,0.9}. For each run, two distributed cellular-reduction method described in Section IV. Each UAV was
aiding architectures were employed: (1) with the approximaquipped with an Ettd8 E312 universal software radio pe-
tion and (2) without the approximation. Define the eréar ripheral (USRP) to record both GPS and cellular signals.
introduced into the position estimate of vehieledue to the These USRPS were tuned to 1575.42 MHz to sample GPS
approximation as L1 C/A signals and 882.75 MHz to sample Verizon cellular
- N A s N ) base transceiver stations (BTSs) whose signals were modu-
En(klg) = 17, (k17) = 7, (RN (1) lated through code division multiple access (CDMA). The
where#, and; are the position estimates of vehicle in-phase and quadrature components of these signals were
without and with the approximation, respectively. The roofed to the Multichannel Adaptive TRansceiver Information
mean squared (RMS) error with= 500 Monte Carlo runs is eXtractor (MATRIX) software-defined radio, which produced
calculated as pseudorange observables to ten GPS SVs and two cellular
BTSs [17] [18]. The IMU data was recorded from each UAV'’s
on-board proprietary navigation system, which was dewadop
by Autel Robotic®.

GPS cut-off

(kl5) ]

o & A NV O N B

logy | RMS[)

RMS [€.(kls)] =




The UAVs were flown for 90 seconds in the vicinity ofperformance due to invoking the proposed communicatian rat
the two BTSs as illustrated in Figs. 6(a). Two estimatorgduction approach.
were implemented to estimate the flown trajectories: (i) the
distributed cellular-aided INS described in Section Ihddor
a comparative analysis (i) a traditional GPS-aided INS. To This work was supported in part by the Office of Naval Re-

evaluate the accuracy of the approximation invoked to redugearch (ONR) under Grant N0O0014-16-1-2305 and in part by
the required communication bit-rate, the communicatiotnef the National Science Foundation (NSF) under Grant 1566240.

packets (8) were simulated to experience packet drops wittTis work was also supported in part by a grant from the
probabilityp = 0 andp = 0.3. National Center for Sustainable Transportation (NCSTp-su

GPS was available for only the first 75 seconds of the ruported by the U.S. Department of Transportation (USDQOT).
The final north-east errors of the traditional GPS-aideddINS
navigation solutions after GPS became unavailable wer@ 27{.1] G vana. T. Nauven. and E. Blasch. “Mobile posifoningaviision of
and 24.5 meters, respectively. The final errors of the UAVs* - (4 gi’gnélsgofyopbonunmEEE Asrospace Jppaleicon S
trajectories for the cellular-aided IN$ & 0) were 3.9 and Magazine, vol. 29, no. 4, pp. 34-46, April 2014.

4.1 meters, respectively, and the final error (11) introdume  [2] Z. Kassas, J. Khalife, K. Shamaei, and J. Morales, *I hezarefore |

: ; P _ ) _ know where | am: Compensating for GNSS deficiencies withutzell
the approximation was a negligibfe = 4.2 x 10~2 and¢&; = signals.” IEEE Signal Processing Magazine, pp. 111-124, September

4.9 x 1072 meters, respectively. The final errors of the UAVS’  2017.
trajectories for the cellular-aided IN$ & 0.3) were 8.4 and [3] C. Yang and A. Soloviev, “Covariance analysis of spatiall tempo-

4.3 meters, respectively, and the final errors introducethby Irﬁ'stﬁgécf)? ﬁ;\ﬁggﬁ‘gﬁr%ﬁ‘l’eega‘ggago%’;A\ggﬂg\"28‘1‘:{”a] of the

approximation were; = 5.8 x 1072 and& = 6.3 x 1072 [4] N. Alam, A. Kealy, and A. Dempster, “Cooperative inettizvigation
meters, respectively. While the cellular-aided INS errars for GNSS-challenged vehicular environments?EE Transactions on

s . Intelligent Transportation Systems, vol. 14, no. 3, pp. 1370-1379,
significantly less than the INS-only errors, an even greater September 2013,

reduction is expected when more cellular transmitters seelu [5] H. Mokhtarzadeh and D. Gebre-Egziabher, “Cooperativertial navi-
gation,” NAVIGATION, Journal of the Institute of Navigation, vol. 61,
no. 2, pp. 77-94, 2014.
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