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Abstract

Power and thermal limits have become increasingly significant for integrated circuits as

the scale of integration keeps growing. Ultra-Thin Body and Buried Oxide (UTBB) Fully Depleted

Silicon-on-Insulator (FD-SOI) is a technology aimed at improving the device performance and

power efficiency at the same time. A thin buried oxide (BOX) layer is introduced to not only lower

the leakage currents, but also enable an strong back biasing (BB) voltage that is adjustable through

front-side contacts. As a result, the threshold voltage is tunable to achieve high performance across

a wide range of supply voltages. A 28 nm UTBB FD-SOI Low Threshold Voltage (LVT) technology

from STMicroelectronics provides transistors that operate normally across a wide supply voltage

range.

It is a common practice that digital circuits are throttled according to their real-time

workload to conserve power and reduce heat generation. This is achieved by introducing a dy-

namic voltage and frequency scaling (DVFS) circuit which optimizes the supply voltage and clock

frequency automatically.

In this thesis, the 28 nm UTBB FD-SOI technology is characterized through transistor-

level circuit simulations. A DVFS controller design that supports two supply voltages and two

back-bias voltages targeting the aforementioned technology to optimize circuit performance and

reduce power consumption is proposed. Power gates are used to switch between voltages and shut

down unused components. The DVFS controller suggests clock frequencies and voltages dynami-

cally based on workload to maximize power efficiency without significantly sacrificing performance.

Additionally, the controller’s output is manually configurable to accommodate user control. In a

simulation conducted on inverter chains, BB provides as much as 17% reduction in propagation

delay versus no BB at 1.0 V nominal supply voltage, and a maximum 56% reduction at 0.5 V. The

DVFS design contributes to an average of 20.5% and a maximum of 56.3% reduction in total energy

consumed in the simulated applications versus no DVFS while maintaining 96% of the throughput.
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Chapter 1

Introduction

1.1 Motivation

The development of consumer electronics, especially smartphones and smart wearable

devices in the past few years are heavily driven by the improvement of integrated circuit (IC)

performance. Applications such as speech recognition, computational photography and mobile

gaming requires powerful system-on-chip (SoC) with various hardware accelerators. However, the

increase of circuit performance and scale comes at the cost of power consumption [9]. The slow

development of chemical batteries and the physical nature of compact devices limits the power a

processor can draw and the heat it can dissipate. It is vital that energy efficiency be taken into

account by digital circuit designers.

1.2 Background

There have been many energy-saving techniques developed over the past few decades.

Clock gating is one of the common approaches that reduces the power usage of a processor [10].

Temporarily disabling the clock inputs of unused circuits reduces the dynamic power consumption.

Additionally, the load on the clock tree is also reduced [11].

To achieve higher efficiency without sacrificing peak performance, adjustable clock fre-

quencies and supply voltages were introduced [12]. According to the dynamic power equation:
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Pdynamic = αCLV
2
ddf (1.1)

where α is the probability of switching, CL is the circuit capacitive load, Vdd is the supply voltage,

and f is the clock frequency. The dynamic power of a logic circuit is proportional to the operating

frequency and the square of supply voltage. Lowering the clock frequency and the supply voltage

leads to a significant reduction of dynamic power consumption. Maximum power savings is possible

when the clock speed is tuned down if the workload is light. However, the supply voltage is a limiting

factor of the minimum clock frequency, as demonstrated below [13]:

tpd ∝∼
Vdd

Vdd − VT
(1.2)

where tpd is the propagation delay, and VT is the threshold voltage. The selected frequency must

satisfy the circuit delay. Ideally, the circuit must always run at the minimum supply voltage possible

when a target frequency is selected based on the workload. The on-the-fly adjustment of voltage

and frequency is known as dynamic voltage and frequency scaling (DVFS).

Threshold voltage is another parameter for performance tuning, according to the relation

above. Lowering the VT results in a lower delay, thus increasing the circuit’s maximum allowed

frequency at a given voltage [14]. This comes at a cost of increased leakage power [15]. An

adjustable VT provides another degree of freedom for performance tuning. Body biasing technology

is a common practice to realize this. Applying a voltage bias between the two terminals affects the

VT . This phenomenon is known as body effect [16]:

γ ≈ ∆VT

∆Vbs
(1.3)

where Vbs is the body-source voltage and γ is the body factor which is determined by physical

characteristics. A forward bias voltage (i.e. negative Vbs ) lowers the VT and results in higher

performance and higher leakage current, while a reverse bias voltage has the opposite effect [13].

Besides dynamic power, static power consumption should also be improved to further

improve efficiency. As technology nodes evolve, leakage power becomes a significant part of the
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total power consumption [17] [18]. Transistors not in use should not be powered to minimize leakage

and conserve power. This technology is known as power gating [19] [20] and is easily applicable to

a DVFS design with little extra hardware.

While any digital circuit can benefit from power gating and DVFS, the continuation of

parallelization in processor designs have made these approaches increasingly beneficial. As seen

in the analysis above, increasing clock frequency significantly affects power density since higher

Vdd is also required to reduce the switching time. Parallel computing architectures have become

a dominant trend in processor designs in the last decade. By embedding more processor cores

in a same chip, multi-thread computing tasks benefit greatly from parallel computing. Naturally,

not all applications fully utilize every processor core all the time. When a core has low workload,

downscaling the voltage and frequency is a simple yet effective way to lower its power consumption.

1.3 Design Goals

DVFS is a technique to reduce the power/energy thirst of ICs while maintaining the

ability to achieve high performance when needed. Different transistor technology leads to difference

in transistor behaviors as different materials, physical structure, process etc. may all change the

electrostatic performance of a device unavoidably. A DVFS design must taken full consideration

of the characteristics of the technology it targets at. Usually, DVFS design is not an isolated

job, but a significant part in the entire IC design process. The suitable frequencies, voltages, and

even device sizes are all important choices to be made to satisfy user demands. The application-

specific requirements must also be taken into consideration when designing the DVFS mechanism

for a certain IC. Applications that have a short active window while mainly stays idle may benefit

from a low-leakage low-performance technology, while applications that constantly require high

throughput may need fast but inefficient devices.

In this thesis, the DVFS design is targeted at the latter type of applications, and thus

performance has a higher priority than power consumption.
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1.4 Thesis Organization

The rest of this thesis will present the following contents:

Chapter 2 briefly introduces the 28 nm Ultra-Thin Body and Buried Oxide (UTBB)

Fully Depleted Silicon-on-Insulator (FD-SOI) technology.

Chapter 3 includes the simulation data acquired from characterizing the UTBB FD-SOI

process with logic gate chains.

Chapter 4 introduces the voltage and frequency scaling mechanisms in the proposed

design.

Chapter 5 shows the DVFS controller’s implementation details.

Chapter 6 presents the simulated results of the effectiveness of DVFS based on UTBB

FD-SOI.

Chapter 7 concludes the thesis and provides suggestions for future work on this topic.
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Chapter 2

UTBB FD-SOI Technology

This chapter introduces the process being used, the 28 nm UTBB FD-SOI technology

from STMicroelectronics (ST).

2.1 Overview

In the past, the improvement of integrated circuits’ performance relied heavily on the

shrinking of device size, as described by the Dennard scaling law [21]. However, the size of semi-

conductor devices cannot decrease indefinitely. The benefit of scaling diminishes as the technology

nodes approach 7 nm and beyond [22] [23]. As semiconductor technology advances, the flaws of

conventional planar transistors become an increasing concern in the industry [24]. A series of

physical effects known as short channel effects (SCE) arose as an essential part of device physics

in nano-scale devices that lead to serious performance, and were predicted to eventually end the

technology scaling [25]. Meanwhile, the reduced physical dimensions of transistors result in greater

leakage currents and lead to undesired high power consumption and high power density. The grow-

ing demand for performance has requires new solutions to be found. Over the years, new physical

designs have been proposed to overcome short channel effects, some with sophisticated 3D struc-

tures, such as FinFET [26]. One of the solutions that stands out is UTBB FD-SOI which became

a mainstream technology at ST deployed at 28 nm and beyond [27] [28]. UTBB FD-SOI delivers

high performance and efficiency over a very wide voltage range (as low as 0.32 V seen in published
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work [29]) and is considered suitable for many applications.

Figure 2.1: Proposed FD-SOI process scaling roadmap down to 10 nm [1]

2.2 Physical Structure

Traditional transistor fabrication involves applying several steps to a silicon substrate

to create certain metal-oxide-semiconductor (MOS) structures. Devices built by this process are

often referred to as bulk transistors. Silicon-on-insulator (SOI) uses a slightly different substrate.

A buried oxide (BOX) insulator lies under an ultra-thin layer of silicon film where the transistors

are fabricated, as shown in Figure 2.2. The transistors follows the traditional planar design and

serves as a natural evolution of the traditional planar bulk technology. Despite the relatively high

fabrication cost of SOI substrates [30], the process requirement is considerably simpler than FinFET

(see Figure 2.3), leading to a process overall cost saving of about 10% [1].
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Figure 2.2: Cross section of UTBB FD-SOI with BB [1]

Figure 2.3: Perspective illustration of planar UTBB FD-SOI and 3D FinFET devices [1]

The thin BOX layer provides several benefits over traditional bulk transistors. The

insulator layer channels the flow of electrons between terminals, resulting in lower leakage currents.

Also, the source and drain parasitic capacitance is reduced thanks to the smaller cross-sectional

area [3]. More importantly, the BOX layer drastically lowers substrate leakage, allowing aggressive

back biasing (BB) to be applied through the BOX. According to ST, over 200% stronger body effect

is achieved compared to bulk technology (see Figure 2.4) with a much wider BB voltage range.
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Figure 2.4: Body factor (γ) of UTBB FD-SOI versus comparable bulk transistor [2]

Additionally, ST offers 4 different gate length options (often referred to as Poly Bias, or

PB by ST) from 24 nm to 40 nm [31] to further accompany various design goals. A shorter gate

length provides better performance since electrons travel a shorter distance [32].

2.3 Back Biasing

As discussed previously in Chapter 1, BB utilizes body effect to modify the threshold

voltage (VT ) of transistors. Back bias, by definition, is a bias voltage applied to the back of the

BOX, so that Vbs ̸= 0, effectively forming a second gate structure. The bias voltage applied to

PMOS and NMOS are referred to as Vbp and Vbn respectively. The voltage relative to the source

determines the bias polarity and the strength. Figure 2.5 demonstrates the concept of back biasing

and how it affects (VT ). Forward back biasing (FBB) is aimed at maximizing performance by

lowering VT . Reverse back biasing (RBB) minimizes the leakage, and is more suitable for ultra-

low-power applications that idle frequently.

8



Figure 2.5: Back biasing concept [3]

Two transistor flavors are provided by ST’s UTBB FD-SOI technology: Low VT (LVT)

and Regular VT (RVT). The key difference is the doped substrate (ground plane, GP, illustrated in

Fig. 2.2) beneath the BOX layer. An RVT cell utilizes conventional wells where the diffusion type

is similar to bulk transistors. PMOS sits above n-doped GP and NMOS sits above p-doped GP.

Contrarily, an LVT cell is built on flip wells where PMOS sits on p-GP and NMOS sits on n-GP [3].

LVT has a focus on FBB and RVT is designed for RBB. Body effect is sometimes referred to as

back-gate effect [16]. Figure 2.6 demonstrates the difference between the two transistor types. Note

that the figure is from early stage development of the technology, and a different naming convention

is used. HVT in this figure is equivalent to RVT in the discussion above.

Figure 2.6: Difference in GP doping between NMOS devices [4]
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For RVT devices with conventional well structure, applying BB is straightforward. Two

additional voltage sources are required to establish a positive Vbs over Vdd and a negative Vbs below

GND. However, LVT devices with flip well structure applies the bias in a slightly different manner:

both Vbp and Vbn are tied to the GND. The flip well structure forms a p-n diode effectively. To

prevent the voltage of the p-GP from exceeding the voltage of the n-GP, turning the back substrate

into a forward-biased diode, the p-GP must be kept at a lower voltage than the n-GP. Luckily, the

FBB of LVT devices reduces the voltage on p-GP and increases the voltage on n-GP, thus lowering

the p-GP voltage to GND when Vbp=0 is a easily viable solution and simplifies the circuit design

process. The differences between the devices are illustrated in Figure 2.7. Single n-well (SNW) and

single p-well (SPW) are two other proposed schemes that provides more VT options.

To simplify the discussions, all BB voltages (Vbb) mentioned in the following chapters are

absolute values. This applies to FBB for LVT devices and RBB for RVT devices.

Figure 2.7: RVT and LVT bias polarity [5]
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Chapter 3

Characterizing the UTBB FD-SOI

Process

This chapter focuses on the characterization of 28 nm UTBB FD-SOI technology with

Cadence Spectre Circuit Simulator platform, which is proven to have great compatibility with the

library provided by ST through the simulations. The library is classified as confidential, so not all

information can be disclosed in great detail.

3.1 Workflow

Test circuits for this purpose are not complex, so the netlists are written manually. Then,

a sweep of different supply voltages Vdd and BB voltages Vbb is performed via Spectre Measurement

Discription Language (MDL), a scripting language designed specifically to simplify the simulation

setup and control. A MDL script template was written as the basic testbench, and a Python script

was used to switch between the different device types, and generate the MDL scripts necessary for

the simulations performed.

11



Figure 3.1: The MDL flow [6]
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3.2 Cadence Spectre and MDL

The circuit simulation software used throughout this research project is Spectre, a

SPICE-based simulation solution with fast simulation speed and strong customizability. Two files

are required to conduct a simulation: a library file that models the behavior of standard cells and

devices, and a netlist file that describes the circuit components and connectivity. Spectre netlists

has different syntax than standard SPICE netlists, but a SPICE Reader tool is included in the

suite to convert between two languages freely. The library is provided by ST as corners.scs which

includes all the transistor variations available in this technology. Additionally, a measurement file

in the form of an MDL script that controls the inputs can be added for more complicated simulation

tasks that requires multiple runs with variable input values. Besides the standard outputs saved

to a .raw file from the Spectre simulator, MDL includes powerful built-in mathematical functions

that are capable of preliminary data processing, and the results are saved to a .measure file for

further analyses. MDL takes over the simulation inputs and processes the outputs with the ability

to generate indirect results using built-in mathematical expressions. The results are saved to a

separate file while the raw outputs of the simulator are preserved.

The structure of a netlist file required by Spectre is demonstrated in the sample code

below.

1 // NETLIST SAMPLE UTBB FD-SOI INVERTER LVT

2 // lvt.scs

3

4 simulator lang=spectre

5 include "corners.scs"

6

7 // Parameters

8 parameters VDD =1.1

9 parameters VBB =0.5

10 parameters glen =24n

11

12 // Inverter Subcircuit

13



13 subckt Inv (out vin vdd gnd vbp vbn)

14 M1 (out vin vdd vbp) lvtpfet l=glen w=300n

15 M2 (out vin gnd vbn) lvtnfet l=glen w=210n

16 ends

17

18 // Circuit Instances

19 Xinvl0 (out0 vin vdd 0 vbp vbn) Inv m=1

20 Xinvl1 (out1 out0 vdd 0 vbp vbn) Inv m=4

21 Xinvl2 (out2 out1 vdd 0 vbp vbn) Inv m=16

22

23 // Input Sources

24 Vdd (vdd 0) vsource dc=VDD

25 Vin (vin 0) vsource type=pwl wave =[0 0 1n VDD 10n VDD 10.01n 0 20n 0]

26 Vbp (0 vbp) vsource dc=VBB

27 vbn (vbn 0) vsource dc=VBB

The sample file demonstrates a circuit of twenty-one inverters connected into a chain of

three stages with a fan-out of 4 (FO4). The beginning of the file specifies the simulator’s netlist

syntax to use (lang=spectre) and imports the standard cell library. Parameters are variables that

can be modified in a separate MDL script. Inverter subcircuits are created for convenient re-use by

defining the input and output (I/O) nodes, and how the standard cells are connected internally. In

this case, the inverter consists of two transistor components, lvtpfet and lvtnfet from the standard

cell library. BB voltages for PMOS and NMOS are defined as vbp and vbn resepctively, and are

connected to their terminals as specified by the standard cell library. Next, three inverter instances

are created by calling the Inv subcircuit and passing the I/O nodes to them. The multiplier m at

the end of each instance call creates m copies of the same instance as if m instances are connected

to the same nodes in parallel. At the end of the file are the voltage sources serving as inputs to the

simulated circuit. The inverter chain input signal vin is a piecewise linear (PWL) function and its

output follows the wave array behind. The wave array’s format is [time0 value0 time1 value1 ...].

After constructing the netlist, an MDL script can be created to alter the parameters and

collect the data from the simulation results. The result is exported to a text file with all the inputs
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and outputs specified in the MDL script (defaults to a .measure file unless otherwise specified with

the print function). Below is a sample MDL script that measures the average static power of an

inverter in the sample netlist.

1 // MDL SAMPLE INVERTER POWER LVT

2 // lvt.mdl

3

4 alias measurement lvt {

5 run tran(stop = 20n)

6

7 real Pstat=avg(trim(sig=Xinvl1:pwr , from=5n, to=6n))/4

8 export real Pstat_nW=Pstat *(1e9)

9 }

10

11 foreach glen from {24n, 40n} {

12 foreach temp from {20, 40, 60} {

13 foreach VDD from swp(start =0.4, stop =1.1, step =0.1) {

14 foreach VBB from swp(start=-0.3, stop =1.3, step =0.1) {

15 run lvt

16 }

17 }

18 }

19 }

A measurement alias is a procedure that executes a simulation and performs calculations

on the data gathered in the process. The run command initiates a Spectre analysis. In this case,

a transient analysis is called. Next, a real number (real) type variable named Pstat is declared

and defined as the result of an expression. The expression consists of several built-in functions,

including trim which returns the specified portion of a signal, and avg which returns the average

value of the input. The default result is in SI units with scientific notations, and for the sake of

readability, the data is converted to nanowatts before saved to the default file with export.

To launch the measurement alias, the input variables must be passed to it. A loop

statement in MDL is foreach, and it requires an array-type argument. A sweep function (swp) is
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used as an example of sweeping across the given range at the given step, generating arithmetic

sequences automatically.

To execute the simulation, simply use spectremdl -tab lvt.mdl command. The argument

-tab outputs the measurement results in a tabular format, which is helpful for data analyses.

3.3 Logic Chain Simulations

In order to accurately capture the performance and power characteristics of UTBB FD-

SOI devices, several gate chain circuits are generated and measured. By comparing the difference in

data from multiple simulation runs, it is possible to establish a good estimation of the technology’s

behaviors in various designs. This serves as a statistical foundation for the design of a DVFS

controller. Unless other specified, the temperatures in all simulations are set to 50 ℃.

Figure 3.2: FO4 inverter chain with multiple stages

Figure 3.2 demonstrates a multi-stage FO4 inverter chain. Each stage has four times the

number of inverters compared to its previous stage. A five-stage FO4 inverter chain is simulated

for this thesis as a reference point for further designs and simulations. The third stage is measured

to achieve a closer estimation of the behavior of devices in an actual data path. The output of the

last stage is tied to a 0.1 pF capacitor. The simulation is performed on both LVT and RVT devices

with all available PB options.
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The results are as follows. Data points in Figure 3.3 reflects the performance of a inverter

with the minimum allowed Poly Bias (PB), 24 nm, in the 28 nm UTBB FD-SOI technology. The

results are normalized to LVT at 1.1 V and no BB. When Vdd = 0.5V , the normalized propagation

delay of an RVT inverter is between 10 and 26.2. For LVT inverters, increasing the back bias results

in a decreased propagation delay (tp), which corresponds to an improvement of performance. The

performance gain becomes more significant when the supply voltage (labeled VDD in the figure)

is low. At 1.1 V, the performance gain is merely 17% while at 0.5 V, the tp is approximately

halved. For RVT devices, increasing the BB strength has a negative impact on performance. The

performance lost varies between 27% to 162% depending on the Vdd.

Figure 3.3: Propagation delay of a single inverter with viariable BB and VT options

Next, the effect of PB on performance is evaluated. During the simulations represented

by Figure 3.4, Vdd is set to 0.9 V. PBx means the gate length is x nm larger than the minimum

allowed value 24 nm by ST’s denotation. At a fixed Vdd = 0.9V , increasing the PB results in a

decrease in performance for both LVT and RVT devices. At zero BB, increasing the gate length

of an LVT device by 16 nm results in a 78.6% increase in (tp) while at 1.3 V BB, the difference is

down to 72.9%. The effect of PB becomes slightly less significant when BB is applied. RVT devices

vary in an opposite manner in terms of performance. Increasing an RVT device’s PB amplifies the
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effect of BB and results in an even larger performance deficit.

Figure 3.4: Propagation delay of a single inverter with variable BB and PB options

The efficiency of UTBB FD-SOI devices can be evaluated using the two following pa-

rameters: static power consumption and energy-delay product (EDP). Figure 3.5 demonstrates the

normalized static power consumption of LVT versus RVT devices. The RVT devices have supe-

rior static power consumption as promised by ST. RBB also drastically reduces the static power

consumption by as much as 10×.
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Figure 3.5: Normalized static power consumption of LVT and RVT devices with different Vdd, PB
= 0

A transistor consumes more power during the switching process than in idling state.

Thus, the switching energy can be found by integrating the total power consumed by the device

during a power surge (corresponding to the switching event) minus the idling power. A threshold

of 105% steady-state power is used in this research to trigger the integration. Figure 3.6 shows

the EDP of LVT devices at different Vdd and Vbb. Increasing the FBB played a vital role in

reducing the EDP. It is worth noticing that the optimum point shifts gradually towards low Vdd as

Vbb increases, thus for less intense workloads, reducing the Vdd contributes to the improvement of

overall performance-energy balance. Opposite effect can be observed on RVT devices. Due to the

slow switching time of RVT devices, especially with added RBB, the EDP is significantly worse

than LVT devices of the same size.
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Figure 3.6: Energy Delay Product of (a) LVT and (b) RVT devices with different BB voltages

As discussed in Chapter 1, the design goal of the DVFS circuit in this thesis is to prioritize

performance over energy efficiency, thus LVT devices appears to be the obvious choice for its low

switching EDP and low tp.

Next, two chains consisting of 45 stages of NAND2, NOR2, NAND3, NOR3 gates and

inverters are created as a comparison to the reference inverter chain to examine the scalability of

the previous simulation results and serve as an closer resemblance of real-world data paths. Chain

1 consists of NAND2, NOR2 and inverters, while Chain 2 consists of NAND3, NOR3 gates and

inverters. The middle section of 5 stages are measured. The results can be seen in Figure 3.7 The

simulation results are largely comparable between the three chains, mostly falls within 1% of each

other. The maximum difference in the relative propagation delay is 3% observed at 1.1 V Vdd and

1.2 V Vbb. The close proximity of simulation data between the chains guarantees that the simulation

data in this chapter can be scaled to larger circuits while accurately predict the performances.
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Figure 3.7: Normalized propagation delay of the two LVT gate chains versus reference LVT inverter
chain
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Chapter 4

Scaling Approaches

4.1 Voltage Scaling

Adding dynamic back biasing to an IC raises additional challenges in DVFS design. The

most obvious one being the extra hardware required to host adjustable back bias voltages. This

leads to higher complexity in the physical design process and must be considered when developing

the DVFS circuit. On the plus side, the principles behind dynamic supply voltage scaling and

dynamic back bias voltage are largely similar: offering multiple voltages and a voltage transition

mechanism. It is possible to examine the existing voltage scaling methods for supply voltages, and

adapt the best strategies and practices to back biasing.

4.1.1 Previous Work on Voltage Scaling

The most common supply voltage scaling architecture utilizes an adjustable externel

voltage regulator usually soldered to the printed circuit board near the chip it serves [33] [34].

This approach is most suitable for chips with simpler architecture and smaller scale and not much

additional optimization is required during the chip design process. A single voltage supply is

required for the chip with little to no added hardware within the chip to support voltage scaling

besides the DVFS control logic. However, as chip complexity grows, the drawbacks of this approach

become obvious. Modern processors usually consists of multiple processing units, or cores. Since the

22



voltage supply is global in this approach, voltage cannot be individually supplied to match a core’s

performance need. This reduces the power saving potential when a workload utilizes multiple

processor cores in an unbalanced manner. As demonstrated in Figure 4.1, a many-core system

with high parallelism often has varying performance requirements for each core over time [7] [35].

Another drawback is that communicating with an off-chip DC-DC converter is time and energy

consuming. The same advantages and disadvantages apply to the scaling of back bias voltages as

well.

Figure 4.1: Workload varies among cores and over time [7]

An improved architecture assigns each processor core to a separate architectural domain

and provides the voltages individually within the same package [36]. Sometimes, this approach is

applied as an addition to the previously mentioned approach [37]. The external circuit supplies a

slightly higher voltage globally, and second-stage fully-integrated voltage regulators (FIVR) that

further reduces voltages to target level are built on-chip [38] to reduce the complexity of surrounding

circuits and improve scaling speed and efficiency [39] [40]. This approach offers coarse-grain voltage

scaling capable of scaling core voltage individually at fine steps, and is widely used in today’s

consumer-grade central processing unit (CPU) products from Intel, AMD, etc. [41]. Since the

FIVRs are built on the same silicon as the processor (fully-integrated), the size and efficiency of

them becomes a problem for many applications. The passive elements required for these FIVRs

takes up large sizes of valuable silicon area [42], and raises the fabrication cost. The FIVRs

handles large currents on chip, accumulating huge amount of heat within the package, imposing

stricter thermal limits to the chip. The situation becomes worse when two separate BB voltages

are introduced. Each domain now requires three separate sets of FIVRs. This approach has poor
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scalability and is not practical for highly parallel systems such as KiloCore, a high performance

many-core processor array with 1000 small MIMD cores [43].

4.1.2 Voltage Scaling Architecture

A combination of the two previous ideas emerged as an effort to join the best of both

worlds. While each core has to have access to variable voltages, the power supply circuit can still

be massively simplified by limiting the dynamic voltages to a small subset consisting of only a

few values [44]. These voltages are generated by voltage regulators either off-chip to reduce cooling

system pressures, or on-chip to reduce package pin count. This approach offers maximum flexibility

as a large amount of voltage domains can be supported, and can be easily scaled up or down to fit

chips with different architectures. This approach can be found in several many-core chip designs,

including AsAP, a 167-core processor platform [45] [46].

By adding additional power rails for multiple BB voltages, this design can easily be

converted into a BB-ready DVFS controller. Figure 4.2 demonstrates its DVFS architecture for a

single processor core.

Figure 4.2: Dynamic voltage scaling with multiple supply voltage and back bias rails grouped into
buses

The supply voltages are provided externally, and the core is connected to only one Vdd rail
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at any given moment via a rail switching mechanism controlled by the DVFS controller. The DVFS

controller would operate on a separate voltage rail and remain constantly powered to maintain

normal operations during the voltage switching process.

This architecture has its drawbacks. A three-Vdd, three-Vbb design would require ten

unique voltage rails, a number resulting in unacceptable area overheads, and causing great troubles

in the back-end physical design flow [47]. Therefore, the amount of voltage rails must be limited

to a smaller number. Luckily, due to the BOX in the substrate, the back current of a transistor is

as low as picoamp level, so the Vbb rails don’t have to occupy areas as large as Vdd and GND rails.

A total of two Vbb pairs (four rails) is chosen for this thesis to simplify physical design complexity.

Additionally, as discussed in §2.3, the FBB zero point for LVT devices is GND for both Vbp and

Vbn to avoid forward biasing the substrates. As a result, GND can be treated as the third available

Vbb option, providing zero back bias, by adding a large pull-down resistor to the BB grid.

A total of two Vdd rails is suggested in this thesis to cover the entire clock frequency

range. The reason behind this is that intermediate clock frequency requirements are not common

in real-world applications. Figure 4.3 is a histogram that demonstrates the distribution of core

frequency requirements for an Low Density Parity Check (LDPC) decoder application with no

throughput loss on a 1000-core processor [8].

Figure 4.3: Histogram of core clock frequency required for LDPC decoding on KiloCore, a 1000-core
processor array [8]
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The majority of cores require either above 75%, or below 35% of maximum frequency.

Thus, optimization of DVFS algorithms should focus on the lower and higher ends of the frequency

range.

4.1.3 Power Gates

A processor core as an independent voltage domain doesn’t necessarily need to be exposed

to the power rails, since all components in the domain share uniform Vdd and Vbbs. The DVFS

controller handles the voltage (and frequency) selection and switches the core’s internal supply

grid as an entirety to different power rails for it. MOS transistors are naturally the best choice

for the switching circuits on or off from a power rail, exactly like how they perform in inverters.

A technique called power gating uses this method to reduce power consumption by disconnecting

from the power supply. By attaching a PMOS between the core’s Vdd grid and each global Vdd rail,

switching between voltages can be conveniently break down into two steps: switching off the old

rail and switching on the new rail. Similar structure can be applied to the Vbp rail while the Vbn rail

requires NMOS transistors. In the following discussion, these transistors are referred to as power

gates.

However, this mechanism creates multiple problems. The switching process is not seam-

less, so the core must be halted before the switch and waken up afterwards. Using a single transistor

for the voltage switch of a large scale circuit will result in unbalanced voltage distribution across the

core voltage grid due to IR drop [48]. The transistor size also matters. Only a very large transistor

can provide enough drive currents. In conclusion, using multiple small transistors as power gates

is the only viable solution.

The size and amount of these power gates is an important design trade-off. The total

drive current of a power gate is proportional to the total width of it. The core is a transient load,

meaning that it draws a large current and pulls down the core grid voltage periodically. A significant

voltage droop on the core grid is expected when the size of the power gates are too small. The Vdd

droop reduces the switching speed of transistors and has a negative impact on the performance of

the core. Figure 4.4 shows an FO4 LVT inverter chain with the three stages in the middle powered

26



by PMOS transistors. Five additional FO1 inverter stages are added to the beginning and the

end of the chain to simulate input from an actual circuit. Figure 4.5 is the simulation result at

a nominal operation voltage of 1.0 V and a Vbb of 0.6 V that demonstrates the relation between

voltage droop, total width of power gates, and transient load decoupling capacitors. The transistor

total width in the plot is relative to the size of the measured stage of the inverter chain.

For body bias voltages, due to the very low back current measured throughout, 5% of

total Vdd power gate size for each rail is deemed ample and simulation proves this conclusion, with

a performance loss of less than 1%.

Figure 4.4: Inverter chain to demonstrate voltage droop on the grid
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Figure 4.5: Simulation of voltage droop with various power gate sizes and decoupling capacitors

4.1.4 Supply Voltage Switching

The voltage switching mechanism is described in the next two subsections. The DVFS

controller constantly suggests voltages and frequencies based on current workload. For Vdd, the

switching process can be briefly broken down into the following steps:

1. When the DVFS controller initiates a switch request, the core is stalled.

2. Next, the power gates currently in use are shut off.

3. The new gates are switched on.

4. The core returns to normal operation when the new voltage is ready.

Step 1 is to avoid the core generating unpredictable behaviors during core voltage switch-

ing. The core is responsible for returning a stalled signal so that the voltage switching process can

proceed. Step 2 involves shutting the current power gates off. This is achieved by an internal sig-

nal, power off , that overwrites the control signals to the power gates (power gates are active-low

PMOS transistors). Once the off signal reaches the power gates, a all off signal is sent back to

the switcher, and the new gates can be switched on by deactivating power off . Finally, the stall

is lifted and the core resumes normal operation.
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The I/O signals from the voltage switching module are (taking Vdd as an example):

1 // supply voltage switcher

2

3 module vddcfg (

4 vdd_in ,

5 stalled ,

6 all_off ,

7 power_off ,

8 vddhi ,

9 vddlow ,

10 stall

11 );

12

13 input [1:0] vddin;

14 input stalled , all_off;

15 output power_off , vddhi , vddlow;

16 output stall;

where vdd in is the suggested Vdd from the DVFS controller encoded in two bits, vddhi/vddlow are

signals enabling their corresponding high/low Vdd rails, and stall is switcher’s stall signal to the

core.

4.1.5 Bias Voltage Switching

The back bias voltage switcher is largely similar to the supply voltage switcher with a

few signals defined differently. These signals include vbb in for the suggested BB level from the

DVFS controller, and the corresponding output signals to control PMOS and NMOS bias power

gates. When switching between BB rails, a stall is not required, since the processor core remains in

normal operation as long as the supply voltage lasts. However, the clock frequency must be reduced

to a safe level to ensure the core logic functions normally. This is achieved by adding another pair

of signals: slowed and slow that forces the oscillator to reduce the clock frequency.

The I/O signals for the voltage switching module are:
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1 // back bias voltage switcher

2

3 module vbbcfg (

4 vbb_in ,

5 slowed ,

6 bb_zero ,

7 bb_off ,

8 vbbph ,

9 vbbpl ,

10 vbbpn ,

11 vbbnh ,

12 vbbnl ,

13 vbbnn ,

14 slow ,

15 );

16

17 input [2:0] vbb_in;

18 input slowed , bb_zero;

19 output bb_off , vbbphi , vbbplow , vbbpn , vbbnhi , vbbnlow , vbbnn;

20 output slow;

4.2 Voltage and Frequency Selection

The frequency scaling is very straightforward and consists of only two steps.

1. A utilization rate estimation is produced based on the feedback data from the processor core.

2. A frequency is suggested based on the estimation.

Obtaining information about a processor core’s utilization rate is not the focus of this

thesis. The proposed DVFS controller expects this information from the processor core. A frequency

controller converts the utilization rate to desired frequency and voltages, and passes these data to

the oscillator and the voltage switchers. The frequency controller contains a lookup table (LUT)
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which maps core utilization rate to a series of frequency points supported by a configurable ring

oscillator.

Since there are six unique Vdd/Vbb voltage setting combinations, the full frequency range

supported by the design is divided into six non-overlapping segments, each corresponds to a voltage

setting. The five separation points between the segments are the voltage switching points. To

prevent undesired behaviors caused by inappropriate frequency targets, the maximum allowed clock

frequency of each possible Vdd/Vbb voltage setting is established via circuit simulations. The six

voltage settings are sorted by their maximum allowed frequency, and a higher voltage setting

corresponds to a higher maximum allowed frequency. A voltage switching point between two voltage

settings must not exceed the maximum operable frequency of the lower voltage setting. The DVFS

controller switches the core to a higher voltage setting if a frequency suggestion is higher than the

voltage switching point of the current voltage setting, and to a lower voltage setting if a frequency

suggestion is lower than the current voltage switching point. Voltage switching points are adjustable

to provide flexibility and portability to future designs.

Figure 4.6: Three voltage settings with their corresponding operable frequency ranges and voltage
switching points.

Figure 4.6 is a demonstration of the concept with three voltage settings and two voltage

switching points separating the full frequency range into three segments. When the circuit operates

at a clock frequency below the voltage switching point, the DVFS controller switches the core to

a lower voltage setting to reduce power consumption. When a heavy workload requires higher

throughput, the DVFS controller suggests an increased frequency. If the new frequency is higher
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than the voltage switching point, the DVFS controller switches the core to the high voltage setting

to prevent violation of the maximum allowed frequency.
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Chapter 5

Implementation

5.1 Voltage Switchers

There are two voltage switcher circuits in the design: supply switcher and back bias

switcher. The supply switcher circuit is presented in Figure 5.1. The back bias switcher is presented

in Figure 5.2. During normal operation, the DVFS controller suggests Vdd and Vbb. The voltages

can be overwritten manually with configurable registers, vdd conf and vbb conf respectively. Table

5.1 contains possible configurations for these registers.

Figure 5.3 demonstrates a conceptual design of a PMOS power gate module. This design

uses 64 PMOS transistors as power gates for each Vdd supply voltage. The power gates are connected

to a multi-level buffer chain to provide switching speed adjustment. This is beneficial when the

processor scale is large. Having a slow switch between the voltage rails reduces the IR droop on

the voltage grids. A structurally similar design can be used for BB voltages. Since BB requires

both positive and negative bias voltages, a total of four power gate modules are required, two

of which consists of PMOS transistors working at positive voltages and two consists of NMOS

transistors working at negative voltages. A module with NMOS power gates requires a logic level

converter to work properly. Figure 5.4 demonstrates one such converter. The resistance and values

are manually picked to offset the input signal (0–1 V) to the desired level (-1–0 V) . Register

pg delay conf controls the switching delay of the modules. The upper six bits are dedicated to the
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Vbb switching delay, and the lower six bits are for the Vdd switching delay.

Figure 5.5 illustrates the design of a variable length delay buffer chain. Each supply

switcher utilizes multiple delay chains to avoid incorrect signal timing. Each delay chain is indi-

vidually configurable to provide the most suitable delay length for different operating conditions.

Figure 5.6 is the signal timing diagram for supply voltage switching.

The signal timing for the back bias switching circuit when switching to and from zero

back bias is demonstrated in Figure 5.7. Figure 5.8 is the timing diagram for back bias switching

when switching between high and low back bias voltages. When switching both Vbb and Vdd at the

same time, the processor core is stalled.

Register Name Bit Range Value Configuration

vdd conf [3:0] 01xx normal mode
11xx overwrite controller decisions
1110 switch to low Vdd

1101 switch to high Vdd

1111 switch off from Vdd

1100 switch on both Vdd rails - HAZARD
x0xx bypass switching, force apply voltage
x010 force apply low Vdd

x001 force apply high Vdd

x011 force remove Vdd

x000 force apply both Vdd rails - HAZARD

vbb conf [4:0] 01xxx normal mode
11xxx overwrite controller decisions
11011 switch to high Vbb

11101 switch to low Vbb

11110 switch to zero Vbb

1100x switch on both Vbb rails - HAZARD
x0xxx bypass switching, force apply voltage
x001x force apply high Vbb

x010x force apply low Vbb

x011x force zero Vbb

x000x force apply both Vbb rails - HAZARD

pg delay conf [11:6] xxxxxx power gate delay settings for Vbb

setting each bit doubles power gate switch delay
pg delay conf [5:0] xxxxxx power gate delay settings for Vdd

setting each bit doubles power gate switch delay

Table 5.1: Configuration for the voltage switchers

34



Figure 5.1: Supply switcher circuit in detail
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Figure 5.2: Back bias switcher circuit in detail
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Figure 5.3: Multi-level power gate module

Figure 5.4: Passive logic level converter
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Figure 5.5: Variable length delay chain

Figure 5.6: Supply switcher circuit timing diagram
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Figure 5.7: BB switcher circuit timing diagram when switching to and from zero back bias
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Figure 5.8: BB switcher circuit timing diagram when switching between two back bias voltages
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5.2 DVFS Controller

The top level block diagram of the DVFS controller is shown in Figure 5.9. A single

bit workload signal that indicates whether the processor core is idling is expected. Additionally, a

register clk source selects the clock signal for the DVFS circuit.

Figure 5.9: Top level block diagram of the DVFS controller

A conceptual ring oscillator design is proposed in Figure 5.10. The oscillator consists

of 5 stages. Stage N of the oscillator consists of 2N ordinary inverters and two tri-state inverters.

The tri-state inverters in stage N is controlled by the corresponding N − 1 bit in the osc conf

register. When osc conf [N −1] is set, the inverters in the N -th stage are bypassed, and as a result,

the ring oscillator length is shortened. As a result, the total length of the oscillator ring stages

are variable from 5 to 67, offering 32 unique frequency settings. Additional fixed delay is added

in the form of an even number of inverters to offset the oscillator output frequency to the desired

range. Assuming a target maximum frequency of 4 GHz, the oscillator design needs 14 additional

inverters according to Spectre simulation.

The workload information is linearly mapped to frequency target with an LUT. Mini-

mum workload corresponds to minimum clock frequency and maximum workload corresponds to

maximum clock frequency. The LUT also contains the voltage settings for each possible clock fre-

quency. Table 5.2 is the frequency ranges for each voltage setting used in this design. As explained
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in Chapter 4, the frequency ranges are manually decided so that the lowest possible voltage setting

is always used. The maximum allowed frequencies are rounded up to the next 0.1 GHz with an

additional 0.1 GHz safe margin.

Figure 5.10: Variable length ring oscillator

Maximum Frequency (GHz) Supply Voltage (V) Back Bias Voltage (V)

1.1 0.6 0
1.4 0.6 0.6
1.9 0.6 1.2
3.3 1.0 0
3.6 1.0 0.6
4.0 1.0 1.2

Table 5.2: Maximum Clock Frequencies for Different Voltage Settings

Figure 5.11 is the workload sensing module. The module consists of the LUT mentioned

above. It stores the voltage configurations for all clock frequencies supported by this design. A

counter that changes according to workload is used to index the LUT to estimate the optimal

clock frequency for the processor core. The content of the LUT is shown in Table 5.3. Register

clk offset shifts the voltage switching points by applying an offset to the LUT’s address.

The switching interval counters are demonstrated in Figure 5.12. This module controls

the frequency of voltage switching. Register sw counter controls the number of clock cycles the

DVFS controller must wait between two switching requests.

Table 5.4 contains all the configuration registers included in the design.
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Figure 5.11: Workload sensing module
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conf index v suggest Voltage Settings (V)

000000 10110
000001 10110
000010 10110 Vdd = 0.6
000011 10110 Vbb = 0.0

000100 10101
000101 10101 Vdd = 0.6
000110 10101 Vbb = 0.6

000111 10011
001000 10011
001001 10011
001010 10011 Vdd = 0.6
001011 10011 Vbb = 1.2

001100 01110
001101 01110
001110 01110
001111 01110
010000 01110
010001 01110
010010 01110
010011 01110
010100 01110
010101 01110
010110 01110
010111 01110
011000 01110 Vdd = 1.0
011001 01110 Vbb = 0.0

011010 01101
011011 01101 Vdd = 1.0
011100 01101 Vbb = 0.6

011101 01011
011110 01011
011111 01011
100000 01011
100001 01011
100010 01011 Vdd = 1.0
100011 01011 Vbb = 1.2

Table 5.3: LUT contents

44



Figure 5.12: Voltage switch delay counter

Register Name Bit Range Value Configuration

clk source [1:0] 00 use DVFS clock
01 use processor clock
1x disable clock

osc conf [4:0] xxxxx oscillator frequency setting
00000 minimum oscillator frequency
11111 maximum oscillator frequency

clk offset [1:0] xx voltage switching point offset
00 decrease all voltage switching frequencies by two steps
01 decrease all voltage switching frequencies by one step
10 default voltage switching points
11 increase all voltage switching frequencies by one step

sw counter [5:0] xxxxxx voltage switching interval
in number of clock cycles

Table 5.4: DVFS configuration registers
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Chapter 6

Simulation Results

6.1 DVFS Controller Functionality

The DVFS controller design is implemented in Verilog. The functionality of it is verified

using Icarus Verilog compiler. Figure 6.1 demonstrates how the output signals change corresponding

to the specified input signals. The delays are set manually for convenient demonstration of the

signals; in actual hardware implementations, they must be set to appropriate values to avoid

timing conflicts. As shown in the figure, the power gates on the low Vdd rail are enabled initially

(vdd in = 10). Output signals to the power gates vdd out are first switched off (vdd out = 11)

then switched back on to the new voltage configuration.

Figure 6.1: Simulated waveform of a Vdd switching process

The Vbb rail functions similarly, as demonstrated in Figures 6.2–6.4. The outputs match

the expected timing constraints as illustrated in Figure 5.7 and 5.8.
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Figure 6.2: Simulated waveform of switching between two non-zero Vbb values

Figure 6.3: Simulated waveform of switching to zero Vbb

Figure 6.4: Simulated waveform of switching from zero Vbb to a non-zero value

Figure 6.5 demonstrates the output of the logic level converter in Figure 5.4.

Figure 6.5: Simulated waveform of logic level converter from 1 V to -1 V

6.2 DVFS Effectiveness on 28 nm UTBB FD-SOI

The effectiveness of implementing a DVFS mechanism can be estimated by comparing

the energy consumption of executing the same task with and without DVFS. An Intel Core i7-8700K
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desktop processor is chosen as the reference of the comparisons in this chapter. The i7-8700K is

a hexa-core processor with individually configurable core clock frequencies and DVFS. The base

clock frequency of the processor is 3.7 GHz for all cores, but to make the results comparable to this

work, the clock frequencies are manually capped at 4.0 GHz, the same maximum frequency as the

proposed design. The processor is set to 4.0 GHz and 1.1 V while simulating a non-DVFS processor.

Multiple applications are tested on this processor, and the processor activity is captured using Intel

VTune Profiler, a multi-platform performance tuning tool which can collect various system metrics.

The metrics of the processor is sampled at a fixed 10 ms step to reduce performance overhead

introduced by data collection.

To demonstrate how implementing DVFS on 28 nm UTBB FD-SOI technology impacts

processor energy efficiency, a circuit similar to the one shown in Figure 4.4 is simulated while

the input is toggled at various frequencies. Voltages are set according to Table 5.2 and the energy

consumption is recorded with a 10 ms sampling interval. A Python script scales the simulation data

according to the recorded clock frequencies of the i7-8700K processor to calculate the estimated

total energy consumed during an application.

Five typical daily applications are selected to estimate the energy saving potential of

DVFS. The five tested workload applications are:

• Webpage rendering with a total of 21 webpages.

• 10 GiB file copying.

• Hardware-accelerated H.264 video playback.

• FLAC audio encoding.

• LZMA2 file compression.

The physical core frequencies and total power usage of i7-8700K while rendering webpages

are as shown in Figure 6.6. Opening a webpage creates a short burst of workload that pulls the

processor core frequencies up. The core clock frequencies are exported to the Python script to

estimate the energy consumption of the same processor implemented with 28 nm UTBB FD-SOI

technology.
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Figure 6.6: Core clock frequencies of i7-8700K processor while opening a webpage

Intel VTune Profiler reports a total energy consumption of 6.29 kJ. The same webpage

rendering test is executed again, with fixed 1.1 V supply voltage and 4 GHz clock frequency. The

total energy consumption reported by Intel VTune Profiler is 7.05 kJ. Thus, the DVFS mechanism

on the i7-8700K processor results in a 10.8% reduction in energy consumption. The execution time

is 135.9 s without DVFS and 141.0 s with DVFS, which means a 3.6% loss in throughput.

Throughput is measured by the execution time of applications. The relationship between

core clock frequency, execution time, and average power consumption is revealed in Table 6.1.

However, the test H.264 video is always played at the required frame rate, so the execution time

remains approximately the same.

Core Clock Frequency (GHz) Execution Time (s) Average Power Usage (W)

4.8 45.7 93.2
4.0 55.3 56.3
3.0 74.8 29.6

Table 6.1: Maximum clock frequency, execution time, and average power usage of i7-8700K running
LZMA2 file compression algorithm

Other applications are also tested, and the energy consumption data are shown in Figure

6.7 and Figure 6.8. The results are average values over five runs. On Intel i7-8700K, applying DVFS

results in an average of 15.7% energy saving across four applications. The calculated results show

that applying DVFS to 28 nm UTBB FD-SOI technology reduces energy consumption by 20.5%

on average.

On intensive tasks such as LZMA2 compression, a processor core can rarely drop its
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frequency without significantly lowering the throughput. The significance of DVFS in these appli-

cations are minimal, with less than 1% reduction in energy consumption is observed in the tests. On

the other hand, H.264 decoding is mostly done by hardware video accelerators in modern graph-

ics processing unit (GPU) [49]. The workload on CPU is very low. In the tests, the minimum

processor core frequency recorded by VTune is as low as 1.0 GHz. Processors can benefit from

huge energy savings from lowered DVFS in such circumstances. Lowered clock frequency and core

supply voltage contributes to a 46.4% reduction in core energy consumption on the tested i7-8700K

processor.

With 28 nm UTBB FD-SOI technology, the supply voltage of a processor is adjustable

in a wide range. The processor can run at one-third its maximum allowed clock frequency at 0.6 V

without worrying about inducing errors according to Spectre simulation results. More significant

energy saving is possible due to the relatively low supply voltage. The same H.264 video playback

task demonstrates the energy-efficiency potential of the technology as only 43.7% energy is needed

compared to no-DVFS runs.

Figure 6.7: Relative energy consumption of i7-8700K processor with DVFS
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Figure 6.8: Relative energy consumption of equivalent 28 nm UTBB FD-SOI processor with DVFS

Figure 6.9 compares the Energy × Time Product when executing the test applications

(H.264 video playback is a real-time application and is excluded from this comparison). Numbers

are normalized to 4 GHz without DVFS. Energy × Time Product covers both energy consumption

and throughput of a processor.

Figure 6.9: Normalized energy time product of processors with DVFS
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The execution times of the four applications imply a performance overhead of as high as

3.7% caused by the i7-8700K’s DVFS mechanism. On average, 28 nm UTBB FD-SOI can reduce

the Energy × Time Product by 8.8% compared to a no-DVFS design. In comparison, i7-8700K has

an average reduction of 5.2% in normalized Energy × Time Product.
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Chapter 7

Conclusion

7.1 Summary

This thesis introduces back biasing into the design of a DVFS circuit to provide further

flexibility in performance and power tuning. The controller decides the optimal clock frequency

based on workload information, and dictates the selection of Vdd and Vbb. BB adjustment has

a substantial effect on both transistor switching speed and leakage power, enabling finer DVFS

adjustments. Traditional approaches would require a high resolution voltage supply scheme to

optimize the power consumption at different clock frequencies, while this thesis presents a simpler

design with several fixed voltages to achieve similar effect. Adding BB support is possible with a

small power and area overhead, which made it a suitable solution for many low power applications,

such as wearable devices and emergency equipment.

7.2 Future Work

Due to time and resource limitations, results in this thesis are scaled to 28 nm UTBB

FD-SOI to avoid the complex physical design and verification process. Further design and tests on

actual silicon would help evaluate the power saving effectiveness of this design. This project paves

the way towards many further research opportunities. Here are some possible improvements on the

design that has yet to be done due to time and resource limitations:
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• The thesis demonstrates the design of a DVFS controller based on a 28 nm technology. The

effect of BB scaling in more advanced processes remains unknown.

• The rapid development of machine learning opens up possibilities to design smart DVFS

controllers that observe workload patterns and make predictive decisions.

• A global DVFS supervisor with workload balancing on a multi-core processor can take power

management into consideration when assigning tasks to its cores to reduce the chip’s overall

power consumption.

• Introducing a global voltage scaling controller that varies the voltages on the Vdd rail can

further improve the effectiveness of DVFS [11]. A global Vbb selector that controls the Vbb

input voltages may lead to more flexibility in fine-tuning the performance and energy efficiency

of multi-core processors.
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Glossary

BB Back Biasing. Biasing voltage applied to the ”back” side of FD-SOI transistors.

BOX Buried OXide. The insulator layer of SOI substrates.

DVFS Dynamic Voltage and Frequency Scaling. Runtime adjustments of clock frequency and

supply voltage.

EDP Energy-Delay Product. The product of energy spent on a switching event and its duration.

Serves as a metric of trade-off between speed and efficiency.

FBB Forward BB. Positive back biasing voltage that improves transistor switching speed.

FD-SOI Fully Depleted SOI. Transistors with thin non-doped channels.

FIVR Fully-Integrated Voltage Regulators. Voltage regulators that are implemented on-chip to

improve efficiency and voltage transition speed.

GND Ground. The voltage reference point at 0 volt that the circuit is connected to.

GP Ground Plane. The doped substrate under the BOX layer of a transistor.

IC Integrated Circuit. Circuit built on a piece of semiconductor material.

LUT Lookup Table. An indexed array used to replace expensive computation.

LVT Low Threshold Voltage. A low threshold voltage variant of transistors and standard cells

that provides maximum performance.
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MDL Measurement Description Language. A scripting language developed by Cadence aimed at

improving circuit simulation productivity.

MOS Metal-Oxide-Semiconductor. The most common IC transistor structure.

PB Poly Bias. An alternative name for the gate length options offered by UTBB FD-SOI tech-

nology.

RBB Reverse BB. Negative biasing voltage that sacrifices speed for power consumption.

RVT Regular Threshold Voltage. A relatively high threshold voltage variant of transistors and

standard cells that provides better efficiency.

SCE Short Channel Effects. A combination of physical effects that negatively impact transistor

characteristics.

SI Système International. The International System of Units which is widely used in scientific and

industrial environments.

SoC System-on-Chip. IC with multiple function units built on the same chip.

SOI Silicon-on-Insulator. Silicon substrate with a insulator layer under the surface to improve

electrostatic characteristics.

UTBB Ultra-Thin Body and BOX. A process technology from STMicroelectronics that combines

thin transistor channel and BOX.
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