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Abstract—This paper considers channel estimation and achievable rates for the uplink of a massive multiple-input multiple-output (MIMO) system where the base station is equipped with one-bit analog-to-digital converters (ADCs). By rewriting the nonlinear one-bit quantization using a linear expression, we first derive a simple and insightful expression for the linear minimum mean-square-error (LMMSE) channel estimator. Then employing this channel estimator, we derive a closed-form expression for the lower bound of the achievable rate for the maximum ratio combiner (MRC) receiver. Numerical results are presented to verify our analysis and show that our proposed LMMSE channel estimator outperforms the near maximum likelihood (nML) estimator proposed previously.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) communication systems are currently attracting significant research interest. Channel state information (CSI) plays an essential role in these systems, and it has been shown that, with CSI known at the base station (BS), simple signal processing techniques such as maximum-ratio combining (MRC) can be employed at the BS to reduce noise and interference among the terminals, and hence to significantly improve the spectral efficiency [1], [2].

Most previous work has assumed that each antenna element and corresponding radio frequency (RF) chain is equipped with a high-resolution analog-to-digital converter (ADC). However, the power consumption of the ADCs grows exponentially with the number of quantization bits [3], and power also grows with increased bandwidth and sampling rate requirements, as proposed in next generation systems. For massive MIMO configurations employing many antennas and ADCs, the cost and power consumption will be prohibitive, and alternative approaches are needed.

The use of low-cost one-bit ADCs is a potential solution to this problem. One-bit ADCs consist of a simple comparator, they do not require automatic gain control or highly linear amplifiers, and hence they can be implemented with very low cost and power consumption [4], [5]. The authors of [6], [7] showed that for one-bit ADCs, the capacity maximizing transmit signals for SISO channels are discrete, which is different from the infinite-resolution case where a Gaussian codebook is optimal. They also showed that the capacity of massive MIMO systems is not severely reduced by the coarse quantization at low signal-to-noise ratio (SNR). In fact, it has been shown in [8] that the power penalty due to one-bit quantization is approximately equal to only $\pi/2$ (1.96dB) at low SNR. However, at high SNRs, one-bit quantization can produce a large capacity loss [9]. In either case, the availability of accurate receiver-side CSI is indispensable for exploiting the full potential of massive MIMO systems, and an important open question is how to reliably estimate the channel and decode the data symbols when one-bit output quantization is employed. There has been related work on channel estimation and data detection with one-bit quantization [10]–[13]. However, these methods rely on either the maximum-likelihood algorithm [11] or on iterative algorithms with high-complexity [12]. Moreover, the channel estimators and the achievable rate expressions obtained with these methods do not yield simple and insightful expressions.

In this paper, we consider the uplink of a massive MIMO system with one-bit ADCs on each receive antenna, and we investigate the problem of channel estimation and determining the approximate achievable uplink rate. In particular, we provide a simple and insightful expression for the linear minimum mean-square-error (LMMSE) channel estimator for one-bit massive MIMO systems. Using this estimator and assuming an MRC receiver, we then obtain a simple closed-form lower bound for the achievable rate. Numerical results show that our proposed channel estimator outperforms the least squares (LS) and near maximum-likelihood (nML) channel estimators proposed in [10], [11].

II. SYSTEM MODEL

We consider a single-cell one-bit massive MIMO system with $K$ single-antenna terminals and an $M$-antenna base station (BS). For uplink data transmission, the received signal at the BS is given by

$$y = \sqrt{\rho_d} H s + n,$$

(1)

where $H$ is the channel matrix between the BS and the $K$ users (with entries modeled as zero-mean unit-variance complex Gaussian variables), $\sqrt{\rho_d} s \in \mathbb{C}^{K \times 1}$ represents the data symbols simultaneously transmitted from the $K$ users, with $E\{|s_k|^2\} = 1$ so that $\rho_d$ represents the average transmitted power of each user. The term $n \sim \mathcal{CN}(0, I) \in \mathbb{C}^{M \times 1}$ denotes additive white Gaussian noise.
The quantized signals obtained after the one-bit ADCs are represented as
\[ r = Q(y), \]
where \( Q(.) \) represents the one-bit quantization operation, which is applied separately to the real and imaginary parts of the signal. The outcome of the one-bit quantization thus lies in the set \( \mathcal{R} = 1/\sqrt{2}\{1 + 1j, 1 - 1j, -1 + 1j, -1 - 1j\} \), which includes without loss of generality a scaling factor so that the power of each quantized signal is one. Although \( Q(.) \) is obviously a nonlinear operation, we can express \( r \) as
\[ r = Ay + q, \]
where \( A \in \mathbb{C}^{M \times M} \) and \( q \in \mathbb{C}^{M \times 1} \) is the quantization noise. There are an infinite number ways of defining \( A \) and \( q \) for \( r \) to hold; in the next section we will present a common approach based on the Bussgang decomposition [14].

III. CHANNEL ESTIMATION IN ONE-BIT MASSIVE MIMO

The authors in [10]–[13] have proposed various methods for channel estimation, relying on either the maximum-likelihood algorithm or iterative techniques. However, the channel estimators obtained by these methods do not yield much insight into the problem. In what follows, we will use the linear expression in (3) to derive a simple expression for the linear minimum mean-square-error (LMMSE) channel estimator.

A. Channel Estimation

In a practical system, the channel \( \mathbf{H} \) has to be estimated at the BS, and it is used to detect the data symbols transmitted from the \( K \) users. In the uplink transmission phase, we assume that the channel coherence interval is divided into two parts: one dedicated to training and the other to data transmission.

In the training stage, all \( K \) users simultaneously transmit their pilot sequences of \( \tau \) symbols each to the BS, which yields
\[ \mathbf{Y}_p = \sqrt{\rho_p} \mathbf{H} \Phi^T + \mathbf{N}_p, \]
where \( \mathbf{Y}_p \in \mathbb{C}^{M \times \tau} \) is the received signal, \( \rho_p \) is the transmit power of each pilot symbol, and \( \Phi \in \mathbb{C}^{\tau \times K} \) is the matrix of pilot symbols. To simplify the analysis, we assume orthogonal pilot sequences with \( \tau = K \), i.e., \( \Phi^T \Phi = \tau \mathbf{I} \). While this choice has been shown to be optimal for full-resolution ADCs [15], we recognize this may not be true for one-bit ADCs and leave this problem for future work.

Vectorizing the received signal yields
\[ \text{vec}(\mathbf{Y}_p) = \mathbf{y}_p = (\Phi \otimes \sqrt{\rho_p} \mathbf{I}_M) \mathbf{h} + \mathbf{n}_p, \]
where \( \mathbf{h} = \text{vec}(\mathbf{H}) \) and \( \mathbf{n}_p = \text{vec}(\mathbf{N}_p) \). After the one-bit ADCs and using (3), the quantized signal can be expressed as
\[ r_p = \mathcal{Q}(\mathbf{y}_p) = \tilde{\Phi} \mathbf{h} + \bar{n}_p, \]
where the \( i \)th element of \( r_p \) takes values from the set \( \mathcal{R} \), \( \tilde{\Phi} = A_p \Phi \otimes \sqrt{\rho_p} \mathbf{I}_M \) \( \in \mathbb{C}^{M \tau \times M \tau} \), \( \bar{n}_p = A_p \mathbf{n}_p + \mathbf{q}_p \in \mathbb{C}^{M \tau \times 1} \), \( A_p \in \mathbb{C}^{M \tau \times M \tau} \) is a certain square matrix, and \( \mathbf{q}_p \in \mathbb{C}^{M \tau \times 1} \) is the quantization noise.

According to (6), we can readily see that the quantizer noise \( \mathbf{q}_p \) is related to the matrix \( A_p \). A particularly meaningful choice for \( A_p \) is the one that minimizes the power of the quantizer noise \( \mathbf{q}_p \), or, equivalently, that yields \( \mathbf{q}_p \) uncorrelated with \( \mathbf{y}_p \), as in [16]. This value of \( A_p \) is the result of
\[ \arg \min_{A_p} \mathbb{E}\{\|\mathbf{q}_p\|^2\} = \arg \min_{A_p} \mathbb{E}\{\|r_p - A_p \mathbf{y}_p\|^2\}, \]
whose solution is given by
\[ A_p = \mathbf{C}_y \mathbf{r}_p \mathbf{C}_y^{-1} \mathbf{r}_p, \]
where \( \mathbf{C}_{y \mathbf{r}_p} \) denotes the cross-correlation matrix between the received signal \( \mathbf{y}_p \) and the quantized signal \( r_p \), and \( \mathbf{C}_{y \mathbf{y}_p} \) denotes the auto-correlation matrix of the received signal \( \mathbf{y}_p \). For one-bit quantization and Gaussian signals, \( \mathbf{C}_{y \mathbf{r}_p} \) is given by [14][17] Ch. 10
\[ \mathbf{C}_{y \mathbf{r}_p} = \sqrt{\frac{2}{\pi}} \mathbf{C}_{y \mathbf{y}_p} \text{diag}(\mathbf{C}_{y \mathbf{y}_p})^{-\frac{1}{2}}, \]
where \( \text{diag}(\mathbf{X}) \) is a diagonal matrix formed from the diagonal elements of \( \mathbf{X} \).

Substituting (9) into (8), we have
\[ A_p = \sqrt{\frac{2}{\pi}} \text{diag}(\mathbf{C}_{y \mathbf{y}_p})^{-\frac{1}{2}} \mathbf{C}_{y \mathbf{r}_p} + \mathbf{I}_{MK} \mathbf{I}_{MK} = \alpha_p \mathbf{I}_{MK}. \]

According to (18) Ch. 12, the LMMSE channel estimate of \( \mathbf{h} \) is thus given by
\[ \mathbf{h}_{\text{LMMSE}} = \mathbf{C}_{\mathbf{h} \mathbf{r}_p} \mathbf{C}_{\mathbf{r}_p \mathbf{r}_p}^{-1} \mathbf{r}_p, \]
where \( \mathbf{C}_{\mathbf{h} \mathbf{r}_p} \) is the cross-correlation matrix between \( \mathbf{h} \) and \( \mathbf{r}_p \), and \( \mathbf{C}_{\mathbf{r}_p \mathbf{r}_p} \) is the auto-correlation matrix of \( \mathbf{r}_p \).

Note that since the elements of \( \mathbf{y}_p \) are uncorrelated with \( \mathbf{C}_{\mathbf{y} \mathbf{y}_p} = (K \rho_p + 1) \mathbf{I} \), then according to the Bussgang theorem [14], the elements of \( \mathbf{r}_p \) are also uncorrelated and their auto-correlation matrix is \( \mathbf{C}_{\mathbf{r}_p \mathbf{r}_p} = \mathbf{I}_{MK} \). In fact, setting \( \mathbf{A}_p = \alpha_p \mathbf{I} \) according to the Bussgang theorem, the quantization noise \( \mathbf{q}_p \) is not only uncorrelated with the received signal \( \mathbf{y}_p \) but also the channel \( \mathbf{h} \). Therefore, the LMMSE channel estimator can be obtained as
\[ \mathbf{h}_{\text{LMMSE}} = \tilde{\Phi}^H \mathbf{r}_p. \]

B. MSE of the Channel Estimate at High SNR

The normalized mean-squared error (MSE) of a given channel estimate \( \mathbf{h} \) can be expressed as
\[ \mathcal{M} = \mathbb{E}\left\{\frac{\|\mathbf{h} - \mathbf{h}\|^2}{\|\mathbf{h}\|^2}\right\}. \]

\[ \mathcal{M} = \mathbb{E}\left\{\frac{\|\mathbf{h} - \mathbf{h}\|^2}{\|\mathbf{h}\|^2}\right\}. \]
For the LMMSE channel estimate \( 12 \), we have
\[
\mathcal{M}^{\text{LMMSE}} = \text{tr} \left( \mathbf{I}_{MK} - \hat{\mathbf{H}}^H \hat{\mathbf{H}} \right) / MK
\]
\[
= 1 - \frac{2K \rho_p}{\pi K \rho_p + \pi}.
\]
Thus, for high SNR \( \rho_p \to \infty \), we have
\[
\lim_{\rho_p \to \infty} \mathcal{M} = 1 - \frac{2}{\pi}.
\]

From [15] we see that, due to the effect of the quantization, the accuracy of the channel estimate cannot be reduced to zero by increasing the training power without limit.

IV. ACHIEVABLE RATE ANALYSIS IN ONE-BIT MASSIVE MIMO SYSTEMS

A. MRC Receiver

In the data transmission stage, we assume that the \( K \) users simultaneously transmit their data symbols, represented as vector \( \mathbf{s} \), to the BS. After the one-bit quantization, the signal at the BS can be expressed as
\[
\mathbf{r}_d = \mathcal{Q}(\mathbf{y}_d) = \mathcal{Q}(\mathbf{Hs} + \mathbf{n}_d)
\]
\[
= \sqrt{\rho_d} \mathbf{H} \hat{\mathbf{H}}^H \mathbf{A}_d \mathbf{s} + \mathbf{A}_d \mathbf{n}_d + \mathbf{q}_d,
\]
where the same definitions as in previous sections apply, but with the subscript \( p \) replaced with \( d \). Following the same reasoning as in (7)-(10), in order to minimize the quantization noise (or equivalently, to make it uncorrelated with \( \mathbf{y}_d \)), \( \mathbf{A}_d \) is chosen as \( \mathbf{A}_d = \alpha_d \mathbf{I} \), with \( \alpha_d = \sqrt{2/\pi(K \rho_d + 1)} \).

Next, we assume that the BS employs the MRC receiver to detect the data symbols transmitted by the \( K \) users. Using a channel estimate \( \hat{\mathbf{h}} \), the quantized signal is separated into \( K \) streams by multiplying it with a matrix \( \hat{\mathbf{H}} = \text{vec}^{-1}(\hat{\mathbf{h}}) \):
\[
\hat{s} = \hat{\mathbf{H}}^H \mathbf{r}_d
\]
\[
= \sqrt{\rho_d} \hat{\mathbf{H}}^H \mathbf{A}_d (\mathbf{H} \mathbf{s} + \mathbf{E} \mathbf{s}) + \hat{\mathbf{H}}^H \mathbf{A}_d \mathbf{n}_d + \hat{\mathbf{H}}^H \mathbf{q}_d,
\]
where \( \mathbf{E} = \mathbf{H} - \hat{\mathbf{H}} \) denotes the channel estimation error. The \( k \)th element of \( \hat{s} \) is used to decode the signal transmitted from the \( k \)th user:
\[
\hat{s}_k = \sqrt{\rho_d} \hat{h}_k^H \mathbf{A}_d \mathbf{h}_k + \sum_{i \neq k} \mathbf{A}_d \hat{h}_i \mathbf{s}_i + \sqrt{\rho_d \rho_w^k} \sum_{i=1}^K \mathbf{A}_d \mathbf{e}_i + \sum_{i=1}^K \hat{h}_i^H \mathbf{A}_d \mathbf{n}_d + \hat{h}_k^H \mathbf{q}_d,
\]
where \( \mathbf{h}_k \) and \( \mathbf{e}_k \) are the \( k \)th columns of \( \hat{\mathbf{H}} \) and \( \mathbf{E} \), respectively. Note that for a fixed number of users \( K \), \( \mathbf{A}_p \) and \( \mathbf{A}_d \) are different only if \( \rho_p \neq \rho_d \).

B. Achievable Rate Analysis

Although a number of previous papers have obtained expressions for the mutual information or the achievable rate of one-bit systems by using the joint probability distribution of the transmitted and received symbols [4, 10], this approach does not result in easily computable or insightful expressions. To overcome this drawback, in this section we provide a closed-form expression for a lower bound of the achievable rate.

While quantization noise is not Gaussian distributed in general, a lower bound for the achievable rate can be found by modeling the quantization noise as Gaussian, since the Gaussian case corresponds to the worst case additive noise that minimizes the input-output mutual information [13]. In particular, the lower bound of the achievable rate can be obtained by modeling the quantization noise \( q_d \) as white Gaussian noise with the same covariance matrix:
\[
\mathbf{C}_{q_d q_d} = \mathbf{C}_{r_d r_d} - \mathbf{A}_d \mathbf{C}_{y_d y_d} \mathbf{A}_d^H.
\]

Thus, the ergodic achievable rate of the uplink transmission in one-bit massive MIMO systems is lower bounded by [20], shown on the next page [15]. In order to obtain a closed-form expression for the achievable rate, we first rewrite (18) as a constant gain (which only depends on the channel distribution instead of the instantaneous channel) times the desired symbol plus an effective noise:
\[
\hat{s}_k = \mathbf{E} \left\{ \sqrt{\rho_d} \hat{h}_k^H \mathbf{A}_d \mathbf{h}_k \right\} s_k + \hat{n}_{d,k},
\]
where \( \hat{n}_{d,k} \) is the effective noise given by
\[
\hat{n}_{d,k} = \left( \sqrt{\rho_d} \hat{h}_k^H \mathbf{A}_d \mathbf{h}_k - \mathbf{E} \left\{ \sqrt{\rho_d} \hat{h}_k^H \mathbf{A}_d \mathbf{h}_k \right\} \right) s_k
\]
\[
+ \sqrt{\rho_d \rho_w^k} \sum_{i \neq k} \mathbf{A}_d \mathbf{h}_i \mathbf{s}_i + \hat{\mathbf{h}}_k^H \mathbf{A}_d \mathbf{n}_d + \hat{\mathbf{h}}_k^H \mathbf{q}_d.
\]

Lemma 1: In a massive MIMO system with one-bit quantization, \( \mathbf{A}_d = \alpha_d \mathbf{I} \), and the achievable rate is lower bounded by
\[
R^l_k = \log_2 \left( 1 + \frac{\rho_d \alpha_d^2 \mathbf{E} \left\{ \left| \hat{h}_k^H \mathbf{h}_k \right|^2 \right\}}{\rho_d \alpha_d^2 \text{Var} \left( \hat{h}_k^H \mathbf{h}_k \right) + \text{UL}_k + \text{AQN}_k} \right),
\]
where
\[
\text{UL}_k = \rho_d \alpha_d^2 \sum_{i \neq k} \mathbf{E} \left\{ \left| \hat{h}_i^H \mathbf{h}_i \right|^2 \right\},
\]
\[
\text{AQN}_k = (\alpha_d^2 + 1 - 2/\pi) \mathbf{E} \left\{ \left| \hat{\mathbf{h}}_k^H \right|^2 \right\},
\]
and \( \text{Var}(x) \) denotes the variance of \( x \).

Using Lemma 1, we can provide a lower bound for the achievable rate with MRC processing in the following theorem.

Theorem 1: For MRC detection based on the LMMSE channel estimator, a lower bound for the achievable rate of a massive MIMO system with one-bit ADCs is given by
\[
R^l_k = \log_2 \left( 1 + \frac{\rho_d \alpha_d^2 \alpha_p^2 \rho_p M}{\rho_d \alpha_d^2 K + \alpha_d^2 + (1 - 2/\pi)} \right).
\]
proximating the effective noise is an excellent predictor of the system performance. Theorem 1 is small, which implies that the expression in (26) provides confidence that this is a good approximation. In the next Section, we will show that the relative performance gap between (22), the central limit theorem mass of massive MIMO systems, where a large number of individual noise components form part of (22)), the central limit theorem provides confidence that this is a good approximation. In the next Section, we will show that the relative performance gap between (20) and the achievable rate lower bound given in Theorem 1 is small, which implies that the expression in (20) is an excellent predictor of the system performance.

### V. Numerical Results

For the simulations, we consider a massive MIMO system with one-bit ADCs, \( M = 128 \) BS antennas and \( K = 8 \) users. Fig. 1 compares the MSE of our proposed LMMSE channel estimator with the LS [10] and the nML estimator [11]. The line "Analytical Result" is obtained using (14). We can see that our proposed LMMSE estimator outperforms the other two estimators along the entire SNR range. In addition, the MSE of the LMMSE estimator is aligned with our analytical results, which implies that our analysis is accurate.

Next, we compare the closed-form lower bound of the achievable rate given in (26) with the one given in (20). Fig. 2 shows the sum rate versus SNR with different numbers of receive antennas \( M = \{32, 64, 128\} \). This result confirms that the analytical expression given in Theorem 1 provides an excellent approximation to the known expression (20), which has to be evaluated numerically. Note that the agreement is especially tight for low SNRs, which is the expected operating region in massive MIMO.

This paper has investigated channel estimation and achievable rates for massive MIMO systems with one-bit quantization. By rewriting the one-bit quantizer input-output relationship using a linear decomposition based on the Bussgang decomposition, we have derived a simple and insightful LMMSE channel estimator. Numerical results have shown that the proposed LMMSE channel estimator outperforms previously derived least-squares and the near maximum-likelihood channel estimators proposed in the literature. Then, using the proposed channel estimator, we have derived a closed-form expression for a lower bound on the achievable rate assuming the base station employs an MRC receiver. The gap between the lower bound and the ergodic achievable rate, which can be computed only numerically, is very small, and hence we can use our simplified result to accurately predict the system performance.

### VI. Conclusions
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\[
\hat{R}_k = E \left\{ \log_2 \left( 1 + \frac{\rho_d \| \hat{h}_k^H A_d \hat{h}_k \|^2}{\rho_d \sum_{i \neq k} \| \hat{h}_i^H A_d \hat{h}_i \|^2 + \rho_d \sum_{i=1}^K \| \hat{h}_i^H A_d \varepsilon_i \|^2 + \| \hat{h}_k^H A_d \|^2 + \| \hat{h}_k^H C_{q,d} \hat{h}_k \|^2} \right) \right\}
\]
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