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Abstract 

 

 

 

Engineering the electronic structure of atomically-precise graphene nanoribbons 

 

by 

 

Giang Duc Nguyen 

 

Doctor of Philosophy in Physics 

 

University of California, Berkeley 

 

Professor Michael F. Crommie, Chair 

 Graphene nanoribbons (GNRs) have recently attracted great interest because of 

their novel electronic and magnetic properties, as well as their significant potential for 

device applications. Although several top-down techniques exist for fabricating GNRs, 

only bottom-up synthesis of GNRs from molecular precursors yields nanoribbons with 

atomic-scale structural control. Furthermore, precise incorporation of dopant species into 

GNRs, which is possible with bottom-up synthesis, is a potentially powerful way to 

control the electronic structure of GNRs. However, it is not well understood how these 

dopants affect the electronic structure of GNRs. Are these effects dependent on the 

dopant site? Can the band gap be tuned by doping? This dissertation helps to answer 

these questions through studying the electronic structure of bottom-up grown GNRs with 

controlled atomic dopants. The effects of edge and interior doping with different atomic 

species such as sulfur, boron and ketone were investigated and showed significant site 

dependence. Topographic and local electronic structure characterization was performed 

via scanning tunneling microscopy & spectroscopy (STM & STS) and compared to first-

principle calculations. The chemical structure of GNRs and GNR heterojunctions was 

characterized by CO-tip-functionalized non-contact atomic force microscopy (nc-AFM) 

as well as by a newly developed technique of bond-resolved STM (BRSTM). 

 In an effort to develop a new method for directly synthesizing GNRs on an 

insulating substrate, we also studied light-induced photo-isomerization of azobenzene 

molecules adsorbed on an insulating surface of CVD-grown monolayer boron nitride 

(BN) on Cu(111). This study provides important insights into molecular behavior on an 

insulating surface, how to couple light to an STM system, and how to utilize local field 

enhancement effects due to surface plasmon resonance. 
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Chapter 1 : Introduction 

1.1 Bottom up graphene nanoribbons 

 The explosive growth of digital information processing systems over the past 40 

years has been driven by rapid scaling of complementary metal–oxide–semiconductors 

(CMOS) [1–3]. The size of the transistor has shrunk to the nanometer scale; as of 2015 a 

transistor can be as small as 14 nm [4,5]. However, the top-down fabrication techniques 

used to create electronic devices are not scalable to the single nanometer level [6–8]. At 

this length scale the electronic properties of materials are determined by their molecular 

structure. Harnessing the exotic behavior that emerges at this scale requires extreme 

control over chemical structure as well as reliable integration between nanoscale and 

macroscopic device elements. Consequently, many new approaches for realizing 

transistors at the nanometer scale are currently being explored [9]. Some of the new 

material candidates include small molecules [10,11], polymeric systems [12], self-

assembled monolayers (SAMs) [13,14], and carbon nanotubes (CNTs) [15]. So far, none 

of these have been identified as a viable broad platform for future nanotechnology due to 

problems such as non-reproducibility of electronic properties, poor electrical contacts, 

and lack of nanoscale structural control.  Recently, however, an exciting new material 

candidate has emerged in the form of bottom-up graphene nanoribbons (GNRs) that 

could potentially overcome these problems [16–26].  

 

Figure 1.1: Schematic of bottom-up fabrication of N=7 armchair GNRs on metallic 

surface. 

 Discovered in 2010 [16], bottom-up GNRs share many of the extraordinary 

properties of graphene [27,28] and provide a flexible new way of building complex 

functional nanostructures from molecular precursors on surfaces (Figure 1.1). Perhaps 

most importantly, bottom-up GNRs provide a well-defined strategy for rationally tuning 
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electronic properties over a wide range while maintaining structural fidelity at the 

nanometer scale [16,25]. They exhibit extraordinary mobility [29], excellent optical 

properties [30], high strength [31], and novel magnetic properties [32], while allowing 

the possibility of band gap tunability [17,33–36], atomically-precise doping [19,36–41], 

and chemical flexibility [42]. Bottom-up GNRs are structurally and electronically 

homogeneous, they do not have the challenge of unwanted metallicity inherent to carbon 

nanotubes, and they offer unprecedented opportunities to synthesize complex 

heterostructures for new device applications from the bottom up [19,20].  Simulations of 

bottom-up GNR devices suggest that, if fabricated properly, they should outperform 

current CMOS technology and enable Moore’s law scaling to continue well into the 

future [43]. Thus, bottom-up GNRs have potential to form the basis of a high-performing 

future nanotechnology with unmatched promise.  

1.2 Doping a graphene nanoribbon 

 

Figure 1.2: Controlling GNR electronic structure by doping. 

 The use of dopant atoms is a critical part of traditional semiconductor technology 

[44]. We believe that dopant-based functionalization will play an even more important 

role in future nanoscale technologies. Figure 1.2 shows the proposed ideas to control the 

electronic structure of GNRs using doping. In the dilute limit, the doping should induce 

donor and acceptor states, similar to the traditional semiconductor picture [45]. This kind 

of doping should help to tune the carrier density in the GNRs [45]. Atomically-precise 

integration of dopants at higher concentrations (dense limit) into GNRs should allow 

even greater changes in their electronic structure [19,36–38]. For example, in this dense 

limit doping should shift and modify the bands, consequently changing the effective mass 
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and carrier mobility [37]. In addition, site-specific dopants should introduce new states 

into the GNR band gap and lead to entirely new GNR electronic structures [36]. Doped 

GNRs are also a critical component for creating atomically-precise GNR heterojunctions 

[19,20]. Furthermore, dopant functionalization should provide new device opportunities 

that don’t exist for traditional materials. For example, proper placement of a single 

dopant atom could potentially give bottom-up GNRs completely new switching 

capabilities, optical capabilities, and magnetic functionality.  

1.3 Summary of thesis contents 

 Chapter 1 provides an introduction to GNRs, including motivation and 

instrumental overview.  

 Chapter 2 describes the bottom-up fabrication of sulfur edge-doped N=13 

armchair GNRs (S-13AGNRs), the characterization of their topographical structure with 

STM and Auger spectroscopy, and the characterization of their electronic structure using 

STS and comparisons to DFT calculation. 

 Chapter 3 reports the successful fabrication of boron-doped N=7 armchair GNRs 

(B-7AGNRs) on both Au(111) and Ag(111) surfaces where substitutional boron atoms 

were incorporated into the central backbone of the GNRs. In this configuration, the 

boron’s empty p-orbital is in conjugation with the extended п-system of the GNR and 

induces a new empty state in the band gap. The effects of the substrates on electronic 

structure of these boron doped ribbons are studied. Topographic and local electronic 

structure characterization was performed via STM and CO-tip-functionalized nc-AFM, 

and is compared to DFT simulations. 

 Chapter 4 focuses on the bottom-up synthesis of ketone edge-doped chevron 

GNRs. This doping at the edge is able to reduce the band gap of the ribbon. BRSTM is 

used to characterize the chemical structure of the GNRs. The electronic structure of the 

ketone doped GNRs is investigated using STS and compared with DFT simulation. 

 Chapter 5 addresses the successful fabrication of ketone-pristine GNR 

heterojunctions. BRSTM is used to characterize the chemical structure of the 

heterojunctions and is confirmed by theoretical simulations. Topographic and local 

electronic structure characterization was performed via STM/STS and compared to DFT 

simulations. 

 Chapter 6 describes the study of photoswitching of azobenzene on an insulating 

surface of BN on Cu(111). Upon UV illumination, the molecules undergo a 

photoswitching process that we believe is related to trans-cis photoisomerization. We 

discuss how to prepare a BN/Cu(111) substrate decorated with Au islands to induce local 

surface plasmon resonance when illuminated by a UV laser. This study is also useful for 

understanding the effect of light on molecules adsorbed to a surface. Furthermore, it 



4 

 

opens up the idea of using light to induce surface polymerization in order to form GNRs 

on an insulating surface. 

1.4 Scanning tunneling microscopy 

 Invented in 1982 by Binnig and Rohrer, the scanning tunneling microscope 

(STM) is a very powerful instrument for studying molecular structures at the nanoscale 

[46–48].  In a STM, an atomically sharp tip is placed within several Ångströms of a 

conducting surface (Figure 1.3). When we apply a bias between the tip and the sample, 

electrons can flow between the tip and the sample due to the quantum mechanical process 

of tunneling. The tunneling current exponentially depends on the tip-sample distance, 

which yields the very high spatial resolution of this microscopy. A theoretical treatment 

of the STM is given Tersoff & Hamman [49] using Bardeen’s formalism for tunneling 

current [50]. An extensive STM discussion can be found in Dr. Ryan Yamchika’s thesis 

[51].  

 

Figure 1.3: Schematics of scanning tunneling microscopy. 

1.4.1 STM topography 

 STM topography is typically measured in a constant current feedback mode.  We 

apply a constant bias between the tip and sample and we move the tip in a raster-like 

manner over the sample surface while the tunneling current is kept constant. The image is 

constructed by plotting the change in the z position of the tip over lateral positions. 
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1.4.2 STM dI/dV spectroscopy 

 

Figure 1.4: Tunneling current between the tip and sample. 

 In dI/dV spectroscopy, we keep the tip at a fixed position relative to the sample 

while sweeping the tip-sample bias. A lock-in amplifier is used to measure the dI/dV 

signal in order to minimize noise. Assuming that the DOS of the tip is constant, the signal 

of the lock-in is proportional to the sample LDOS due to dI/dV ~ LDOS (EF + eVsample 

bias). However, in reality, the assumption of a constant DOS at the tip is not always valid. 

Consequently, the DOS of the tip also affects the dI/dV measurement, especially at 

negative sample biases. Thus, it is very important to calibrate the tip on a well-known 

surface before performing dI/dV spectroscopic measurement. Materials such as Au(111), 

Cu(111) or Ag(111)surface have well-defined surface state features and are commonly 

used for tip calibration. dI/dV spectra measured on these bare clean surfaces can be used 

as reference backgrounds.  

1.4.3 STM dI/dV maps. 

  The STM dI/dV map is a very important technique that allows us to map the 

spatial distribution of the LDOS of a surface at specific energy levels. There are two 

common methods for taking dI/dV maps:  

 The first method is to measure the dI/dV signal when scanning the surface with 

constant current feedback. This method is simple and provides both a topographic image 

(z channel) and a dI/dV map (in-phase lock-in channel of dI/dV) at the same time. It is a 

very good method for STM systems having high thermal drift at the tip-sample junction 

or for sample surfaces with large height variations. However, a drawback of this method 
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is that the tip-sample distance changes while taking dI/dV maps in order to keep the 

current constant. So, the dI/dV map is not taken at the isosurface, which is very important 

for comparing dI/dV maps to theory calculations. Nonetheless, the dI/dV maps taken by 

this method compare very well to theoretical calculations for GNRs. 

 The second method of doing dI/dV maps is at constant height. This means that the 

feedback is turned off during scanning. It is important to correct the scanning slope to 

make sure the tip is moving on the isosurface parallel to the sample. This method requires 

a stable STM system without large thermal drift at the tip sample junction. Otherwise, the 

tip can crash into the sample surface during the measurement. In general, this method 

should provide better comparison with theoretical calculations.  

1.5 qPlus-based atomic force microscopy 

 Atomic force microscopy (AFM), a descendent of STM, was invented by Binnig, 

Quate, and Gerger [52]. AFM provides important advantages due to its ability to scan 

insulating substrates [52–58]. In its most general design, the AFM consists of a cantilever 

(typically made of silicon or silicon nitride) with a sharp tip at the end that is used as a 

probe for scanning the surface. When the tip is placed close to the surface, the forces 

between the tip and the sample can deflect the cantilever and this deflection can be 

measured by a 4-quadrant photodetector. The force sensor is the heart of the AFM. 

Developed by Giessibl, the qPlus cantilever (also called a tuning fork) provides the 

following advantages over the traditional AFM design when employed as a force sensor 

[59,60]. 

1. Thermal stability: By using quartz as a cantilever material, the qPlus has been 

shown to be very stable under temperature variations compared to silicon 

cantilevers [60]. There is only very small drift of the resonance frequency due to 

changing temperature, which helps to reduce thermal noise sources during 

measurement [60].  

2. Cantilever stiffness: In qPlus, the cantilever is very stiff (k ≈ 1800 N/m) which 

can maintain a large restoring force even with small oscillation amplitudes. Under 

such conditions it prevents the tip from “jump-to-contact” problems when 

scanning a surface that strongly interacts with the tip [59]. 

3. Small oscillation amplitude: The qPlus can be operated at very small amplitudes 

(less than 100 pm). This is very useful when operating the AFM in the repulsive 

regime in order to achieve high chemical bonding contrast [61]. 
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1.5.1 Basic theory of frequency modulated atomic force microscopy 

(FM-AFM) 

 

Figure 1.5: Schematics of the AFM cantilever. 

 In a simple model, the cantilever obeys the simple harmonic oscillator equation 

like a spring.  

𝐹 =  −𝑘𝑥 

where F is force, k is the spring constant and x is the cantilever deflection. 

So, 𝑓0 =
1

2𝜋
√

𝑘

𝑚∗
 

where 𝑓0 is the natural frequency of the cantilever far away from the surface, and 𝑚∗ is 

the effective mass of the cantilever.  

 When the tip is brought close to the surface, there is an additional force 𝐹𝑡𝑠 

between the tip and the surface that we can treat as another spring with its spring constant 

of  𝑘𝑡𝑠 = −
𝜕𝐹𝑡𝑠

𝜕𝑧
 

where z is the distance between the tip and sample.  
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 With the reasonable approximation that 𝑘 ≫ 𝑘𝑡𝑠, we can obtain the value for the 

frequency shift as below: 

∆𝑓 =
𝑘𝑡𝑠

2𝑘
𝑓0 = −

𝑓0

2𝑘

𝜕𝐹𝑡𝑠

𝜕𝑧
 

 There are several different kinds of forces 𝐹𝑡𝑠 between the tip and the sample such 

as van der Waals, chemical bonding, electrostatic forces and the Pauli repulsive force, 

each of which dominate at different regimes of the tip-sample distance z. In FM-AFM 

mode, the tip is scanned in a raster-like manner over the sample surface while the 

frequency shift ∆𝑓 is kept constant. The image is constructed by plotting the change in 

the z position of the tip over lateral positions. 

 

Figure 1.6: The dependence of frequency shift on the tip-sample distance. 

1.5.2 FM-AFM topography in the attractive regime 

 In the attractive regime (the negative slope region in the curve of Figure 1.6), the 

van der Waals force between the tip and the sample is dominant. Although topographic 

images in this range provide poor resolution, the dynamic range for z control is very 

large. Thus, this is very useful mode for doing fast survey scanning of nanostructures on 

insulating substrates [53–60,62,63]. For example in Figure 1.7, we performed FM-AFM 

in the attractive regime in order to search for graphene edges in a sample of epitaxial 

graphene grown directly on a boron nitride (BN) substrate[64]. Figure 1.7a is a large 

scale FM-AFM topographic image (500x500 nm) in a low temperature UHV system. The 

image (128x128 pixels) was taken in only 15 minutes. The resolution of the image is 

good enough to give the information on the mono- and bilayer graphene areas as well as 

the bare BN surface. Figure 1.7b is a zoom-in image in the monolayer graphene area. The 

hexagonal structure is the 15 nm Moiré pattern of graphene on BN and is clearly 

visualized [64,65].        
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Figure 1.7: (a) FM-AFM topographic image of the 1
st
 and 2

nd
 layers of epitaxial graphene 

grown on boron nitride substrate. (b) Zoom-in FM-AFM topographic image of the white 

dashed square in (a) (|f | = 2 Hz, amplitude oscillation = 3 nm, T = 4.5 K) 

 This mode also has potential for applications in studying the local electronic 

properties of 2D material devices using low temperature UHV qPlus-based AFM & STM. 

2D material devices are often small (about um scale size or even smaller) and are made 

on insulating substrates such as SiO2. It is difficult to use the STM tip to search for the 

conducting channels on these insulating substrates. So far only the scanning gate method 

is considered to be successful for searching for graphene in these devices [66]. However, 

the spatial resolution of the scanning gate method is pretty low [66]. Using the FM-AFM 

mode for approaching the probe tip to the surface and scanning helps to avoid the 

possibility of crashing the tip into a non-conducting spot. In addition, running AFM in 

non-contact mode and far away from the surface protects the tip from strong interactions 

with the surface, minimizing tip changes during scanning. After the conductive channel is 

found and shown to be clean using FM-AFM, one can switch to STM mode in that area 

for local electronic characterization. 

1.5.3 FM-AFM topography in the repulsive regime  

 In the repulsive regime (negative slope region in curve of the Figure 1.6), higher 

spatial resolution can be achieved due to the strong dependence of the frequency shift on 

the z distance. However, slower scan speeds are needed.  

 Figure 1.8 shows a FM-AFM topographic image of epitaxial graphene on BN [64] 

with constant frequency shift feedback mode. The image provides atomic resolution of 
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the graphene lattice simultaneously with the Moiré patterns of graphene on a boron 

nitride substrate. 

 

Figure 1.8: FM-AFM topographic image of epitaxial graphene grown on boron nitride 

substrate (f  = 5 Hz, amplitude oscillation = 200 pm, T = 4.5 K). 

1.5.4 Constant-height high resolution AFM topography with CO-

functionalized tip 

  In the repulsive regime where the Pauli repulsive force is dominant, using a CO-

functionalized tip while scanning a molecular structure in constant-height mode allows 

resolution of individual chemical bonds and atomic-scale structure [61,67,68].  

 Figure 1.9 shows an image of B-7AGNRs on Au(111). Measuring the frequency 

shift of the qPlus resonator while scanning over the ribbon in constant height mode with a 

CO-functionalized tip produced the contrast in the image. To pick up a CO molecule, the 

W tip is placed on top of a CO molecule with 50mV bias and 10pA tunneling current set 

point, then the current set point is changed to 500 pA, wait 0.5 sec, change bias to -2V, 

wait 0.5 sec, change the current back to 10pA, wait 0.5 sec, change bias back to 50 mV, 

wait for 0.5 sec, resume the scan. 
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Figure 1.9: High resolution AFM image of B-7AGNR on Au(111) surface (Vs = 0 V, 

amplitude oscillation = 60 pm, f0 = 25.08 kHz, Q = 19.8 k, T = 4.5 K). 

1.6 Bond-resolved STM (BRSTM)  

 In this section, I present a new STM measurement technique, bond-resolved 

scanning tunneling microscopy (BRSTM), that allows investigation of bond-resolved 

chemical properties. This method was developed from existing techniques in which the 

STM tip is functionalized with adsorbates such as H2, Xe, CH4, CO and used to obtain 

chemical contrast images [69–74]. For these measurements, we chose a CO molecule for 

functionalizing the tip because this molecule will not affect STM spectroscopic 

measurements the way that H2 does. The “effective” size of the oxygen atom in CO is 

also small in comparison with Xe atoms and CH4 which helps to enhance the resolution. 

Theoretical simulations were performed by Yuki Sakai at University of Texas, Austin. 

1.6.1 Experimental measurement setup 

 To accomplish BRSTM we perform a lock-in measurement in constant current 

mode and use the signals from both the in-phase and out-of-phase channels of the lock-in. 

One advantage of this mode is that the tip can be used to scan non-planer adsorbates due 

to the use of the feedback (as opposed to nc-AFM measurements that are typically done 

at constant height). At very low bias, the sample density of states (DOS) is considered 

constant, which means the current only depends on the distance between the tip and the 

surface. Therefore, in this constant current mode, the tip can follow the height profile of 

the surface in order to provide good contrast for images.  

 Figure 1.10 is used to demonstrate chemical-bond-resolved imaging when using a 

CO-functionalized STM tip. Without a CO functionalized tip, no chemical contrast can be 

resolved. Conversely, with a CO-functionalized tip, the chemical bonding structure of 

GNRs is revealed (Figure 1.10a-c). The origin of this chemical bond contrast will be 

explained in the next section for a theoretical STM model. The in-phase-signal has some 

signal contribution from the LDOS of the Au(111) surface states which reduces the 
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contrast due to the bonding orbitals on the GNRs. Conversely, the signal in the out-of-

phase lock-in channel often provides the better contrasted images. 

 

Figure 1.10: STM topographic and dI/dV measurement with and without CO-

functionalized tip on the same ketone GNR using the same scanning parameters (Vs = 40 

mV, I = 10 pA, Vac = 20 mV, f = 401 Hz, T = 4.5 K). 

1.6.2 Theoretical model for bond-resolved STM (BRSTM) imaging 

technique 

 The chemical contrast in our STM measurement has the same origin as contrast 

obtained in nc-AFM with a functionalized tip [75]. The relaxation of the probe atom in all 

directions during scanning induces variation in the tunneling current. The relaxed 

position of the probe atom along all x, y, z directions during scanning can be obtained 

using a Lennard-Jones model where the tip base and the sample atoms are kept fixed 

[75].  
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Figure 1.11: The graph of Lennard-Jones potential. 𝜖𝛼𝛽 and 𝑟𝛼𝛽 is binding energy and the 

equilibrium distance of the atom pair (e.g., a probe atom with each surface atom), 

respectively.  

 In the Lennard-Jones model, the potential energy and the force between a pair of 

atoms 𝛼, 𝛽 is given by 

𝐸𝛼𝛽(𝑟) =
𝐵𝛼𝛽

𝑟12
−

𝐴𝛼𝛽

𝑟6
 

𝑭𝛼𝛽(𝒓) = 𝒓(
𝐵𝛼𝛽

𝑟14
−

𝐴𝛼𝛽

𝑟8
) 

where |𝒓| = |𝒓𝛼 − 𝒓𝛽| is the distance between atoms 𝛼 and 𝛽, 𝐴𝛼𝛽 = 2 𝜖𝛼𝛽𝑟𝛼𝛽
6  and 

𝐵𝛼𝛽 = 𝜖𝛼𝛽𝑟𝛼𝛽
12. 

In a reasonable approximation, 𝜖𝛼𝛽 =  √𝜖𝛼𝜖𝛽, 𝑟𝛼𝛽 = 𝑟𝛼 + 𝑟𝛽 

  𝑟𝛼 (Å) 𝜖𝛼 (𝑚𝑒𝑉)  

Hydrogen    1.487     0.680  

Carbon    1.908       3.729  

Oxygen    1.661     9.106  

Table 1-1: Table of 𝜖𝛼 and 𝑟𝛼 parameters for hydrogen, carbon and oxygen atoms from 

ref. [75,76]. 
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Figure 1.12: Schematic model of the CO-functionalized STM tip. The tip atoms (gold), 

tip base (carbon), probe atom (oxygen) and surface atoms are shown in yellow, grey, red 

and green, respectively. The distance z between the tip base and the surface is about ~6.9 

Å. 

 

Figure 1.13: (a) The x,y position of probe atom (oxygen atom) after relaxation. Scanning 

with 0.05 Å grid spacing above a ketone GNR structure and the initial oxygen height of 

2.9 Å (which is equivalent with set z = 6.9 Å). The dots show the positions of surface 

atoms. 
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The tunneling conductance is given by  

𝑑𝐼

𝑑𝑉
(𝒓𝑃, 𝒓𝑇 , 𝑹𝑆) ∝   𝑇𝑇(𝒓𝑃, 𝒓𝑇)𝑇𝑆(𝒓𝑃, 𝑹𝑆) 

                             =  𝑇𝑇(𝒓𝑃, 𝒓𝑇) ∑ 𝑇𝑖(𝒓𝑃, 𝒓𝑖)
𝑖

 

where 𝒓𝑃, 𝒓𝑇 , 𝑹𝑆 are position vectors of the probe atom, the tip base atom and the 

surfaces atoms respectively. 𝒓𝑖 is the position vector of individual atoms on surface. TT , 

TS and Ti represent the tunneling transmissivities from the tip to the probe atom and from 

the probe atom to the sample which can be expressed as the exponential functions below.  

𝑇𝑆 ∝ exp(−𝛽𝑆|𝒓𝑃 − 𝒓𝑖|) 

𝑇𝑇 ∝ exp(−𝛽𝑇|𝒓𝑃 − 𝒓𝑇|) 

where 𝛽𝑆 and 𝛽𝑇 are inverse decay lengths on the order of 1 Å
-1 

 In the case of a CO-functionalized tip, there is a very stiff covalent bond between 

CO and the tip that leads to only small changes in the tip-probe atom distance as the tip is 

scanned across the surface. Thus, we can ignore the contribution of the TT channel into 

the BRSTM contrast [75]. So, in our theoretical calculation, we only use the sum of the 

tunneling processes between the probe atom and the atoms on the surface for simulating 

BRSTM images.  Using this method, we obtain a simulated STM image for a unit cell of 

ketone GNR (Chapter 4&5) in Figure 1.14. 

 

Figure 1.14: Simulated BRSTM image using tunneling probability TS with the tip height z 

= 6.9 Å. The dots show the positions of surface atoms. 
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 In order to theoretically explain excellent contrast of BRSTM images, we have to 

take into account the orientation-dependent tunneling due the p-orbitals of the probe atom 

(oxygen) as well as the surface atoms which are carbon in hexagonal structure and 

oxygen (more information can be found in the supplement for reference [75]). 

 

Figure 1.15: Tight binding model for tunneling probability between two p-orbitals on 

different atoms. 

Taking this into account allows us to obtain simulated BRSTM images such as Figure 

1.16, which nicely match experimental Figure 5.1. 

 

Figure 1.16: Simulated BRSTM image for a ketone GNR using tunneling probability TS 

with p-orbital (z = 7 Å). The dots show the positions of surface atoms. 
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1.7 Instrumentation 

For this dissertation, all measurements were performed using two STM instruments:  

1. Home built VT-STM: This is a homebuilt variable-temperature ultra-high vacuum 

STM with optical access to the tip-sample junction. The machine was designed 

and built by Katsumi Nagaoka, Mike Crommie, Hadrian Knotz, and David Kwon 

[77]. There are significant modifications to the system performed by Matt 

Comstock [77], Niv Levy [78], Luis Berbil-Bautista, Jong Cho [79], Ivan and me 

[80].  

2. Omicron LT system: This is a commercial Omicron STM & AFM low 

temperature system. 
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Chapter 2 : Bottom-up Synthesis of N=13 

Sulfur-doped Graphene Nanoribbons 

 In this chapter, we report the fabrication and nanoscale characterization of 

atomically-precise N=13 armchair graphene nanoribbons featuring regioregular edge-

doping with sulfur atoms (S-13-AGNRs) on a Au(111) surface. Scanning tunneling 

spectroscopy and first principle calculations reveal modification of the electronic 

structure of S-13-AGNRs when compared to undoped N=13 AGNRs.  

 This chapter is adapted with permission from G. D. Nguyen et al., “Bottom-up 

Synthesis of N=13 Sulfur-doped Graphene Nanoribbons", J. Phys. Chem. C 120, 2684 

(2016).  

2.1 Introduction 

 Graphene nanoribbons (GNRs) are quasi-one-dimensional strips of graphene that 

exhibit novel electronic and magnetic properties [16,19,20,24,81,82]. These properties 

can be tuned by engineering GNR structural parameters such as width [17,33–35] and 

edge symmetry [16,17,23,83]. Recent advances in bottom-up GNR synthesis have 

yielded new techniques for modulating GNR width [16,17,35] and for introducing dopant 

heteroatoms [19,36,38,40] with atomic precision both along the GNR edge and, more 

recently, along the backbone [36,39]. Up to now, however, edge-doping in bottom-up 

fabricated GNRs has exclusively relied on the introduction of nitrogen heteroatoms in the 

form of pyridine and pyrimidine rings along the edges of chevron GNRs [19,38,40]. In 

this position the electron lone-pair on the trigonal planar nitrogen atoms is not in 

conjugation with the GNR aromatic π-system. Rather than significantly affecting the 

GNR density of states or energy gap, the electronegative N-atoms only induce a rigid 

shift of the energies of both the valence and conduction bands [19,38]. 

 In this chapter, we report the bottom-up synthesis and characterization of 

atomically-precise N=13 armchair graphene nanoribbons (S-13-AGNRs) wherein 

alternating (CH)2 groups lining the edges of the GNRs have been replaced by sulfur 

atoms. This alternative edge-doping pattern places one of the lone-pairs (having p-

character) on trigonal planar S-atoms in full conjugation with the extended π-system of 

the 13-AGNR. Molecular precursors for S-13-AGNRs (1 in Figure 2.1) are derived from 

10,10’-dibromo-9,9’-bisanthracene and feature (2-phenyl)thiophene substituents. A sub-

monolayer of 1 was deposited onto a Au(111) surface under ultrahigh vacuum (UHV). 

Subsequent heating of the decorated Au(111) surface to 200 °C induces a radical step-

growth polymerization to give poly-1. A second annealing step (400 °C) induces a 

thermal cyclodehydrogenation to yield fully conjugated S-13-AGNRs. Both scanning 

tunneling microscopy (STM&STS) and Auger electron spectroscopy (AES) were used to 
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investigate the structure and to probe the electronic states of the resulting S-13-AGNRs. 

STS measurements reveal a LUMO state (lowest unoccupied molecular orbital) for S-13-

AGNRs at approximately the same energy as previously recorded for undoped 13-

AGNRs. When compared to undoped 13-AGNRs, the density of states (DOS) associated 

with the LUMO in S-13-AGNR spans a significantly broader energy range. These results 

are consistent with ab-initio simulations of S-13-AGNRs that indicate a sulfur-induced 

increase in the energy separation between CB and CB+1 as well as between VB and VB–

1 13-AGNR band edges (here CB refers to the conduction band and VB refers to the 

valance band). 

2.2 Molecular Synthesis 

 

Figure 2.1: Synthesis of sulfur doped GNR molecular precursor 1 

 The molecular precursor for S-13-AGNRs 1 (Figure 2.1) was synthesized through 

a Suzuki cross-coupling of 2,2',10,10'-tetrabromo-9,9'-bianthracene (2) with two 

equivalents of (2-(thiophen-2-yl)phenyl)boronic acid (3). Oxidative addition favors the 

sterically less hindered 2,2’-position in the bisanthracene backbone and yields the desired 

regioisomer 1 as the major product in 44% yield. 
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2.3 Bottom-up growth of  S-13-AGNRs  

 

Figure 2.2: (a) Reaction scheme for bottom-up synthesis of S-13-AGNRs. Annealing at 

200 °C induces radical step-growth polymerization. Annealing at 400 °C induces 

cyclodehydrogenation to yield S-13-AGNRs. (b) STM image of precursor 1 as deposited 

onto a Au(111) surface (Vs = 2.0 V, It = 20 pA, T = 13 K). (c) STM image of a poly-1 

(after first annealing step) shows characteristic pattern of alternating protrusions (Vs = 2.0 

V, It = 20 pA, T = 13 K). (d) STM image of a fully cyclized S-13-AGNR (Vs = 0.1 V, It = 

15 pA, T = 7 K). Scale bars are 1 nm.  

A polished Au(111) single crystal was used as the substrate for the STM measurements. 

Standard Ar
+
 sputtering/annealing cycles were applied to prepare an atomically clean 

Au(111) surface. The molecular building block 1 was evaporated from a home-built 

Knudsen cell evaporator and the deposition rate was calibrated in a test chamber using a 

quartz crystal microbalance (QCM). 1 was sublimed at 478 K onto a 298 K Au(111) 

substrate under UHV for about 2 minutes to obtain 30–90 % coverage. 

 STM measurements were performed on two home-built low-temperature STMs 

operating at 13 K and 7 K. Both tungsten and PtIr tips were used for STM topographic 

measurements in constant current mode.  
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 Figure 2.2b shows an STM image of 1 on Au(111) as deposited. The molecules 

tend to aggregate into irregular islands along the Au(111) herringbone reconstruction with 

an average height of 0.5 nm. Annealing the molecule-decorated sample at 200 °C for 20 

min induces homolytic cleavage of the labile C–Br bonds in 1 followed by radical step-

growth polymerization of the intermediate diradical to give poly-1 (Figure 2.2a). A 

representative STM image of a linear chain of poly-1 on Au(111) is depicted in Figure 

2.2c. Analogous to the polymer precursor for undoped 13-AGNRs, poly-1 exhibits a 

pattern of alternating protrusions associated with the preferred conformation of the (2-

phenyl)thiophene substituents on the Au(111) surface (the periodicity of the protrusions is 

0.83 ± 0.02 nm with an apparent height of 0.43 ± 0.02 nm) [16,17,36]. Further annealing 

of Au(111) samples at 400 °C for 20 minutes induces a thermal cyclodehydrogenation 

which converts poly-1 into fully cyclized S-13-AGNRs (Figure 2.2d). The average height 

and width of the resulting S-13-AGNRs are 0.23 ± 0.01 nm and 1.9 ± 0.2 nm 

respectively, and are comparable with the dimensions previously reported for undoped 

13-AGNRs (0.21 ± 0.01 nm and 1.9 ± 0.2 nm) [17,20]. 

 

Figure 2.3: (a) Large scale STM topographic image of S-13-AGNRs (Vs = –0.1 V, It = 20 

pA, T = 7 K). (b) STM topographic image of a defective 13-S-AGNR (Vs = –0.05 V, It = 

35 pA, T = 7 K). (c) Length distribution of S-13-AGNRs. 
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 Statistical analysis of STM images shows that the average length of S-13-AGNRs 

obtained by this growth procedure is 5 nm. We observe some irregular edge structure in 

our samples following the final cyclodehydrogenation step (Figure 2.3a,b). These defects 

might arise from the additional strain induced along the edges of GNRs by the 

introduction of 5-membered thiophene rings or by deletion of the thiophene ring through 

fragmentation of the (2-phenyl)thiophene C–C bond during the thermal annealing at 400 

°C. 

2.4 Auger spectroscopy of S-13-AGNRs 

 The Auger spectra show evidence of the presence of sulfur on the sample both 

after deposition of the molecules and after annealing the sample up to 400 C. This shows 

that sulfur is still present after the sample is brought to the temperature at which fully 

cyclized sulfur-doped graphene nanoribbons (S-13-AGNRs) are formed.  

  ΣCKLL
 

ΣSLMM ΣCKLL/ΣSLMM 

Nominal [C48H28Br2S2] - - 24 

Precursor molecules on 

Au(111) 

 

2517865 

     110877    23 

S-13-AGNRs on Au(111) 2516645      84413  30 

Table 2-1: ΣCKLL and ΣSLMM are the integrated areas (in arbitrary units) for the CKLL and 

SLMM.  

 Auger transitions taken from the Auger spectra in Figure 2.4b and normalized by 

the sensitivity factors for carbon (0.2) and sulfur (0.8) [84].
 

The experimental 

ΣCKLL/ΣSLMM ratio is 23 for the precursor molecules on Au(111), and 30 for S-13-

AGNRs on Au(111). These values are in reasonable agreement (within the experimental 

error of 20% [85–87]) with the carbon to sulfur ratio of the precursor molecule 1 

[C48H28Br2S2], which is 24. 
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Figure 2.4: (a) Auger spectra of bare Au(111), Au(111) decorated by precursor molecules, 

and Au(111) decorated by S-13-AGNRs (primary electron energy Ep = 3 keV, modulation 

voltage Epp = 5 mV). (b) Auger spectra for precursor molecules on Au(111) and S-13-

AGNRs on Au(111) after subtracting the Au(111) background and correcting for the 

background offset (due to the non-linearity of the secondary electron contribution), to 

allow for C and S quantification. 

2.5 STM spectroscopy of S-13-AGNRs on Au(111) 

 The local electronic structure of S-13-AGNRs was characterized by recording 

dI/dV spectra at various positions above the S-13-AGNR decorated surface. Figure 2.5 

shows typical dI/dV spectra measured at the center and edges of an S-13-AGNR 

compared to a reference spectrum measured with the STM tip placed above the bare 

Au(111) substrate. The Au(111) reference spectrum is dominated by a peak centered at a 

sample bias of V = –0.3 V which drops steeply for V ≤ –0.5 V. This feature is known to 

originate from the Au(111) surface state [88], which has a band edge at 0.5 eV below the 
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Fermi energy EF (EF corresponds to V = 0). All spectra recorded with the STM tip 

positioned above S-13-AGNRs show a peak for V < 0 that is similar to the peak observed 

when the tip is held above bare Au(111). This makes it difficult to discern whether this 

feature (when seen at locations above an S-13-AGNR) is due to the intrinsic S-13-AGNR 

electronic structure (such as the valence band edge) or is due to the underlying Au(111) 

surface state. A more unambiguous S-13-AGNR spectral feature is observed at V = 1.22 ± 

0.23 V. Here a peak can be seen in the dI/dV spectra at the S-13-AGNR edges that is not 

observed at either the S-13-AGNR center or in the Au(111) reference spectrum. This 

behavior is consistent with the spectral signature of GNR band edge states observed 

previously for N = 5, N = 7 and N = 13 AGNRs [17,20,35,89], and is assigned to the S-

13-AGNR conduction band edge. This band edge feature lies at almost the same energy 

as the undoped 13-AGNR conduction band edge (V = 1.21 ± 0.06 V) [17], but is 

significantly broadened with a full width at half maximum (FWHM) of ΔE = 0.37 ± 0.2 

eV compared to ΔE = 0.19 ± 0.07 eV for the undoped 13-AGNR.  

 

Figure 2.5: dI/dV spectra of S-13-AGNRs at different spatial positions compared to 

reference spectrum obtained on bare Au(111). Crosses in topographic STM image (inset) 

indicate the positions of recorded spectra (T =13 K). 

2.6 DFT theoretical calculation and discussion 

 First-principles calculations of sulfur-doped graphene nanoribbons were 

performed using DFT in the local density approximation implemented in the Quantum 

Espresso package [90]. A supercell arrangement was used, with the cell dimension 

carefully tested to avoid interactions between the nanoribbon and its periodic image. We 

used norm-conserving pseudopotentials [91], with a planewave energy cut-off of 60 Ry. 

The structure was fully relaxed until the force on each atom was smaller than 0.02 eV/Å. 

All the σ dangling bonds of carbon atoms on the edge of the nanoribbon were capped by 

hydrogen atoms. The unit cell dimension along the periodic direction is fully relaxed. The 

cell sizes along the nanoribbon plane normal direction and edge normal direction are set 
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to 13 Å and 30 Å, respectively, in order to avoid interactions between the S-13-AGNR 

and its periodic images. The Gaussian broadening used in plotting the density of states is 

0.1 eV. 

 

Figure 2.6: Calculated local density of states (LDOS) of the CB and CB+1 band edges at 

a height of 4 Å above the nanoribbon plane. 

 As seen from the two plots, the local density of states at the edges of the 

nanoribbon is larger than in the nanoribbon interior. This behavior is consistent with the 

experimental observation that dI/dV intensity at the edges is larger than in the interior 

(Figure 2.5). 
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Figure 2.7: Computed band structures of (a) an S-13-AGNR and (b) a pristine 13-AGNR. 

(c) Calculated density of states (DOS) of an S-13-AGNR (blue), as well as the partial 

density of states (PDOS) of sulfur orbitals (red), and the DOS of a pristine 13-AGNR 

(black) (Gaussian broadened by 0.1 eV). (d) Experimental dI/dV spectrum for an S-13-

AGNR (blue) compared to the dI/dV spectrum for a pristine 13-AGNR (black). 

 In order to better understand how the electronic properties of 13-AGNRs are 

affected by substitutional sulfur edge-doping, we performed density functional theory 

(DFT) calculations within the local density approximation (LDA) for both S-doped 

(Figure 2.7a) and undoped (Figure 2.7b) free-standing 13-AGNRs. Our calculations 

suggest that incorporation of sulfur atoms into the armchair edges only slightly reduces 

the band gap (at the DFT-LDA level) of a pristine 13-AGNR, from 0.90 eV to 0.76 eV. In 

addition, when referenced to the vacuum potential, the CB minimum and VB maximum 

of S-13-AGNRs have similar energy alignment compared to pristine 13-AGNRs. This 

behavior is quite different from the previously studied case of nitrogen edge-doped 

chevron GNRs, whose band edges undergo a nearly rigid shift of ≈ –0.5 eV compared to 

undoped chevron GNRs [19]. This difference in behavior for N-doped and S-doped 

GNRs can be explained by the small difference in electronegativity between sulfur and 

carbon as compared to the large difference between nitrogen and carbon [92]. 

Furthermore, the sulfur edge-doping causes a significant increase in the energy difference 

between the CB and CB+1 band edges, as well as between the VB and VB–1 band edges, 

when compared with pristine 13-AGNRs (Figure 2.7). This modification to the electronic 

structure is due to the strong hybridization of S-dopant orbitals with the aromatic network 

in S-13-AGNRs (Figure 2.7c) (due to conjugation of the S lone pair with the π-system).  

 The calculated band structure of S-13-AGNRs is consistent with the 

experimentally observed dI/dV spectra of Figure 2.7d. The experimental conduction band 
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edge of S-13-AGNRs is very closely aligned with the conduction band edge observed for 

undoped 13-AGNRs (similar to the simulated DOS depicted in Figure 2.7c). The 

significant broadening of the experimental LUMO feature for S-13-AGNRs compared to 

undoped 13-AGNRs is consistent with the predicted increase in energy separation 

between the CB and CB+1 band edges for S-13-AGNRs as compared to undoped 13-

AGNRs (Figure 2.7). The reason that the experimental measurement shows only a single 

feature instead of two peaks is likely due to broadening arising from interaction between 

S-13-AGNRs and the gold substrate [93]. 

2.7 Summary 

 In conclusion, we have demonstrated the successful bottom-up synthesis of 

substitutional sulfur edge-doped 13-AGNRs on Au(111), as well as determination of the 

effect of sulfur edge-doping on the electronic structure of N=13 AGNRs. Both the 

theoretically determined and experimentally measured S-13-AGNR electronic structure 

are consistent with the hybridization of sulfur orbitals with the conjugated π-system of 

the extended carbon network. This characteristic leads to enhanced energy separation of 

the CB (VB) and CB+1 (VB-1) band edges but, because sulfur and carbon 

electronegativities are similar, the energy alignments of N=13 AGNR bands remain 

relatively unchanged by sulfur doping. 
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Chapter 3 : Bottom-up Synthesis of 

Boron-doped N=7 Armchair Graphene 

Nanoribbons 

 In this chapter, we report the atomically precise introduction of group III dopant 

atoms into bottom-up fabricated semiconducting armchair GNRs (AGNRs). Trigonal-

planar boron atoms along the backbone of the GNR share an empty p-orbital with the 

extended π-band for dopant functionality. Topographic and local electronic structure 

characterization was performed via STM and CO-tip-functionalized nc-AFM, and 

compared to DFT simulations. 

 This chapter is adapted with permission from R. R. Cloke et al., “Site-Specific 

Substitutional Boron Doping of Semiconducting Armchair Graphene Nanoribbons”, J. 

Am. Chem. Soc., 137, 8872 (2015) and a prepared manuscript titled “Band Gap 

Reduction of Bottom-up Graphene Nanoribbons due to Boron Doping”. The coauthors 

are Giang D. Nguyen, Arash A. Omrani, Hsin-Zon Tai, Ting Cao, Ryan R. Cloke, Tomas 

Marangoni, Daniel J. Rizzo, Trinity Joshi, Christopher Bronner, Won-Woo Choi, Chen 

Chen, Zahra Pedramrazi, Steven G. Louie, Felix R. Fischer and Michael F. Crommie.  

3.1 Introduction 

 Recent advances in the bottom-up fabrication of atomically precise GNRs from 

molecular precursors have demonstrated the rational modulation of the width, the 

symmetry, the edge structure (armchair, chevron, cove), and the incorporation of nitrogen 

atom dopants in the form of pyridine and pyrimidine rings into the edges of chevron-

GNRs [17,20,38,94–97]. Since the lone-pair of the N-heteroatom in these structures is not 

in conjugation with the extended π-system of the GNR, edge-doping only shifts the 

position of both the conductance and valence band edges of the ribbon without 

introducing dopant states into the gap [19,38]. Controlled n-/p-doping, i.e., the controlled 

introduction of filled/empty donor or acceptor states into the gap of atomically defined 

GNRs, instead requires the incorporation of dopant heteroatoms at precise positions along 

the backbone of the ribbon where the filled/empty p-orbitals are in conjugation with the 

extended π-system. 

 In this chapter, we report an experimental study focused on more accurately 

characterizing the electronic properties of B-7AGNRs in order to test theoretical 

predictions regarding B-7AGNR electronic structure. To accomplish this we have used 

STS to probe the local electronic properties of B-7AGNRs on both Au(111) and Ag(111) 

substrates, and have compared these results to theoretical DFT-GW simulations.  The 

additional use of Ag(111) as a substrate allows us to change how the B-7AGNR 

http://pubs.acs.org/action/doSearch?ContribStored=Pedramrazi%2C+Z
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electronic structure hybridizes with the Shockley surface state known to inhabit the close-

packed faces of FCC metals [98], Since the Ag(111) surface state band edge lies at a 

higher energy then the Au(111) surface state, the B-7AGNR valence band structure is 

more readily apparent for B-7AGNRs on Ag(111) compared to Au(111). Combining this 

fact with a strategy of comparing both point spectra and dI/dV maps to theoretical 

predictions allows us to confidently assign conduction and valence band features for B-

7AGNRs on Ag(111). Armed with the new insight gained by examining B-7AGNRs on 

Ag(111), we are able to better understand the behavior of the more difficult B-

7AGNR/Au(111) system. Overall, this provides us with strong experimental evidence for 

a new boron-induced unoccupied band in B-7AGNRs on Ag(111) and Au(111), consistent 

with theoretical predictions [21]. We find that the band gap for B-7AGNRs on Ag(111) is 

1.4 ± 0.1 eV, while the band gap for B-7AGNRs on Au(111) is 1.3 ± 0.3 eV, both of 

which are significantly less than the band gap of pristine N=7 AGNRs on Au(111) (2.5 ± 

0.1 eV) [17,89]. 

3.2 Molecular Synthesis 

 The boron-doped 7-AGNR precursor 1 was obtained through selective 

monolithiation of 9,10-dibromo-anthracene (2), followed by borylation with 5,10-

dibromo-5,10-dihydroboranthrene (3) in 73% yield (Figure 3.1). Despite the reported 

instability of this class of substituted boranthrenes, crystals of 1 are stable in air at 24 °C 

showing no signs of degradation over several months, as indicated by 
1
H NMR 

spectroscopy [99–101]. DSC and TGA analysis reveals a melting point above 350 °C and 

a gradual mass loss associated with partial dehalogenation above this temperature. 

 Orange crystals of 1 suitable for X-ray diffraction were obtained by slow 

evaporation of a C2H2Cl4 solution. 1 adopts a Ci symmetry in the crystal lattice. The 

geometry around the boron atom is trigonal-planar with bond angles and bond distances 

ranging between 119.7–120.9° and 1.56–1.78 Å, respectively. While the two 9-

bromoanthracene units are coplanar, the central boranthrene is twisted out of planarity 

with a dihedral angle C(2)–C(1)–B(1)–C(15) = 97.6°. This nonplanar conformation is 

crucial as it sterically shields the Lewis acidic B atoms from nucleophilic attack and 

imparts a favorable nonplanar geometry to the molecule, a prerequisite for an efficient 

radical step-growth polymerization on the Au(111) substrate [16,17,19,38,89,94–96,102–

105]. 

http://pubs.acs.org/doi/full/10.1021/jacs.5b02523#fig2
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‘  

Figure 3.1: Synthesis of the B-doped molecular precursor 1 (top). ORTEP representation 

of the X-ray crystal structure of 1 (bottom). Thermal ellipsoids are drawn at the 50% 

probability level. Color coding: C (gray), Br (red), B (orange). Hydrogen atoms and 

cocrystallized solvent molecules are omitted for clarity. Relevant structural parameters: 

C(1)–B(1), 1.578(5) Å; C(15)–B(1), 1.561(5) Å; C(18)–B(1), 1.562(5) Å; C(2)–C(1)–

B(1)–C(15), 97.6°; C46H30B2Br2Cl12; 1189.54 g mol
–1

; triclinic; P–1; orange; a = 

8.6046(3) Å; b = 9.8632(4) Å; c = 14.5013(6) Å; α = 82.148(2)°, β = 82.067(2)°; γ = 

74.011(2)°; 100 (2) K; Z = 1; R1 = 0.0387; GOF on F
2
 = 1.036. 

3.3 Bottom-up fabrication of B doped N=7 AGNRs on 

Au(111) 

 Fully cyclized B-7AGNRs were fabricated by sublimation of molecular building 

block 1 at 250–270 °C in UHV onto pristine Au(111) held at 24 °C. STM imaging at 13 

K prior to polymerization reveals that the molecules assemble into irregular islands with 

an apparent height of 0.4 nm (Figure 3.2b), clustered around the Au(111) herringbone 

reconstruction. Gradual annealing of submonolayer samples of 1 on Au(111) to 220 °C 

(20 min) induces homolytic cleavage of the labile C–Br bond, followed by step-growth 

polymerization of the carbon-centered diradical intermediates to form extended linear 

polymer chains poly-1 (Figure 3.2c). STM images of polymer chains display a 

characteristic pattern of alternating protrusions (average distance between white markers 

0.95 ± 0.04 nm, Figure 3.2d) along the polymer backbone. The repulsive interaction 

between peri-hydrogen atoms in adjacent anthracene units prevents a coplanar 

arrangement of monomer units in the polymer backbone (this observation is consistent 

with images of polyanthracene, the precursor to undoped 7-AGNRs) [16,103]. Unique to 

the B-doped GNR precursors is a distinctive secondary structure along the polymer that 
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correlates with the length of a monomer unit (Figure 3.2a) in poly-1 (average distance 

between black markers 1.40 ± 0.04 nm, Figure 3.2d). While the anthracene fragments 

appear as brighter spots in topographic STM images, the more electron-deficient 

boranthrenes correlate with a weaker signal that alternates along the edges of the 

polymer. The observation of this characteristic secondary pattern in images of poly-1 

indicates that the exocyclic B–C bonds are stable under the polymerization conditions 

and no undesired fragmentation of monomer building blocks is observed during the step-

growth process. 

 

Figure 3.2: (a) Schematic representation of the bottom-up synthesis of B-7AGNRs. (b) 

STM topographic image of molecular building block 1 as deposited onto a pristine 

Au(111) surface held at 24 °C (Vs = 1.5 V, It = 30 pA, T = 13 K). Subsequent annealing 

steps induce the homolytic cleavage of the labile C–Br bonds, followed by radical step-

growth polymerization (220 °C) and thermal cyclization/dehydrogenation (300 °C) to 

yield B-7AGNRs. (c) STM topographic image of poly-1 (Vs = 1.0 V, It = 20 pA, T = 13 

K). (d) STM topographic image of poly-1 showing a characteristic pattern of alternating 

protrusions (Vs = 1.0 V, It = 20 pA, T = 13 K). (e) STM topographic image of fully 

cyclized B-7AGNRs (Vs = −0.1 V, It = 3 pA, T = 4.5 K). (f) Representative z-axis profile 

showing the characteristic height modulation along the long axis of a B-7AGNR. Scale 

bar is 2 nm. 
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 Further annealing of the Au(111) substrate at 300 °C (20 min) induces a thermal 

cyclization/dehydrogenation sequence that converts poly-1 into fully conjugated B-

7AGNRs (Figure 3.2e). The apparent width and average height of the resulting GNRs are 

1.6 nm and 0.16 ± 0.04 nm, respectively. Statistical analysis of large area STM images of 

densely packed ribbons shows that the majority of B-7AGNRs ranges in length between 

4–12 nm with a few examples exceeding 16 nm (Figure 3.3). STM topography at 

negative bias reveals a characteristic stripe pattern corresponding to a height modulation 

(amplitude 0.14 ± 0.02 Å) along the length of the B-7AGNRs (Figure 3.2f). The 

periodicity of this topographic feature, 1.30 ± 0.05 nm, correlates with the expected 

spacing between boranthene units along the backbone of a B-7AGNR (Figure 3.2). 

 

Figure 3.3: (a) Large area STM of B-7AGNRs on A(111) surface (Vs = 1.5 V, It = 5 pA, T 

= 4.5 K). (b) Statistical analysis of the length distribution of B-7AGNRs on Au(111). 

3.4 DFT calculation for B-7AGNRs 

 First-principles calculations of boron-doped graphene nanoribbons were 

performed using DFT implemented in the Quantum Espresso package [90]. A supercell 

arrangement was used, with the cell dimension carefully tested to avoid interactions 

between the nanoribbon and its periodic image. We used norm conserving 

pseudopotentials [91], with a planewave energy cut-off of 60 Ry. The structure was fully 

relaxed until the force on each atom was smaller than 0.02 eV Å−1. All σ dangling bonds 

on the edge of the nanoribbon were capped by hydrogen atoms. 

 Quasiparticle band structure calculations were performed within the ab initio GW 

approach as implemented in the BerkeleyGW package [106]. Since the boron doped 

graphene nanoribbon was directly deposited on the gold surface, we used a common 

model in the literature to include the environment screening effects. Here we add to the 

intrinsic polarizability of the nanoribbon an environmental screening term in the form of: 
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𝜀𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 =
1 +  𝜀𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒

2
 

 This expression corresponds to the case of small separation between the 

nanoribbon plane and the gold or silver surface. Since the screening effects of noble 

metals at the static limit follow the Thomas-Fermi model of an electron gas, we employed 

a wave-number dependent dielectric function to describe the screening effects of metal 

substrate 

𝜀𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 = 1 +
𝑘0

2

𝑞2
 

where the screening wave-vector is k0 = 1.7 Å-1. The method described above has been 

used in much previous theoretical work in the graphene field. With this additional 

screening term in the dielectric polarizability matrix of the free standing boron doped 

graphene nanoribbon and within the COHSEX approximation of GW, the quasiparticle 

band gap between the valence band (VB) and the first conduction band (CB) is calculated 

to be 0.8 eV. Comparing this quasiparticle band gap with the LDA band gap of 0.5 eV, we 

obtain a self-energy correction of 0.3 eV. On the other hand, the quasiparticle band gap 

between the VB and the second conduction band (CB+1) is calculated to be 2.5 eV, which 

is 0.5 eV larger than the LDA band gap of 2.0 eV. Comparing the GW energy levels of 

CB and CB+1 with that of VB, the boron dopants have p-type character.   
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3.5 Band Gap Reduction of Graphene Nanoribbons on 

Metal Surfaces due to Boron Doping 

 

Figure 3.4: (a) Schematic representation of on-surface fabrication of B-7AGNRs on a 

metal surface. (b) STM topography of a B-7AGNR on Au(111) (V = –1.0 V, I = 10 pA, T 

=  4.5 K). (c) STM topographic image of a B-7AGNR on Ag(111) (V = –1.0 V, I = 20 pA, 

T = 4.5 K). (d) Constant-height nc-AFM image of a B-7AGNR on Au(111) with CO-

functionalized tip. 

 Figure 3.4 shows the theoretical electronic structure predicted for an isolated B-

7AGNR compared to an undoped N=7 AGNR (7AGNR) using ab initio DFT including 

the GW approximation. The screening effects of a metal substrate are incorporated into 

this calculation by adding an additional Thomas-Fermi screening term to the calculation. 

Boron doping along the backbone of the B-7AGNR is seen to induce a new, unoccupied 

band (the conduction band (CB)) and to also cause some flattening of other bands relative 

to an undoped 7AGNR (Figure 3.4a). The flattened bands can be seen as peaks in the 

GNR density of states (DOS) (Figure 3.4b). The energy difference between the center of 

the conduction band peak and the valence band peak leads to a theoretically predicted 

band gap of 0.9 eV for B-7AGNRs, significantly smaller than the 2.3 eV band gap 
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theoretically predicted for undoped 7AGNRs (dashed line). Figures 3.4c-f show the 

spatial distribution of the calculated local density of states (LDOS) 4 Å above the GNR 

surface at different band energies within the B-7AGNR electronic structure (i.e. wave 

function maps). At the highest energy shown, near the CB+1 band edge (Figure 3.4c), the 

electronic states is predicted to have high density near the B-7AGNR edges and low 

density in the interior. At lower energy in the conduction band (Figure 3.4d), however, the 

boron sites in the interior light up with high LDOS density while some diminished 

intensity remains near the edges. As we move further down in energy to the valence band 

edge (Figure 3.4e), the electronic density is predicted to be high at the boron sites and 

low elsewhere, qualitatively consistent with expectations for a highly localized flat band. 

At still lower energy (Figure 3.4f) the valence band is predicted to become more highly 

dispersive (labeled VB-1), causing the LDOS to shift away from the backbone to a more 

delocalized distribution near the GNR edges. 

 

Figure 3.5: (a) Schematic representation of on-surface fabrication of B-7AGNRs on a 

metal surface. (b) STM topography of a B-7AGNR on Au(111) (V = –1.0 V, I = 10 pA, T 

=  4.5 K). (c) STM topographic image of a B-7AGNR on Ag(111) (V = –1.0 V, I = 20 pA, 

T = 4.5 K). (d) Constant-height nc-AFM image of a B-7AGNR on Au(111) with CO-

functionalized tip. 
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 In order to experimentally test these predictions we grew B-7AGNRs on both 

Au(111) and Ag(111) and explored them systematically using STM spectroscopy. B-

7AGNRs on Au(111) were fabricated through on-surface thermal polymerization at 

220°C followed by cyclodehydrogenation at 300°C (see sketch in Figure 3.5a) as 

described in previous publications [21,39]. A typical STM topographic image of a B-

7AGNR on Au(111) is shown in Figure 3.5b, and exhibits a periodic superstructure of 1.3 

nm [21,39]. The CO-tip nc-AFM image of Figure 3.5d shows that these stripes arise from 

the linked anthracene units between the boron sites, as reported previously in ref. [39]. B-

7AGNRs were grown on Ag(111) using a similar recipe, but with a polymerization 

temperature of 150°C and a cyclodehydrogenation temperature of 300°C [107]. A typical 

STM image of a B-7AGNR on Ag(111) is shown in Figure 3.5c and exhibits a periodic 

superstructure that is essentially identical to the B-7AGNRs grown on Au(111). The 

typical apparent height and width of B-7AGNRs on Ag(111) is  0.10 ± 0.03 nm and 1.6 ± 

0.2 nm.  

 We first characterized the local electronic structure of B-7AGNRs on Au(111) by 

performing dI/dV point spectroscopy at different points across the nanoribbons. Figure 

3.6a shows typical dI/dV spectra measured at the backbone position (blue) and at the edge 

(red) of a B-7AGNR compared to a reference spectrum (dashed green) measured with the 

same STM tip placed above the bare Au(111) substrate (the Au(111) reference spectrum 

shows the onset of the surface state at  about 0.5 V below the Fermi level). The dI/dV 

spectrum recorded at the edge of the B-7AGNR on Au(111) shows a well-defined peak at 

1.63 ± 0.04 eV above the Fermi level (V = 0) (Kawai, et al. [39] also observed a 

spectroscopic feature at this energy). The spectrum recorded at the backbone of the B-

7AGNR (blue) reveals a broad new peak at the lower energy of 1.0 ± 0.2 eV above EF 

(this peak does not exist for undoped 7AGNRs).  We were unable to observe any 

reproducible peaks below the Fermi level (EF) in our dI/dV point spectra recorded on B-

7AGNRs on Au(111) (this is in contrast to Kawai et al. [39] who observed a small 

shoulder in dI/dV at 0.8 eV below EF which they identified as the B-7AGNR valence 

band edge). Comparing these spectroscopic peaks to the theoretical B-7AGNR DOS 

(Figure 3.4b), it is natural (based on the number and location of the peaks) to assign the 

peak at +1.0 eV to the B-7AGNR/Au(111) conduction band and the peak at +1.6 eV to 

the B-7AGNR/Au(111) CB+1 band. 
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Figure 3.6: (a) dI/dV spectra at the edge (red) and the backbone (blue) of the B-7AGNR 

shown in the inset image compared to a reference spectrum (green dashed) obtained on 

bare Au(111) (f = 401 Hz, Vac = 10 mV, T = 4.5 K). (b)-(e) Experimental dI/dV maps of a 

B-7AGNR on Au(111) at different bias voltages (f = 401 Hz, Vac = 20 mV, T = 4.5 K).  

 The fact that we could not detect the B-7AGNR/Au(111) valence band via point 

spectroscopy suggests that the Au(111) surface state might be obscuring the B-7AGNR 

electronic structure. So, in order to obtain a clearer picture of intrinsic B-7AGNR 

electronic behavior we changed the substrate to Ag(111). Like Au(111), Ag(111) also has 

a Shockley surface state, but its band edge is 0.1 eV below EF rather than 0.5 eV below 

EF as seen for Au(111). Fig. 4a shows typical dI/dV spectra measured at the backbone 

(blue) and at the edge (red) of a B-7AGNR on Ag(111), as well as a reference spectrum 

(dashed green) measured with the same STM tip placed above the bare Ag(111) substrate.  

As expected, the bare Ag(111) reference spectrum shows the onset of the Shockley 

surface state at –0.1 eV with respect to EF. The dI/dV spectrum recorded at the edge of 
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the B-7AGNR on Ag(111) shows two relatively broad peaks at 1.47 ± 0.02 eV and 1.09 ± 

0.02 eV above EF. These two peaks are at very similar locations compared to the two 

peaks seen for B-7AGNRs on Au(111). The dI/dV spectrum measured at the B-

7AGNR/Ag(111) backbone has a local maximum 1.5 eV above EF and a broad tail that 

extends all the way down to V=0. It is possible to fit this feature with two Lorentzian 

resonances at 1.5 eV and 1.1 eV. Comparing these spectroscopic peaks to the theoretical 

B-7AGNR DOS (Fig. 1b), it is natural to assign the peak at 1.1 eV to the B-

7AGNR/Ag(111) conduction band and the peak at 1.5 eV to the B-7AGNR CB+1 band. 

Below EF we observe a significant difference in the dI/dV spectra for B-7AGNRs 

on Ag(111) compared to spectra for B-7AGNRs on Au(111) (Figure 3.7a). The dI/dV 

spectrum at the B-7AGNR/Ag(111) backbone shows a new peak at –0.3 V ± 0.1 eV 

relative to EF that occurs below the onset of the Ag(111) surface state. This reproducible 

feature can be seen more clearly in the expanded scale of the inset (which has the same 

energy-axis as the main plot). An additional peak at even lower energy (–0.96 ± 0.02 eV) 

can also be seen in the spectrum recorded at the B-7AGNR/Ag(111) edge. Neither of 

these filled-state peaks are seen in the spectroscopic data for B-7AGNRs on Au(111) 

which is partially obscured by the lower-energy onset of the Au(111) surface state. 

Comparing these spectroscopic peaks to the theoretical B-7AGNR DOS (Figure 3.4b), it 

is natural to assign the peak at –0.3 eV to the B-7AGNR/Ag(111) valence band and the 

peak at –1.0 eV to the B-7AGNR/Ag(111) VB-1 band. 
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Figure 3.7: (a) dI/dV spectra at the edge (red) and the backbone (blue) of a B-7AGNR 

compared to a reference spectrum (green dashed) obtained on the bare Ag(111) surface (f 

= 401 Hz, Vac = 10 mV). The inset shows a magnification of the VB peak. (b)-(e) 

Experimental dI/dV maps of a B-7AGNR on Ag(111) at different bias voltages (f = 401 

Hz, Vac = 20 mV, T = 4.5 K). 

To further clarify the electronic structure origins of the four peaks observed in our 

dI/dV point spectroscopy for B-7AGNRs on Ag(111), we performed constant-current 

dI/dV maps at the four peak energies (dI/dV maps of B-7AGNRs/Ag(111) obtained at 

other energies can be seen in the Figure 3.8). These wave function maps provide 

experimental access to the energy-resolved spatial LDOS distribution of individual 

GNRs. The dI/dV map recorded at the highest-energy spectroscopic peak (1.5 eV above 

EF) shows significant LDOS intensity at the B-7AGNR/Ag(111) edges, as well as some 

interior density (Fig. 4b). The dI/dV map near the peak at +1.1 eV (Figure 3.7c) exhibits 

an LDOS pattern that is much more intense along the B-7AGNR/Ag(111) backbone and 
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weaker at the edges compared to the higher-energy dI/dV map of Figure 3.7b. The LDOS 

pattern measured near the peak at –0.3 eV shows a much higher degree of localization 

along the backbone (Figure 3.7d), including bright regions at the sites of the boron atoms 

and some intensity at the GNR edges. The lowest energy spectroscopic peak at –1.0 eV 

exhibits an LDOS pattern that is highly localized at the B-7AGNR/Ag(111) edges and 

shows no intensity along the backbone. 

 

Figure 3.8: Constant current dI/dV maps of B-7AGNRs on Ag(111) at different bias (f = 

401 Hz, Vac = 20 mV, T = 4.5 K). 

 To interpret these experimental wave function maps we compare them to the 

theoretical LDOS maps calculated for an isolated B-7AGNR as shown in Figures 3.4c-f. 

We first compare the theoretical LDOS map for the CB+1 band (Figure 3.4c) to the B-

7AGNR/Ag(111) experimental map obtained at the +1.5 eV peak (Figure 3.7b). Both 

maps show significant density at the GNR edges. Moving down in energy we next 

compare the theoretical LDOS map for the conduction band (Figure 3.4d) to the 

experimental map taken near the +1.1 eV peak (Figure 3.7c). Both the theoretical and 

experimental maps show a significant redistribution of LDOS from the GNR edge to the 

GNR backbone. This is a behavior that does not occur for undoped 7AGNRs which have 

no comparable spectroscopic feature along the backbone [89]. The results correlation 
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between experiment and theory here provides further evidence supporting our assignment 

of the experimental peak at +1.1 eV as the B-7AGNR/Ag(111) conduction band and the 

experimental peak at +1.5 eV as the B-7AGNR/Ag(111) CB+1 band. 

 We next compare the B-7AGNR/Ag(111) dI/dV map taken near the –0.3 eV 

spectroscopic peak (Figure 3.7d) to the theoretical valence band LDOS map of Figure 

3.4e. Both maps show significant LDOS intensity along the GNR backbone and, 

compared to the conduction band LDOS, both maps also exhibit increased localization of 

the LDOS. As energy is reduced even further below the valence band edge, the 

theoretical LDOS map (Figure 3.4f) changes significantly compared to the valence band 

LDOS map in that the LDOS completely shifts from the B-7AGNR backbone (Figure 

3.4e) to the B-7AGNR edge (Figure 3.4f). This is precisely the same trend that we 

observe experimentally in the dI/dV map obtained at the lowest spectroscopic peak 

energy of –1.0 eV (Figure 3.7e) where the experimental LDOS has shifted from the GNR 

backbone (Figure 3.7d) to the GNR edges (Figure 3.7e). These results provide further 

evidence supporting our assignment of the experimental peak at –0.3 eV to the B-

7AGNR/Ag(111) valence band and the experimental peak at –1.0 eV to the B-

7AGNR/Ag(111) VB-1 band. The difference in energy between the resulting B-

7AGNR/Ag(111) conduction band peak (+1.1 eV) and the B-7AGNR/Ag(111) valence 

band peak (-0.3 eV) yields an experimental band gap of 1.4 ± 0.1 eV for B-7AGNRs on 

Ag(111), significantly less than the 2.5 eV experimental band gap observed for pristine 

N=7 AGNRs on the surface of gold [17] and much closer to the theoretically predicted B-

7AGNR band gap of 0.9 eV [36].This confirms that incorporation of boron atoms into the 

backbone of N=7 AGNRs induces a new band (the conduction band) in the B-7AGNR 

electronic structure, resulting in a greatly reduced band gap. 

 Comparison of the B-7AGNR/Au(111) valence band structure to theoretical 

predictions is hampered by the lack of peaks in the filled-state point spectroscopy. 

However, it is useful to notice that there is a clear transition from one distinct 

experimental LDOS pattern to another as energy is lowered down into the filled-state 

regime (e.g. from Figure 3.6c to Figure 3.6d). The new LDOS pattern in Figure 3.6d 

exhibits more highly localized features compared to Figure 3.6c and has similarities to 

the LDOS pattern seen for B-7AGNRs on Ag(111) as energy is decreased from the 

conduction band (Figure 3.7c) down to the valence band (Figure 3.7d). This experimental 

LDOS trend is similar to the theoretical LDOS trend from conduction to valence band 

(Figure 3.4d to Figure 3.4e) in that it exhibits density along the GNR backbone as well as 

a higher degree of localization (some disagreement occur here also in that the 

experimental dI/dV map (Figure 3.6d) has more density at the GNR edges than is seen 

theoretically (Figure 3.4e)). As energy is lowered even further in the experiment we 

observe another transition to a new experimental LDOS pattern where density reduces 

along the GNR backbone and increases along the GNR edges (Figure 3.6e). This 

experimental transition is similar to the theoretical transition observed as energy is 

reduced from the valence band to the VB-1 band (Figure 3.4e to Figure 3.4f), as well as 
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what is seen experimentally for B-7AGNRs on Ag(111) (Figure 3.7d to Figure 3.7e). The 

correlation between experiment and theory that is seen here (as well as the similarity to 

the behavior of B-7AGNRs on Ag(111)) allows us to conclude that the B-

7AGNR/Au(111) LDOS pattern of Figure 3.6d arises from the B-7AGNR valence band 

while the B-7AGNR/Au(111) LDOS pattern of Figure 3.6e arises from the B-7AGNR 

VB-1 band. Determining precise band edges here is difficult because the experimental 

transition from one LDOS pattern to another is continuous. However, if we mark the 

band energy as the center energy between LDOS pattern transitions (see Figure 3.9) then 

we arrive at an experimental VB energy for B-7AGNRs/Au(111) of –0.30 ± 0.25 eV and 

an experimental VB-1 energy for B-7AGNRs/Au(111) of –0.75 ± 0.40 eV. This leads to a 

band gap of 1.3 ± 0.3 eV for B-7AGNRs on Au(111), very similar to the band gap 

determined for B-7AGNRs on Ag(111) (1.4 ± 0.1 eV). 

 

Figure 3.9: Constant current dI/dV maps of a B-7AGNRs on Au(111) at different bias (f = 

401 Hz, Vac = 20 mV, T = 4.5 K). 

 Although there is significant agreement between our experimental results and the 

theoretical predictions for isolated B-7AGNRs (e.g., the number and order of bands, 

reduction in the energy gap, and the LDOS maps), there also remain some discrepancies. 

Examples of discrepancies are the significant energy broadening of the conduction band, 

the difficulty in observing valence band features for B-7AGNRs on Au(111) via point 

spectroscopy, and the presence of LDOS intensity at the GNR edges for states at the B-

7AGNR valence band edge on both surfaces. A likely explanation for these discrepancies 

is the interaction of the B-7AGNRs with the metal substrate. As seen in Figure 3.5d (and 

also noted previously in ref. [39]), the depressions seen in high resolution nc-AFM 

images of B-7AGNRs at the boron atom sites suggest that the boron interacts strongly 

with the metal surface. This would explain the broadening of the conduction band and 
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might also lead to mixing between bands (thus causing the observed deviation between 

experimental LDOS plots and isolated B-7AGNR theoretical LDOS maps). The difficulty 

in seeing B-7AGNR/Au(111) valence band features in point spectroscopy likely comes 

from interaction between the B-7AGNR states and the Au(111) Shockley surface state, 

which is very prominent in the valence band energy range (i.e., near -0.3 eV). This 

explains our success in observing the B-7AGNR/Ag(111) valence band via point 

spectroscopy, since the Ag(111) surface state band edge is higher in energy (–0.1 eV) thus 

causing the Ag(111) surface state to not strongly hybridize with B-7AGNR/Ag(111) 

valence band.  

2.4 Summary 

 In conclusion, we have characterized the electronic structure of B-7AGNRs 

grown on Au(111) and Ag(111) substrates using scanned probe microscopy and DFT 

simulations. By comparing the local electronic behavior of B-7AGNRs on these two 

surfaces we have determined that incorporation of boron atoms into the 7AGNR 

backbone leads to the formation of a new unoccupied band of states. Because this band 

lies where the energy gap would be for undoped 7AGNRs, the energy gap for B-7AGNRs 

(1.4 eV) is considerably reduced compared to the undoped 7AGNR gap (2.5 eV) as 

measured by STM spectroscopy. Our observed energy gap reduction, as well as the 

observed spatial distribution of the different band states, are qualitatively consistent with 

DFT-GW theoretical predictions for isolated B-7AGNRs. Some discrepancies do exist, 

however, likely arising from the interaction of B-7AGNRs with noble metal substrate 

atoms, which was not taken into account by the theoretical model. These results confirm 

that it is possible to dramatically alter the electronic structure of bottom-up-synthesized 

GNRs (including the number of bands and the band gap) by doping them with Group III 

elements. 
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Chapter 4 : Bottom-up synthesis of 

ketone doped graphene nanoribbons 

 In this chapter we report the fabrication and STM characterization of atomically-

precise ketone edge-doped chevron graphene nanoribbons (ketone GNRs) on a Au(111) 

surface. Scanning tunneling spectroscopy (STS) and first principle calculations reveal 

modification of the electronic structure of ketone GNRs when compared to pristine 

chevron GNRs. The electronic structure of partially cyclized ketone GNRs is also 

resolved. At lower annealing temperatures, heterojunctions formed by partially and fully 

cyclized GNRs are characterized by STM spectroscopic measurements. 

 This chapter is adapted from a prepared manuscript titled “Atomic Fabrication of 

Graphene Heterojunctions”. The coauthors are Giang D. Nguyen, Hsin-Zon Tai, Arash A. 

Omrani, Griffin F. Rodgers, Daniel J. Rizzo, Meng Wu, Tomas Marangoni, Ryan R. 

Cloke, Yuki Sakai, James Chelikowsky, Steven G. Louie, Felix R. Fischer and Michael F. 

Crommie. 

4.1 Introduction 

 

Figure 4.1: Schematic of doping chevron GNRs with ketone functional group. The ketone 

doping provides 2 electrons into the GNR extended π-system, unlike previous nitrogen 

doping which only provides 1 electron.  

 Bottom-up fabrication allows modification of GNRs through the introduction of 

dopant atoms at the GNR edges. This type of modification is a very intriguing approach 

since functionalization at the edge (rather than in the interior of GNRs) permits 
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integration of a wider range of dopant species. Thus far, controlled edge doping has only 

successfully used nitrogen in the form of pyridine and pyrimidine rings incorporated 

along chevron GNRs [19,38,40,41] and in our recent work using sulfur along the edge of 

N=13 AGNRs [37]. However, these dopants do not change the GNR band gap.  

 In this chapter, we report the bottom-up synthesis and characterization of 

atomically-precise ketone edge-doped chevron graphene nanoribbons (ketone GNRs) 

wherein ketone C=O groups decorate the GNR edges. In this configuration, the ketone 

groups will contribute two electrons into the π-system, as opposed to the previous studies 

of nitrogen doped chevron GNRs that contribute one electron (Figure 4.1) [19,38,40,41]. 

Consequently, we expect the band gap of these ketone doped chevron GNRs will be 

reduced in comparison with pristine chevron GNRs, and this is confirmed by both 

theoretical density functional theory (DFT) calculations and scanning tunneling 

spectroscopy (STS).  

4.2 Bottom-up growth of ketone GNRs 

 The molecular precursors for ketone GNRs synthesized by Fischer’s group are 

shown in Figure 4.2. These molecular precursors were evaporated from a home-built 

Knudsen cell evaporator and the deposition rate was calibrated in a test chamber using a 

quartz crystal microbalance. The sublimation temperature is 420 K onto a Au(111) 

substrate held at room temperature under ultra-high vacuum for about 5 minutes to obtain 

30–70 % coverage. 

 

Figure 4.2: Schematic of bottom-up fabrication of ketone doped chevron GNRs. 

 After deposition, the sample was cooled down to 4.5 K in the STM chamber. The 

molecular coverage was checked with STM survey scans in several regions of the 

sample. Figure 4.3 shows a typical STM image of molecular precursors as deposited on 
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Au(111). The molecules tend to aggregate into irregular chains on the surface with an 

average height of 0.5 nm.  

 

Figure 4.3: STM topographic image of molecular precursors on Au(111) after deposition 

(Vs = 0.5 V, It = 3 pA, T = 4.5 K). 

 Annealing the molecule-decorated sample at 200 °C for 1 hour induces homolytic 

cleavage of the labile C–Br bonds in monomers followed by radical step-growth 

polymerization of the intermediate diradical to give polymers (see in Figure 4.4).  

 

Figure 4.4: STM topographic images of the polymer state of ketone GNRs on Au(111) (Vs 

= 2 V, It = 5 pA, T = 4.5 K). 

 Further annealing of Au(111) samples at 250 °C for 30 minutes induces a thermal 

cyclodehydrogenation along the backbone of polymers, which converts the polymers into 

partially cyclized GNRs. Figure 4.5a shows a typical STM image of partially cyclized 
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GNRs. The ribbons appear to have a bright spots at the edge. By performing chemical 

bond resolved STM (BRSTM) imaging, we can recognize the structure of these partially 

cyclized ketone GNRs as seen in Figure 4.5b. These bright spots correspond to the ketone 

wings that have not cyclized to form fully conjugated ketone GNRs. The proposed 

chemical structure of a partially cyclized GNR can be seen in Figure 4.5c.  

 

Figure 4.5: (a) STM image at high bias of partially cyclized ketone GNR on Au(111) (Vs 

= 1.4 V, It  = 5 pA, T = 4.5 K). (b) Bond resolved STM (BRSTM) image of the same 

partially cyclized ketone GNR on Au(111) using a CO-functionalized tip (Vs = 40 mV, It = 

10 pA, Vac = 20 mV, f = 401 Hz, T = 4.5 K). (c) Proposed chemical structure of the 

partially cyclized ketone GNR in (a)&(b).  

 A third annealing step (300 °C) induces a full thermal cyclodehydrogenation to 

yield fully conjugated ketone GNRs. A typical image of fully cyclized ketone GNRs is 

shown in Figure 4.6. Scanning at the same bias of 1.6 V, the STM images after annealing 

at higher temperature show much fewer bright spots near the edges of the ribbons, 

indicating fewer partially cyclized GNRs. The ribbons are shown to be flat with the 

typical height of 0.18 nm (Figure 4.6). 
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Figure 4.6: STM topographic image showing fully cyclized ketone GNRs on Au(111) (Vs 

= 1.6 V, It = 5 pA, T = 4.5 K) 

 At high coverage, the ketone GNRs prefer to aggregate to form an aligned, 

parallel assembly as shown in Figure 4.7. There are adsorbates in between these aligned 

ketone GNRs or sticking to the ketone functional groups of the GNRs. These adsorbates 

could be Au adatoms or other possible contamination in the sample preparation chamber 

of our STM system. It is possible to remove the adsorbates by applying a tip pulse of 3 V 

with a width of 300 ms (Figure 4.8).  

 

Figure 4.7: STM topographic image of self-assembled ketone GNRs on Au(111) (Vs= 1.4 

V, I=5 pA, T = 4.5 K). 
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Figure 4.8: Adsorbate removal using a tip pulse of Vs = 3 V, width 500 ms. The tip-

sample distance is defined by the set point parameters of bias voltage at 50 mV and a 

tunneling current of 5 pA.  

4.3 STM spectroscopic measurement 

 The local electronic structure of partially cyclized ketone GNRs on Au(111) was 

characterized by STS measurements with a CO-functionalized tip. Figure 4.9a shows a 

typical STM dI/dV spectra at various positions on a partially cyclized ketone GNR 

compared with a reference spectrum on Au(111) (positions shown in the inset image). 

The dI/dV spectrum on the ketone position, called the outer edge (red), clearly shows one 

peak at energy –1.17 ± 0.03 eV in the occupied states and two peaks with energies 1.60 ± 

0.02 eV and 2.0 ± 0.02 eV in the unoccupied states. The dI/dV spectrum recorded at the 

inner edge (blue) shows a stronger peak in the occupied states with energy of –1.1 ± 0.03 

eV. The spatial distrubution of the local density of states (LDOS) of these three peaks is 

revealved by performing constant current dI/dV maps (Figure 4.9b-d).    
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Figure 4.9: (a) STM dI/dV spectroscopic measurements on a partially cyclized ketone 

GNR taken at different positions and compared to the reference spectrum obtained on 

bare Au(111) (Vac = 10 mV, f = 401 Hz, T = 4.5 K). Crosses in the topographic STM 

image (inset) indicate the positions of recorded spectra. (b)-(d), dI/dV spatial maps at the 

valence band (VB), conduction band (CB) and CB+1 peaks of a partially cyclized ketone 

GNR (Vac = 20 mV, f  = 401 Hz, T = 4.5 K). 

 The local electronic structure of fully cyclized ketone GNRs on Au(111) was 

characterized by STS measurements with a CO-functionalized tip and compared to 

density functional theory (DFT) calculations. Figure 4.10a shows a typical STM dI/dV 

spectra at various positions on a ketone GNR compared with a reference spectrum on 

Au(111) (positions shown in the inset image). The dI/dV spectrum recorded at the edge of 

the ketone GNRs shows two clear peaks at the energies 1.37 ± 0.03 eV (in the 

unoccupied states) and –0.96 ± 0.01 eV (in the occupied states). The spatial distribution 

of the LDOS of these two peaks is revealed by performing constant current dI/dV maps 

(Figure 4.10b,c). There is very good agreement between these dI/dV maps (Figure 

4.10b,c) and the calculated LDOS maps of the CB and VB for ketone GNRs (Figure 

4.10c,f). Therefore, we can assign the peaks at 1.37 ± 0.03 eV and –0.96 ± 0.01 eV as the 

CB and VB energies, respectively, of the ketone GNRs. Consequently, the band gap of 

ketone GNRs is 2.33 ± 0.03 eV.  
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Figure 4.10: (a), STM dI/dV spectroscopic measurement of a ketone GNR (Vac = 10 mV, 

f = 401 Hz, T = 4.5 K). (b),(d) Experimental dI/dV maps of the VB and CB of a ketone 

GNR (Vac = 20 mV, f = 401 Hz, T = 4.5 K). (c),(d), Theoretical LDOS maps of the VB 

and CB of a ketone GNR.  

 In order to compare the electronic structure of these ketone GNRs with pristine 

GNRs, we performed similar measurements on pristine GNRs using the same instrument 

(Figure 4.11). With more accurate electronic measurements than those available in 

literature [19], we could compare the band gap of ketone GNRs with that of the pristine 

GNRs in a reliable way. An average of 38 spectra taken on 18 different pristine GNRs on 

Au(111) yield a band gap of 2.51 ± 0.05 eV, which indicates the ketone functionalization 

reduces the band gap of the GNRs by 0.19 ± 0.06 eV. This behavior is very different from 

previous studies of sulfur or nitrogen edge-doped GNRs, which showed no change in 

band gap [19,37,38]. Moreover, both the CB and VB in ketone GNRs have shifted to 

lower energies compared with the CB and VB of pristine GNRs. This can be explained by 

the higher electronegativity of the oxygen atom in the ketone functional group compared 

that of the carbon atoms [37]. These observations are consistent with DFT calculations 

for free standing pristine and ketone GNRs (Figure 4.12). At the DFT-LDA level, the 
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band gap of ketone GNRs is reduced by 0.21 eV compared to pristine GNRs and both CB 

and VB undergo a downward shift in energy. 

 

Figure 4.11: Comparison of the STM dI/dV spectroscopic measurement of ketone GNRs 

on Au(111) and pristine GNRs on Au(111) at different positions (Vac = 10 mV, f = 401 

Hz, T = 4.5 K). The orange line indicates the reference spectrum obtained on bare 

Au(111).  
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Figure 4.12: Comparison of the band structures and DOS of pristine GNR (blue) and 

ketone GNR (red). For both, the bands are aligned to vacuum potential. 

4.5 Summary 

 In conclusion, we have demonstrated synthesis of atomically precise ketone 

GNRs with ketone groups incorporated along the outer edges of chevron GNRs. Both 

experimental STM measurements and first principle calculations show a band gap 

reduction for ketone GNRs compared with pristine GNRs. Moreover, both the CB and 

VB in ketone GNRs are shifted to lower energies compared to the CB and VB in pristine 

GNRs. This creates potential for forming a type II heterojunctions between ketone and 

pristine GNRs, which will be shown in the next chapter. 
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Chapter 5 : Atomic fabrication of 

graphene nanoribbon heterojunctions 

 In this chapter, we report the fabrication and nanoscale characterization of 

atomically-precise graphene nanoribbon heterojunctions on a Au(111) surface. Scanning 

tunneling spectroscopy and first principle calculations reveal modification of the 

electronic structure of the junctions when compared to pristine chevron GNRs.  

 This chapter is adapted from a prepared manuscript titled “Atomic Fabrication of 

Graphene Heterojunctions”. The coauthors are Giang D. Nguyen, Hsinzon Tai, Arash 

Omrani, Griffin F. Rodgers, Daniel J. Rizzo, Meng Wu, Tomas Marangoni, Ryan R. 

Cloke, Yuki Sakai, James Chelikowsky, Steven G. Louie, Felix R. Fischer and Michael F. 

Crommie. 

5.1 Introduction 

 Graphene nanoribbons (GNRs) have attracted great interest due to their 

fundamental properties as well as their potential in industrial applications. Their tunable 

electronic structure makes them a useful material for applications in molecular electronic 

devices.  Discovered in 2010, bottom-up synthesized GNRs provides a flexible way to 

fabricate GNRs [16]. There are a number of different molecular precursors used to 

synthesize ribbons, and by combining precursors, previous studies have successfully 

fabricated graphene heterojunctions (7-13 heterojunction [20] and p-n chevron 

heterojunction [19]). However, this method lacks control over the fabrication of 

heterojunctions due to random statistical processes of self-assembly of the two precursor 

monomers.  

 In this chapter, we report the fabrication of controlled GNR heterojunctions using 

only a single molecular precursor. This precursor with a ketone functional group is used 

to grow ketone functionalized GNRs on a Au(111) surface. The ketone functional groups 

can be removed by annealing or potentially by atomic manipulation using a tip pulse to 

form a pristine GNR segment. We demonstrate the successful fabrication of an atomically 

sharp type II ketone-pristine GNR heterojunction with a band gap engineered by the 

ketone groups. The structure of the junction is discovered by bond-resolved STM 

(BRSTM) and confirmed by theoretical simulation. The electronic properties of these 

heterojunctions are characterized by scanning tunneling spectroscopy (STS) and 

compared with density functional theory (DFT) calculations.    
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5.2 Ketone-pristine GNR heterojunction 

 

Figure 5.1: (a), Reaction scheme for the synthesis of ketone GNRs and heterojunctions. 

(b), Typical STM topographic image with a CO-functionalized tip of a ketone GNR (Vs = 

–1.0 V, It = 10 pA). (c),(e), BRSTM images of a ketone GNR and a ketone-pristine 

heterojunction (Vs = 40 mV, It = 10 pA, Vac = 20 mV, f = 401 Hz). (d),(f), Simulated 

BRSTM images of (c) and (e). 

 Ketone GNRs were fabricated on Au(111) from molecular precursors (Figure 

5.1a) by a standard thermally grown process of thermal polymerization at 200°C 

followed by cyclodehydrogenation at 300°C. A typical STM topographic image using a 

CO-functionalized tip of a ketone GNR is shown in Figure 5.1b. The ketone functional 

groups are not easily visualized in the standard STM images of the ketone GNRs, making 

their appearance very similar to other types of chevron GNRs. However, the bond-

resolved STM (BRSTM) image in Figure 5.1c can resolve the pentagon structure and the 

ketone group on the outer edges of the ketone GNRs, allowing us to determine the 

chemical structure of these ketone GNRs. The faint circular sectors near the pentagon 

structure at the edge of the GNR are the ketone groups. This image is obtained taking a 
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constant current dI/dV map of the ketone GNRs at very low bias (40 mV) with a CO-

functionalized tip. Figure 5.1d shows the simulated BRSTM image which takes into 

account a lateral relaxation of the probe atom (oxygen) on the CO tip while scanning 

across the ketone GNRs [75]. Based on structured optimization from DFT calculations, 

the CC bond length in pentagonal rings is 1.52 Å, while the CC bond length in hexagonal 

rings is 1.38 Å. As a result, we expect weaker bond strength for the CC bonds connecting 

the ketone group to GNR in comparison with the CC bonds of the conjugated hexagonal 

structure of the GNRs (since longer bonds tend to be weaker [76]). This suggests the 

possibility of selectively removing ketone groups from the ketone GNRs in order to form 

a ketone-pristine GNR heterojunction. In our study, we were able to remove the ketone 

groups by annealing the sample to a higher temperature (above 350 °C) after the 

formation of ketone GNRs. Second suggested method is to use STM tip pulses near the 

ketone groups to remove the ketone groups. Figure 5.1e shows a BRSTM image of a 

segment of a ketone-pristine heterojunction formed through thermal processes. The image 

clearly shows two ketone groups removed from the ribbon via annealing on the right to 

form a pristine GNR segment. A simulated BRSTM image of this heterostructure is 

shown in Figure 5.1f, confirming the molecular structure.     

 The experimental electronic structure of a ketone-pristine heterojunction is shown 

in Figure 5.2. Figure 5.2a presents a ketone-pristine heterojunction created by thermally 

annealing the sample at 350 °C for 1 hour. The red dashed circles on the BRSTM image 

in Figure 5.2a indicate the positions of the ketone groups. The STM dI/dV point spectrum 

at these ketone positions (plotted in red) shows that the peak positions of the VB and CB 

are consistent with those of the pure ketone GNRs (Figure 4.10a). Similarly, the dI/dV 

spectrum at the pristine positions where ketone groups were removed (plotted in green) 

shows peak positions of the VB and CB that are consistent with those of the pristine 

GNRs (Figure 4.11). Both spectra show a peak at the energy of about –0.3 V below the 

Fermi level, which is also seen in the reference spectrum (orange) taken on bare Au(111). 

Thus, we can assign this peak as a background peak due to the Au(111) surface state. 

Comparing the energy alignment between the VB and CB on different segments of a 

ketone-pristine heterojunction are able to determine that it is a type II heterojunction. 

Using a Gaussian fit, the positions of the VB (peak 1) and CB (peak 2) of the ketone-

pristine heterojunction are at the energy of –0.85 ± 0.02 eV and 1.39 ± 0.02 eV, 

respectively.  
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Figure 5.2: (a), BRSTM image of a ketone-pristine heterojunction (Vs = 40 mV, It = 10 

pA, Vac = 20 mV, f = 401 Hz). The red dashed rings indicate the position of ketone 

functional groups. (b), STM dI/dV spectroscopic measurement of the pristine-chevron 

heterojunction shown in (a). (d), dI/dV spectroscopic measurement along the edge of the 

heterojunction shown in (c) (blue dashed line).  Band bending occurs over a distance of 

about 0.6 nm. A CB offset of ~0.30 eV leads to an effective field of 5x10
8
 V/m across the 

interface. 

 In order to visualize the band alignment of the heterojunction, we performed 

dI/dV point spectroscopy measurements along the edge of the ketone-pristine 

heterojunction (dashed blue line in Figure 5.2c). Figure 5.2d shows the measured LDOS 

along the edge of the junction. The energy of the CB begins increasing sharply at the 

position of the first removed ketone group, indicating an atomically sharp interface 

region. Band bending occurs over a distance of about 0.6 nm. Over this narrow interface 

region, a CB band offset of ~0.30 eV leads to a huge effective field of 5x10
8
 V/m across 

the interface, which is two orders of magnitude higher than the effective fields of 

traditional semiconductor p-n junctions [108]. Thus, there are promising electronic device 

applications for these ketone-pristine heterojunctions [108]. 
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Figure 5.3: (a), BRSTM image of a ketone-pristine heterojunction (Vs = 40 mV, It = 10 

pA, Vac = 20 mV, f = 401 Hz). The red dashed rings indicate the positions of ketone 

groups. (b),(c) Experimental STM dI/dV maps of a pristine-chevron heterojunction 

recorded at the energy of spectroscopic peaks 1 and 2 in Figure 5.2b (Vac = 20 mV, f = 

401 Hz). (d), A unit cell resembling the same structure as experiment. (e),(f), Calculated 

LDOS maps of the CB and the VB at a constant height of 4 Å. 

 Figure 5.3a-c shows a BRSTM image (red dashed circles indicate the ketone 

positions) together with dI/dV maps of the same ketone-pristine GNR heterojunction as 

shown in Figure 5.2. dI/dV maps taken at the energies of the CB (state 1, 1.35 eV) 

(Figure 5.3b) and VB (state 2, –0.83 eV) (Figure 5.3c) of the heterojunction show 

alternation in LDOS intensity at the ketone segments and pristine segments, respectively. 
The LDOS pattern localized on the ketone segments at the energy of state 1 is the same as 

seen for the pure ketone GNR CB (Figure 4.10). Similarly, the LDOS pattern localized on 

the pristine segments at the energy of state 2 is the same as seen for the fully pristine 

GNR VB. This suggests a localization of the density of states in the different GNR 

regions and an absence of interference or hybridization between the ketone and pristine 

segments of the heterojunction. DFT calculations for the exact same structure (unit cell is 

shown in Figure 5.3d) allow us to compare the experiment to the theoretical CB LDOS 

(Figure 5.3e) and VB LDOS (Figure 5.f). We observe excellent agreement between the 

experimental dI/dV maps in Figure 5.3b,c with the theoretical LDOS maps in Figure 5e,f. 
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5.4 Summary 

In conclusion, we have successfully fabricated an atomically sharp type II ketone-pristine 

GNR heterojunction with a band gap engineered by ketone functional groups. The 

electronic and structural properties of heterojunctions are characterized with scanning 

tunneling microscopy and spectroscopy (STM & STS) and chemical bond-resolved STM 

(BRSTM), respectively. First principle calculations are provided to strongly support our 

findings.     
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Chapter 6 : Photoswitching of 

Azobenzene on BN/Cu(111) 

 One of the ultimate goals of this research is to incorporate an optical functionality 

into our GNRs. From a bottom-up synthesis perspective, this could be accomplished by 

introducing covalently bonded ligands in the GNR that directly provide such 

functionality. One such potential ligand is azobenzene, a small molecule with well-known 

optical activity. Although we have not yet incorporate azobenzene into GNRs, this 

chapter describes our preliminary explorations of the behavior of azobenzene on surface 

that might allow observation of local molecular optical activity, 

6.1 Introduction 

 

Figure 6.1: Photo-isomerization of an azobenzene molecule when illuminating with light. 

 Azobenzene molecules (C6H5N=NH5C6) is part of a novel class of molecular 

structures that can switch between two isomer states by photoexcitation [109–114]. This 

interesting property makes them a potential candidate for future opto-mechanical devices 

such as light-powered nanomachines [115,116], molecular electronics [116–118], and 

biochemical elements [109,117,119]. When irradiated by ultraviolet (UV) and visible 

light, azobenzene molecules reversibly switch between the trans and cis states (see 

Figure 6.1) [10,120]. However, in order to use this molecule for device applications, it is 

important to be able to study the molecule on a substrate [121,122]. Indeed, the substrate 

has a strong influence on the photo-switching properties of the molecules compared with 

gas- and solution-based environments [10,123,124]. This has been shown in previous 

studies with several different techniques such as electron energy loss spectroscopy [125], 

Raman spectroscopy [126,127], two-photon photoemission spectroscopy [128,129], and 

scanning tunneling microscopy (STM) [123,130–135]. Studies of azobenzene 

photoswitching so far have been conducted on metal surfaces such as Au(111) 

[10,113,133,135–138] and on the semiconductor surface GaAs(110) [123]. It has been 

found that bonding of the molecules to the surface often prevents photoswitching due to 

the reduction of the degrees of freedom in addition to hybridization of azobenzene states 

with surface states [10,77–80,134]. Consequently, successful photoswitching of 
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azobenzene molecules on these surfaces has only been accomplished by functionalizing 

the molecules to decouple them from the surface [10,136].  

 In this chapter, we describe an STM study of molecular photomechanical 

switching of pristine azobenzene molecules adsorbed on an insulating monolayer of 

CVD-grown boron nitride (BN) on Cu(111) [139,140]. This substrate was chosen because 

BN is insulating and will therefore reduce the coupling of the molecules to the substrate 

[141–144]. Molecules were deposited on the BN/Cu(111) at low temperature to form self-

assembled islands. Upon exposure to UV radiation (λ = 375 nm) azobenzene islands on 

BN/Cu(111) did exhibit structural changes. However, the light-induced switching 

efficiency was not as high as those reported for azobenzene derivatives on other 

substrates such as Au(111) and GaAs(110) [123,137]. In order to increase the switching 

efficiency, we have explored using surface plasmon resonances to enhance the local field 

near the molecules [145–149]. Gold nanoislands were patterned on BN/Cu(111) through 

UHV deposition [150–152]. Due to the Moiré pattern of BN/Cu(111), gold deposited on 

the surface aggregates in specific regions of the Moiré pattern to form a periodic pattern 

[150–152]. Here we describe this work in greater details. 

6.2 CVD growth of boron nitride (BN) on Cu(111) 

 

Figure 6.2: The typical STM images of the Moiré pattern of BN on Cu(111) scanning at 

different bias (a) (Vs = 4.2 V, It = 100 pA), (b) (Vs = 0.5 V, It = 40 pA).  

 The BN monolayer was grown on the Cu(111) crystal using a chemical vapor 

deposition method from borazine (HBNH)3 precursors in a UHV system as shown in 

appendix A [139,140]. A Cu(111) single crystal was used as a substrate and cleaned by 

standard Ar
+
 sputtering/annealing cycles. The borazine precursors were introduced into 
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the chamber through a leak valve while the Cu(111) substrate was kept at a temperature 

of about 800 °C. The typical images of BN/Cu(111) are seen in Figure 6.2. Scanning the 

surface at a high bias of 4.2 V, we are able to see the Moiré pattern of BN on a Cu(111) 

surface (Figure 6.2a) [139]. The periodicity of the observed Moiré pattern can vary from 

5 nm to 14 nm, consistent with a previous report [139]. The higher the substrate 

temperature during growth, the larger the domain size of the Moiré patterns [139]. 

Scanning at a low bias of 0.5 V, defects on the Cu(111) surface underneath the BN can be 

observed (Figure 6.2b). 

6.3 Photoswitching of Azobenezene on BN/Cu(111). 

 

Figure 6.3: STM topographic images of self-assembled azobenzene molecules on the 

BN/Cu(111) (Vs = –1.4 V, It = 20 pA). The chemical structure of an azobenzene molecule 

is shown in the inset. 

 Azobenzene molecules were deposited onto a BN/Cu(111) surface through a leak 

valve between the molecule source and preparation chamber [77,113]. The molecules in 

powder form are contained in a sealed glass tube. In order to get a high purity of 

azobenzene vapor, the sealed tube is passed through several pump and purge cycles. We 

find it is important to precool the BN/Cu(111) substrate in the STM chamber at 13 K 

[153] before depositing the molecules. The sample is then taken out into the preparation 

chamber and left on the manipulator facing toward the molecular source for a few 

minutes. During the deposition, the leak valve was controlled to maintain the pressure in 

the preparation chamber at about ~10
-9 

torr. After deposition, the sample was transferred 

into the STM chamber and cooled down to 13 K before scanning. Likely due to small 
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interaction between azobenzene molecules and the BN surface, these molecules seem to 

be very mobile on the surface. It was not possible to get stable STM images of the 

molecules on BN at positive sample biases. However, STM images at negative biases 

were more stable and were best at about –1.4 V. A typical image of azobenzene molecules 

on BN/Cu(111) is shown in Figure 6.3. The molecules in the trans state are self-

assembled in a close packed structure [77,113].  

 Figure 6.4 shows the dI/dV spectroscopic measurement on molecules at different 

regions (hollow and valley) on the Moiré pattern of BN/Cu(111). Due to a variation of 

local work function at different regions [141], we observed the highest occupied 

molecular orbital (HOMO) peak at different energies in the Moiré pattern (–1.4 eV at 

Moiré hollow positions and –1.22 eV at Moiré valley positions). This energy level of the 

HOMO is comparable with measuremenst in a previous study of azobenzene on Au(111) 

[138]. In addition, the fact that the HOMO energy level of azobenzene molecules lies 

between –1.4 eV and –1.2 eV explains why a sample bias of -1.4V provides the best 

image contrast. At this bias, the electrons from the HOMO of the molecules can tunnel 

into unoccupied states of the tip. 

 

Figure 6.4: STM dI/dV spectra of azobenzene recorded on the hollow (blue) and valley 

(red) of the Moiré pattern of BN/Cu(111) (hollow: blue, valley: red). Crosses in the 

topographic STM image (inset) indicate the positions of recorded spectra (Vs = –1.4 V, It 

= 30 pA).  

 To study the photo-switching of azobenzene on BN/Cu(111), the surface was 

illuminated using a UV laser with a wavelength of 375 nm [10,123,133,135]. The same 

spots were always checked before and after illumination.  
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Figure 6.5: The STM topographic images of azobenzene on BN/Cu(111) taken at the 

same place before and after shining UV light (tip is kept 50 nm away from the surface 

during illumination). Scanning parameters are Vs = –1.4 V, It = 30 pA.  

 Figure 6.5 shows STM topographic images before and after shining a UV laser on 

azobenzene/BN/Cu(111) for 3 hours. The tip was left close to the surface during the 

illumination. The red circles identify switched molecules on the surface after shining.  

 

Figure 6.6: Zoom-in STM topographic image on switched molecules after shining UV 

light (Vs = –1.4 V, It = 30 pA). Inset image is a cross section above a switched molecule.  
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 In order to the better understand the switched molecules that appear after shining 

light, we took a closer look as shown in Figure 6.6. The inset presents a cross-section of a 

switched molecule. The height and width are comparable with the size of a single 

azobenzene molecule which indicates that the switched molecules are lying on top of 

molecular islands. In addition, there are more dark holes on the molecular islands after 

shining UV light.  

 Due to these observations, we propose a process whereby azobenzene molecules 

absorb light and transform from trans to cis states and then hop onto the second layer. 

The reason for this is that the switched molecules in the cis state do not fit the self-

assembled monolayer structure and therefore increased strain that makes it energetically 

favorable for them to pop up on top of the molecular islands and leave behind a dark 

hole. 

 To avoid the possibility of a shadowing of the surface by the tip, we also 

illuminated the molecules on BN/Cu(111) when the tip was retracted far from the surface. 

Figure 6.7 present an STM image at the same spot before and after 0.5 hours of light 

exposure. Here we are able to see more switched molecules on the surface that are very 

interactive with the STM tip during scanning. They sometimes disappear after one scan. 

This behavior can be attributed to the small binding energy of switched molecules to the 

underlying island, allowing them to easily jump to the STM tip during scanning. 

 

Figure 6.7: The STM topographic images of azobenzene on BN/Cu(111) taken at the 

same places before and after shining UV light. The tip was fully withdrawn far away 

from the surface when shining light. Scanning parameters are Vs = –1.4 V, It = 30 pA.  

 Figure 6.8 presents the change in the structure of azobenzene molecular islands 

after shinning UV light for 7 hours. We observe many more switched molecules after 
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shining light for this long period. However, the surface is very unstable which we believe 

is due to the large quantity of switched molecules on top of the islands. 

 

Figure 6.8: The STM topographic images of azobenzene on BN/Cu(111) taken at the 

same places before and after shining UV light. The tip was fully withdrawn far away 

from the surface when shining light. Scanning parameters are Vs = –1.4 V, It = 30 pA.  

6.4 Growth of gold clusters on BN/Cu(111) 

 

Figure 6.9: The typical STM image of the Moiré pattern of Au submonolayer on Cu(111) 

after deposition 1 mins (Vs = 0.5 V, It =20 pA). 
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 In order to increase the photo-switching efficiency as well as control molecular 

photoswitching at the molecular scale, we attempted to utilize field enhancement due to 

the local surface plasmon resonance of nanoparticles [126,145–149]. The idea here is to 

decorate BN/Cu(111) surface with gold islands by using evaporating gold into the UHV 

system. A gold evaporator was first tested using a Quartz Crystal Microbalance (QCM) in 

a test chamber. The sublimation rate was then re-calibrated again after mounting the 

evaporator onto the preparation chamber and depositing gold onto a clean Cu(111) 

surface. Due to the mismatch of lattice constant between gold and copper, we can clearly 

see the Moiré pattern created by the submonolayer of gold on Cu(111) (Figure 6.9) .  

 Gold was then deposited onto a BN/Cu(111) substrate held at room temperature. 

Figure 6.10a shows an STM topographic image of Au islands on BN/Cu(111) [150,152]. 

The gold clusters typically stay within the Moiré pattern on BN/Cu(111) [150,152]. This 

can be explained by an attractive dipole field created in the Moiré pattern of BN on 

Cu(111) [150]. Figure 6.10b shows the cross section across a single gold island. The 

diameter and the height of gold clusters are between 6 nm to 10 nm and 0.7 nm to 1.2 nm 

respectively. Future plans involve using these gold clusters on BN/Cu(111) as a substrate 

for depositing azobenzene molecules. Upon illuminating with UV light, we expect the 

local field around gold clusters to be higher, thus increasing the switching efficiency of 

azobenzene molecules.  

 

Figure 6.10: (a) The typical STM topographic image of Au clusters on BN/Cu(111) after 

deposition in 1 mins (Vs = 4 V, It = 40 pA). (b) The line cross of the image in (a). 

6.5 Summary 

 We have performed a preliminary study on the photoswitching properties of 

azobenzene on an insulating BN monolayer on Cu(111). We find that the molecules are 
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very mobile on the BN/Cu(111) surface, but appear to be self-assembled in close-packed 

islands in STM topographic images when scanning at negative bias. Upon UV 

illumination, the molecules undergo a photoswitching process which we believe is related 

to trans-cis photoisomerization. However, future investigation must be done to fully 

understand the switching properties. We propose that gold islands deposited on 

BN/Cu(111) can be used to enhance azobenzene switching efficiency through a local 

surface plasmon resonance.  
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Appendix A: Growth of Boron Nitride on 

Cu(111) 

 

 

Figure A.1: A diagram of BN growth setup using borazine liquid source in home-built 

VTSTM. 

A.1 Clean borazine lines 

1. BV, LV, VV, OPV are closed, and PV is open 

2. Start the oil pump for 2 minutes, then open OPV for pumping down the borazine 

lines in 5 minutes to reach the base pressure of oil pump (~ 10-2 torr) 

3. Close OPV, and vent the borazine line with nitrogen gas through VV, then close 

VV 

4. Open OPV to pump the borazine line again 

5. Repeat steps 3&4 for 6 times 

6. Turn on the turbo pump to pump the borazine lines until pressure down below 10-

6 torr (at least 3 hour pumping) 



82 

 

A.2 Prepare the clean borazine vapor source in the line 

1. Fill liquid nitrogen into the LNC to freeze the borazine liquid in the borazine glass 

tube 

2. Slowly open BV to pump residue in the glass tube. It is important to open slowly 

so as not to overload the turbopump. 

3. When borazine starts melting (pressure in the turbo pump at high 10-4 torr), close 

PV  

4. Repeat steps 1-3, 3 times 

A.3 Growth of BN on Cu(111) 

1. The main turbo pump in the Preparation is on. Turn off the ion pump 

2. Clean Cu(111) by sputtering/annealing cycles 

3. Maintain the Cu(111) crystal at 840 °C which is equivalent to emission current is 

about 47-52 mA and high voltage of 800 V. 

4. Slowly open the leak valve for leaking borazine into the Preparation chamber 

until the pressure is 10-6 torr. Keep correcting the cold cathode filament current 

when opening/closing the leak valve to maintain a the constant emission current 

(variation is less than 5 mA) 

5. Maintain that pressure for 10 min then close the leak valve. Adjust filament 

current in the cold cathode to maintain a constant emission current as the pressure 

decreases. 

6. When the pressure in the Prep chamber reduces to about 5x10-8 torr (after 2-3 

mins), slowly reduce the cold cathode filament current and stop the heating 

7. Turn ion pump back on 

8. Wait for sample to cool for 30 mins before transferring sample into STM for 

scanning 
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Appendix B: Fabrication AFM qPlus 

sensor using Ga
+
 focused ion beam (FIB) 

milling  

 This appendix provides details about the procedures for fibbing a qPlus AFM 

sensor without using chemical etching to sharpen the tip [154–156]. 

B.1 Procedures 

1. A tungsten tip wire (1 mil) is cut into small pieces with a length of ~1 nm.  

2. Silver epoxy is used to glue the W tip wire onto a tuning fork that is attached to a 

tip base in order to make an AFM qPlus sensor (Figure B.1a). 

3. Check Q factor of the qPlus sensor to make sure of good resonance (A good Q 

factor at the ambient condition is about 400). 

4. The qPlus sensor is mounted in an adapter for the Ga+ FIB system. 

5. Cut the tip with fib parameters of 30kV and 65 nA in order to obtain the desired 

length (about 0.2 -0.3 mm). This takes about 5 mins. 

6. Use fib parameters of 30kV and 65 nA to cut 4 sides of the tip to define the shape 

of the tip (Figure B.2). This takes about 1 hour. 

7. Use fib parameters of 30 kV and 0.5 nA to sharpen the top end of the tip, 

continually reducing the current down to 30 pA in order to sharpen the tip more 

finely (Figure B.3).  
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Figure B.1: The SEM images of the tip mounted on tuning fork before (a) and after 

shortening (b). 

 

 

Figure B.2: The overview SEM images of the shorten tip after fibbing. 
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Figure B.3: The zoom-in SEM images of the tip shape after fibbing. 
 




