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Abstract

Representing and reasoning about goal-directed
actions 1s necessary in order for autonomous
agents to act in or understand the commonsense
world. This paper provides a formal theory of in-
tentional action based on Bratman'’s characteriza-
tion of intention [Bratman, 1987, Bratman, 1990).
Our formalization profits from the the formaliza-
tion of Bratman'’s theory developed by Cohen and
Levesque [1990a, I990bi,. We review their formal-
1zation and illustrate its weaknesses. Using Allen’s
temporal logic [Allen, 1984] , we construct a for-
malization that satisfies Bratman’s desiderata for
an acceptable theory of intentional action. We in-
troduce a characterization of success and failure of
intentional action and show that our richer theory
of time allows us to formalize more complex inten-
tional actions, particularly those with deadlines.
Finally, we argue that the use of a syntactic theory
of belief allows us to accommodate a more descrip-
tive theory of intentional action by fallible agents.
Our work has relevance to multi-agent planning,
speech-act processing and narrative understand-
ing. We are using this theory to representing the
content of narratives and to constructing and un-
derstanding description-based communication.

Introduction

This paper provides a formal theory of intentional ac-
tion within a temporal logic. Autonomous systems act-
ing in a commensense world need to be able to under-
stand goal-directed actions. This ability is necessary
for applications like multi-agent planning, speech-act
processing and narrative understanding. In particular,
our systems must be able to recognize the successes
and failures of intentional actions and the ramifications
of these outcomes. In this paper we present a formal
theory of intentional action to meet these goals.

Our formalization is based on Bratman’s character-
ization of intention [Bratman, 1987, Bratman, 1990).
Bratman argues that intention plays an important
functional role and that rationality imposes constraints
of consistency and feasibility on intentions.
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Our formalization profits from the insights de-
veloped by Cohen and Levesque [1990a, 1990b) in
their formalization of Bratman’s theory. Cohen and
Levesque (henceforth C&L) use dynamic logic [Harel,
1979) with a possible world semantics as a foundation
for their system. While C&L do a good job of formal-
izing Bratman's theory, the dynamic logic framework
has an impoverished notion of time and is severely lim-
ited in its expressiveness.

Allen [1984] has proposed a temporal logic intended
for reasoning about events described in natural lan-
guage. His logic is first-order with a semantics based on
intervals over a single time line. Allen suggests that the
logic be augmented by a quotation mechanism (syntac-
tic theory) [Haas, 1986] to handle belief and intention
contexts.

In this paper, we construct a formalization that, like
C& L’s, satisfies Bratman’s desiderata for an acceptable
theory of intentional action. We introduce a character-
ization of success and failure of intentional action. We
show that our richer theory of time allows us to for-
malize more complex intentional actions, particularly
those with deadlines. Finally, we argue that the use
of a syntactic theory of belief will allow us to accom-
modate a more descriptive theory of intentional action
by fallible agents. Thus we construct a more powerful
theory than C&L’s while avoiding the complications of
modal logic.

Intention and Action

We take as our starting point Bratman’s analysis of
intention [Bratman, 1987, Bratman, 1990]. We distill
from that analysis the following functional roles filled
by intention:

1. Intentions serve as a sort of “top level plan” for the
agent; the agent needs to determine how to carry
them out.

2. Intentions limit an agent’s further intentions to those
consistent with ones already held.

3. An intention provides an agent with an indication of
which features of the world he should “track” in or-
der to determine the success of attempt(s) to achieve
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the intention.

4. An agent is able to make predictions about the be-
havior of other agents based on what is known about
their intentions.

In addition, Bratman goes on to say that intention
should satisfy the following properties. If an agent in-
tends an action a, then:

1. The agent believes a is a feasible and applicable
means of achieving some goal p.

2. The agent does not believe it will bring about a state
in which a is no longer feasible or in which the goal
toward which a is directed is unachievable.

3. Under certain conditions, the agent believes it will
do a.

4. Agents need not intend all the expected side effects
of their intentions.

Following Bratman’s analysis, C&L[1990a, 1990b]
develop a set of constraints on rational agents such
that a robot designed according to these constraints
will conform to the following:

e It does not procrastinate forever (i.e, the robot will
act on its intentions). Note that the link is from
inteniions to actions, not from goals to actions.

o The agent is persistent in the pursuit of its goals,
subject to constraints of rationality.

o The agent drops goals when it determines that the
goal need not be achieved, whether because the goal
holds, is impossible, or the condition relative to
which the goal was adopted no longer holds.

C&L base their account on the modal predicates
believes and goal. Because C&L give a possible world
semantics to the predicate, goal applies to all those
propositions which are true in all worlds consistent
with the explicit goals of the agent. If a proposition
also is believed by the agent currently to be false, then
the propostion is an a-goal, or “achievement goal.”
Further, if an agent holds an a-goal until the proposi-
tion is true or is believed by the agent to be impossible,
then that goal is a p-goal, or persistent goal.

Intentions in C&L are p-goals of a certain form.
Specifically, an intention is a p-goal that an action will
have been done by the intending agent. The fulfillment
of such a goal is precisely the doing of the action, so
C&L are able to draw some very appealing conclusions
from their definitions.

One drawback to C&L’s reliance on the possible
worlds approach to characterize goals is that every in-
evitable future event is a persistent goal. For example,
let us consider an agent which knows that it will even-
tually die. So the agent is eventually dead in all worlds
believed. Goal worlds are a subset of believed worlds.
Ergo it is our agent’s persistent goal to die.

Another problem with C&L’s formalization of goals
is that it provides no link between the possession of

493

a goal and the performance of actions to bring that
goal about. The link between intentions and actions
in C&L is due to the definition of an intention as a per-
sistent goal the content of which is some action. But
C&L’s reductionist formalization specifies only that a
persistent goal will eventually be either (believed to be)
satisfied or (believed to be) unachievable. For example,
in their scheme, if one believes that one has success-
fully convinced another agent to help satisfy some goal
proposition P, then one believes that this helper has
a persistent goal (relative to one’s persistent goal that
P) to bring about P. From this and the reasonable,
but defeasible, assumptions that the helper is compe-
tent to observe P and doesn’t come to believe that
it is impossible for P to be true, one may conclude
that P will eventually become true. This seems like a
Good Thing, but of course one would like to be justi-
fied in assuming — all else being equal — that one’s
helper will act to provide assistance in achieving the
goal proposition. Unfortunately, a “helper” who sim-
ply waited while one achieved the goal oneself would
satisfy C&L’s specifications.

Allen’s Temporal Logic

We base our formalization on Allen’s logic of action
and time [Allen, 1984).! Allen’s logic is an interval-
based first-order system whose ontology contains enti-
ties (objects and agents), properties and events, and
quoted logical expressions. The temporal intervals of
Allen’s logic are intervals over a dense time line, and
Allen provides relations to represent orderings between
them. Events and properties denote sets of inter-
vals: those over which events OCCUR and those over
which properties HOLD, respectively. Typically, one
describes event and property types, using predicate cal-
culus functions. For example, (falls fred) denotes
the set of intervals over which it OCCURs that Fred
falls; (on blocka blockb) denotes the set of intervals
when it HOLDs that block a is on block b.

Since Allen’s logic is first-order, agents’ beliefs are
represented syntactically, as quoted strings. We feel
that syntactic theories provide a more appealing model
of belief for Al First, the syntactic model of belief is
also the strong Al model of intelligence: that reasoning
can be represented in terms of symbolic manipulation.
Furthermore, the syntactic theory offers us a way of
avoiding the problem of consequential closure which
plagues modal theories. We can write axioms which
describe limited inferencing processes (see [Haas, 1986]
for an example). Finally, whenever possible, we prefer
to remain within the simpler first-order framework.

Notational conventions: In the following, we use
a lisp-like, prefix notation for the predicate calculus.
For the sake of brevity, we omit universal quantifiers;
unbound variables should be assumed to be universally

' A very similar logic is provided by McDermott [1982]



quantified. We also use typed variables in an informal
way: variable names indicate specific types of entities
as described in Figure 1. In order to make the descrip-
tion of quoted expressions less cumbersome, we assume
a backquote, or quasiquote operator which acts as its
equivalent in Lisp. We also assume that all agents re-
fer to themselves using the constant self, and refer to
the present using the constant now.

a,b action terms of the form (acause z e), where z
is an agent and e is an event term as described by
Allen in [1984]. Note that actions are a subclass of
events.

e,f event terms

P,q strings denoting goal propositions.
s,t time intervals

X agents

s, symbols

Figure 1: Types denoted by variable letters

Goals

A theory of intentional actions is necessarily a theory
of goal-directed actions. Thus goals are a central com-
ponent of a theory of intention. We argue that for an
agent to have a goal is to have in mind a proposition
about the world that it would like to make true. Ac-
cordingly, we argue that a statement describing a goal
must minimally contain a HOLDS predication: goals
must be directed towards the establishment of a flu-
ent (changeable property). For the sake of simplicity,
we do not allow events to be goals. Finally, we would
like to be able to represent constraints on the time at
which a state of affairs is to hold, in order to reason
about deadlines, etc. This can be achieved by conjoin-
ing HOLDS predications with temporal constraints.

Accordingly, we provide a goal predicate of three
arguments:

(goal z p )

where z is a term denoting an agent, p is a quoted
expression containing at least one HOLDS predication
and 1 is a term denoting the interval over which p is
held by z as a goal.

Note that our treatment of goals is very different
from that of Allen (see [1984, p. 145]). Allen’s goal
predicate is to be used in expressions of the following
form:

(is-goal-of agent goal gtime 1)

which states that agent would like to make the prop-
erty goal HOLD at time giime. t is the interval over
which the agent has this goal.

We wish to stress that for Allen a goal is a property
rather than a string describing a state of affairs. There
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are two problems that arise when such a representation
is used. First, there is a problem with Leibniz’s law
(referential transparency): since a property denotes a
set of intervals, we must be able to substitute for one
goal another property expression which is true over
the same intervals. In particular, all properties which
never hold are the same. Davis(1990, p. 414] gives a
similar critique.

Second, the logic is unable to represent vague goals:
this problem arises because we are unable to quantify
in the expression describing a goal. Therefore, we are
unable to formulate simple desires like “I want to own
a red car someday.” The best one can do in Allen’s
logic is

(exists x gt (goal me (AND (owns me x)

(red-car x))
gt now))

which says that there is some time and some red car
which I want to own. The difficulty with this formal-
ization is that two meanings are possible: (1) the agent
wants some car at some time, but doesn’t know which
car or exactly when, or (2) the agent knows exactly
which car he wants and when, but we don'’t.

Our goal representation is also more expressive than
C&L’s scheme. C&L’s goals are restricted to achieve-
ment goals: an agent is described as wanting to bring
about a state of affairs, which is not the case at present,
at some indefinite time in the future. As a consequence
of their use of dynamic logic, it is impossible for them
to express either deadlines for goals or establishment
times (times before which it is too soon). Furthermore,
they regard it as illegitimate for an agent to have as its
goal some state in the future which holds now. This
would make it impossible for the owner of a pennant-
winning ball club to intend to win the pennant next
year.

We axiomatize the following constraints on goals:

¢ if pis an agent’s goal at time ¢, then not p is not the
agent’s goal over the same interval.

e for any goal an agent has, there is a future interval
when the proposition will no longer be the agent’s
goal; i.e., all goals are eventually dropped.

e goals are believed possible; that is, if an agent has a
proposition as a goal, then it believes there is some
action it can do which will bring about the desired
state of affairs.

Based on the system outlined, we can formulate as
shown in Figure 2 the goal of a robot meeting his boss
with a cocktail at the train station. This captures the
condition that the robot get to the train station before
his boss arrives. We wish to emphasize that goals with
time constraints cannot even be formulated in C&L'’s
system, unless we assume a clocked world in which
all actions take the same amount of time. However,
time-constrained goals arise so frequently that we felt
ourselves compelled to provide a framework allowing
for them.



(goal robot ‘(and (holds (and (loc self station)
(holding self cocktail))

boss-arrival-time)

(occurs (arrives boss) boss-arrival-time))

now)

Figure 2: Example goal

Persistence

Intentions acquire their strength as organizers of our
practical action by virtue of their persistence. They
would serve no purpose if they were taken up and
dropped at whim. Accordingly, an important trait of
a goal is how persistent it is. C&L anchor their discus-
sion of intentions around the distinction between per-
sistent goals, which are dropped only when the agent
has either achieved them or come to believe them im-
possible of achievement, and relativized goals. A rela-
tivized goal may, for example, be dropped when a plan
of which it is part, comes to be seen as infeasible.
The predicate p-goal is given in Definition 1. It
is a predicate taking the same arguments as goal. It
makes explicit what will be true when the agent gives
up the goal: the agent will either believe the goal holds
or that it is impossible. In addition to capturing the

essence of C&L’s definition, we also require that agents.

be willing to commit to some plan of action to achieve
their goals. Although this is a weak criterion, we con-
sider it important to establish a link between an agent’s
persistent goals and that agent’s future actions.

The “fanatical” commitment captured by p-goal is
weakened by introducing relativizing conditions, which
may be a higher level goal or some belief about the
world held by the agent. Relativized goals may be used
for purposes like capturing relationships between goals
and sub-goals, conditions under which a plan is appro-
priate and coordinating actions of cooperative agents.
Due to space limitations, the definition of p-r-goal is
omitted.

In order for a reasoning agent to make full use of the
system we have presented thus far, they need both pos-
itive and negative goal introspection. Consistency of
goals requires that agents know what their goals are.
Furthermore, agents must know which goals depend
on relativizing conditions so that should belief in these
conditions cease, the goal can be dropped. Davis[1990,
p. 415] provides an axiomatization of goal introspec-
tion.

Intended Actions

Bratman describes intentions as corresponding to the
mental attitude of having a plan. Thus while the con-
tent of an intention may be thought of as a plan in
the conventional Al sense of a “recipe for action,” the
intention per se is analagous to the “complex mental
attitude” described by Pollack [1990].
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In Definition 2, we specify the predicate intend,
which takes as arguments an agent, an action term,
an interval within which the action is intended to be
done, and an interval over which the agent maintains
the intention. Intend depends on two predicates the
definitions of which are omitted here for space reasons.
Feasible is true of an action term and an interval
when all the preconditions of the action are either true
or possible during the interval. Applicable is true of
an action term, the time of the action’s occurrence, a
goal, and a bounding interval if the occurrence of the
action within the bounding interval either (1) implies
the goal proposition, or (2) generates an action the
occurrence of which implies the goal state.

Let us now consider the conjuncts on the right hand
side of Definition 2. The first two (marked as [a]) allow
us to refer to the agent’s name for the action and the
time within which it is intended to take place. The in-
tention is directed toward some goal ([b]).? The state
of having the intention is initiated by the event of com-
mitting to do the action ([¢]). In order for the inten-
tion to be rational, we additionally require: [d] that
the agent not believe that the action is already done;
that the agent believe that the action is possible, and;
[f] that the agent believes that the action will serve to
achieve a goal.

As intend depends on the definition of p-goal, we
analogously define relative intentions which depend on
relativized goals.

Any theory of intention must distinguish between
intended and unintended side effects. Bratman argues
that the characteristic feature of an unintended side
effect is that, should circumstances shift such that the
action does not in fact cause the effect, the agent does
not view this as a failure and does not replan. Even
if, before performing the action, the agent comes to
believe that a previously expected side-effect will not
occur, he does not replan.

Success and Failure

One use of a theory of intention is that it lends pre-
dictability to the actions of rational agents. This in
turn gives them a foundation from which to reason
about the goals and intentions of other agents. Obser-
vations may be made of an agent’s actions which allow
conclusions regarding that agent’s success or failure

ZNote that this does not preclude actions serving more
than one purpose.



Definition 1 (p-goal) Persistent goals. An agent x has a persisient goal p at time t iff (1) p is a goal, (2) the
agent believes 1hat eventually he will commit to some action o bring it about that the goal holds, and (3) the agent
does not abandon the goal unless he comes to believe either that p holds or that it will never hold.

(iff (p-goal z p 1)
(exists s, s m (and (goal z p 1)

(bel r ‘(exists ,s; ,s2 ,m
(and (future ,s; mow)
(occur (commit-to self ,p ,m ,s;) ,s52))) 1)

(implies (future s t)
(or (p-goal z p s)
(exists s’ (and (future s’ 1)

(or (bel z p &)

(bel r ‘(not (possible ,p)) 5')))))))))

Definition 2 (Intend) Intentions regarding actions, absoluie. An action is inlended if the agent belicves the
action feasible and applicable 1o a p-goal and has commilied to that way of making the goal true.

(iff (intend raatt)
(exists s; s 83 54 pm
(and (= (name-for z a) m) |[a]
(= (name-for z at) s,)

(p-goal z p 1) [b)

(occur (commit-to z p m s3) s1) [c]

(starts s; 1)

(bel z ‘(not (exists ,s3 (and (occur ,m ,s3)
(in ,83 ,82)
(< (endpoint ,s3) now))) 1)) [d]
(bel z ‘(and (feasible ,m ,s;) [e]
(forall ,sy (applicable ,m ,sq4 ,p ,52))) 1)))) [f]

and thus guide predictions about what future course
the agent is likely to pursue. Such predictions provide
a context within which to interpret the agent’s future
actions.

With respect to predicting success, consider that, by
definition, a persistent goal is not dropped unless the
agent believes one of two alternatives: that the goal
has been met or that it is impossible. By our axiom of
limited persistence of goals, we can conclude that an
agent will eventually believe one of these alternatives.
If it is further assumed that a competent agent never
comes to believe that his persistent goal is impossible,
then one may conclude the goal is eventually met.

In order to make sense of action sequences, we must
recognize when an intention has failed. Informally, we
say a failure has occurred when an agent maintains a
goal-directed intention after having attempted to bring
about his goal state. It follows from the definition of
intend that an intention will only be given up under
one of the following four circumstances:

1. the agent ceases to believe that the action will meet
its goal;

2. the agent comes to believe that the action cannot be
done (e.g., the agent misses its deadline);
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3. the goal is met;
4. the action is performed.

For example, if an agent intends to perform a, per-
forms some action, but does not believe the action he
performed was, in fact, a (i.e., he believes he failed to
perform a), then the original intention remains. Our
formalization thus provides a certain weak, nonmono-
tonic inference about an agent’s willingness to act given
his current beliefs and goals. This ability to connect ac-
tions to goals allows us to subdivide action sequences
according to the goals served. In previous work, we
outlined how this interpretation of actions might serve
in a formalization of story grammars [Lang and Gold-
man, 1992]. We are extending that work by using the
theory of intention described here as a foundation for
formalizing a grammar for narratives. This applica-
tion is intended both as a step in our ongoing research
in NLP and as a way of assessing the representational
adequacy of the logical framework.

Discussion

Although we are indebted to C&L for their insights
into a formal theory of intention, our theory allows
a wider variety of possible goals without sacrificing



C&L’s key results. Achieving the same predictions
about the persistence of intentions and goals presented
difficulties because C&L’s proofs relied on the partic-
ular restricted class of goals they treat. In order to
create a definition of intended action providing use-
ful predictions, we required that there be an event in
which agents committed to intended actions. We be-
lieve that this is not only a theoretical convenience,
but also captures an important intuition about prior
intentions.

We also feel that basing our theory of intention on a
quotational representation of beliefs holds the promise
of its extension to more complex models of belief. In
particular, unlike modal logics, syntactic theories allow
for the possibility of sets of agents whose models of the
world differ not only on the properties of objects, but
on the domain itself [Maida, 1992).

Allen treats intentional action in [Allen, 1984). How-
ever, Allen’s discussion is primarily a demonstration
that his logic is expressive enough for discussion of in-
tentions. Rather than a general theory of intentions, he
provides examples of the formalization of intentions in
particular cases. Little is said about the causal role of
intentions in general. Allen discusses an important as-
pect missing from our theory: the achievement of goals
by inaction as well as action. One can often bring
about a goal state by failing to do an action one might
do “by default.” We do not yet know how to analyze
this situation.

Our theory captures the intuition that agents are
willing to act to bring about their goals. Although
we would have liked to say something stronger about
an agent’s actions based on his goals, we believe we’ve
said as much as possible without introducing the com-
plications counterfactuals would bring into the logic.

We are pursuing applications of this theory to rep-
resenting the content of narratives and to constructing
and understanding description-based communication.
These applications require us to consider agents having
different world models (separate ontologies). We are
also working to incorporate recent refinements of the
logic of time into our treatment of intentions [Freksa,
1992, Galton, 1990, Ladkin, 1987].
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