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ABSTRACT: Estimated historical exposures and serum concentrations of
perfluorooctanoic acid (PFOA) have been extensively used in epidemiologic
studies that examined associations between PFOA exposures and adverse health
outcomes among residents in highly exposed areas in the Mid-Ohio Valley.
Using measured serum PFOA levels in 2005−2006, we applied two calibration
methods to these retrospective exposure predictions: (1) multiplicative
calibration and (2) Bayesian pharmacokinetic calibration with larger adjust-
ments to more recent exposure estimates and smaller adjustments to exposure
estimates for years farther in the past. We conducted simulation studies of
various hypothetical exposure scenarios and compared hypothetical true
historical intake rates with estimates based on mis-specified baseline exposure
and pharmacokinetic models to find the method with the least bias. The
Bayesian method outperformed the multiplicative method if a change to bottled
water consumption was not reported or if the half-life of PFOA was mis-
specified. On the other hand, the multiplicative method outperformed the Bayesian method if actual tap water consumption rates
were systematically overestimated. If tap water consumption rates gradually decreased over time because of substitution with
bottled water or other liquids, neither method clearly outperformed another. Calibration of retrospective exposure estimates
using recently collected biomarkers may help reduce uncertainties in environmental epidemiologic studies.

1. INTRODUCTION

Perfluorooctanoic acid (PFOA) is one of the perfluorinated
compounds commonly used as a surfactant in the manufacture
of fluoropolymers. PFOA is usually not detected in the
products of fluoropolymers.1 However, the occurrence of
PFOA is ubiquitous, having been detected worldwide in the
environmental media including air,2 soil,3,4 house dust,5

drinking water,6 and biota7 as well as human serum.8−11

Primary exposure routes to general populations are not well-
known, but the median serum PFOA level was about 4 μg/L in
most U.S. populations from 2003 to 2008.12 PFOA exposure is
a significant concern to epidemiologists, toxicologists, and
regulators due to potential adverse health effects to humans.
Although PFOA has been shown to have toxic effects in various
systems in animal studies,13−15 the health effects in humans are
still unresolved due to a limited number of epidemiological
studies (many of which are cross-sectional) and inconsistent
findings.16

People living or working in the Mid-Ohio Valley have been
exposed to PFOA through drinking water ingestion or air
inhalation released from the DuPont Washington Works
Facility in Parkersburg, West Virginia since the early 1950s.6

We recently estimated historical PFOA exposures and serum
concentrations for participants in the C8 Health Project, a
cross-sectional study that collected residential, occupational,
and medical histories and serum samples from 2005 to
2006.10,17 We linked estimated annual average PFOA
concentrations in ambient air and drinking water from Shin
et al.18 fate and transport models to each individual’s residential
history and exposure information (i.e., tap water consumption
rates and drinking water sources). Then, a one-compartment
pharmacokinetic model was applied to predict year-by-year
PFOA serum concentrations for each individual.17 Among all
participants (N = 43 449), the Spearman’s rank correlation
coefficient for predicted versus observed serum concentrations
in 2005−2006 was 0.68. Median predicted and observed serum
concentrations in 2005−2006 were 13.7 and 23.5 ppb,
respectively.18 Despite limited individual information on
historical drinking water consumption rates and drinking
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water sources (i.e., public water, private water, bottled water),
comparison of a one-time observed concentration with the
prediction in the corresponding year suggests that the predicted
serum concentrations from our integrated exposure and
pharmacokinetic model are reasonable for use in epidemiologic
studies.
A series of epidemiologic studies have been conducted to

determine a probable link between PFOA exposures and
human health outcomes, based on our retrospective serum
concentration estimation.19−26 However, because the exposures
were reconstructed based on limited data, parameters, and
imperfect models, it is likely that there is some degree of
exposure misclassification. For example, tap water consumption
rates were self-reported, may not reflect historical tap water
consumption rates, and are only available for part of the
participants. Our estimates of historical air and water PFOA
concentrations depend on fate and transport modeling with
uncertain and variable annual emissions rates, meteorological
conditions, and physicochemical properties. Moreover, the
elimination rate for PFOA may not be accurately estimated and
likely varies among our study participants over the course of
their lifetime.
The one-time serum measurements collected during 2005−

2006 allow for validation of the integrated exposure and
pharmacokinetic model but also raise the question of whether
the limited cross-sectional serum data should be used to
calibrate the retrospective exposure predictions.27−29 This study
focuses on the calibration of retrospective exposure predictions
using one recent biomarker measurement per person, applying
two different calibration methods as a sensitivity analysis. In
addition, simulation studies were conducted to compare
hypothetical true historical intake rates with estimates based
on mis-specified baseline exposure and pharmacokinetic
models. The objectives of this study are (1) to calibrate
retrospective PFOA serum concentration predictions for the
participants in the C8 Health Project using two different
calibration methods with single biomarker measurements and
(2) to determine the individual-level calibration method with
the least bias under several different scenarios using
simulations.

2. MATERIALS AND METHODS
2.1. Calibration Methods. Model predictions or parame-

ters can be calibrated in many ways. For example, multiple
(linear) regression methods have been used to optimize
exposure model parameters for a subsample of subjects with
measured exposures, and then model-based predictions are
extrapolated to larger groups of subjects with no measured
exposures.27,28,30 By way of another example, we used
multiplicative calibration to choose the organic carbon partition
coefficient (Koc) and water-district correction factors for our
fate and transport model predicted water PFOA concentrations
in this study area.18 In yet another example, Bayesian methods
including Markov chain Monte Carlo (MCMC) simulation and
the Kalman filter are common approaches to calibrating model
parameters for predictions in environmental systems.31−33

However, such group-level calibration models rely on multiple
observations per parameter, such as multiple measurements of
serum PFOA for each person or groups of people with identical
exposure characteristics. In this study, there is only a single
biomarker measurement per person, and no two people share
the same exposure characteristics due to participant-specific
exposure variables including drinking water consumption rates,

drinking water sources, and non-water PFOA exposures.
Further difficulties are posed by missing dataparticularly
the lack of self-reported drinking water consumption rates for
many study participants. Approximately 50% of participants
provided their best estimates of the total number of cups per
day.
Instead of group-level calibration, we chose two individual-

level calibration methodsmultiplicative calibration and
Bayesian pharmacokinetic calibrationin an attempt to
improve the historical exposure reconstruction and individual-
level serum estimates used in epidemiologic studies.20,21 The
first model was selected for its simplicity and identifiability with
only one serum measurement per participant. The second
model was designed to emphasize the temporal relationship
between historical PFOA exposures and 2005−2006 serum
PFOA concentrations.

2.1.1. Multiplicative Calibration. For the multiplicative
calibration of PFOA serum estimates, we computed the
multiplicative scaling factor, ϕi, for each participant i by the
following equation:

ϕ =
C

Ci
i t

i t

obs, ,

pred, , (1)

where ϕi is the calibration coefficient for a participant i, Cobs,i,t is
the observed serum concentration (μg/L) for a participant i
collected at the serum sampling year of t in either 2005 or 2006,
and Cpred,i,t is the corresponding prediction of the PFOA serum
concentration (μg/L) for a participant i at the serum sampling
year of t from baseline exposure and pharmacokinetic models.
Since we have a one-time observed serum concentration (t =
2005 or 2006), ϕi is simply multiplied by prior predicted serum
concentrations (Cpred,i,t) to make new calibrated serum
concentration predictions. This approach scales the serum
concentration predictions for each participant according to his
or her single serum PFOA concentration measurement, while
retaining the shape of time versus serum concentration curve
generated from the baseline exposure and pharmacokinetic
models.

2.1.2. Bayesian Pharmacokinetic Calibration. We also
conducted Bayesian optimization of each individual’s PFOA
intake rate over time. Because a serum half-life of PFOA in
humans is about 2−4 years11,34,35 and some participants’ water
consumption behaviors were likely changed after they became
aware of local water contamination in the early 2000s, PFOA
serum measurements during 2005−2006 would mostly reflect
exposures experienced 5 years prior to the time of measure-
ment, with recent exposure dominating. Therefore, rather than
adjusting the entire history of exposure estimates by some
constant fraction (i.e., the multiplicative calibration), our
Bayesian method uses time-dependent weights that rely on a
pharmacokinetic model, resulting in larger adjustments to more
recent exposure estimates and smaller adjustments to more
historic exposure estimates. Figure S1 in the Supporting
Information shows how the Bayesian calibration method differs
from the multiplicative calibration method.
For the Bayesian calibration of the annual PFOA exposure

estimates, we used the annual intake from the exposure model
as the prior mean and the measured 2005−2006 serum
concentration as the updating datum (i.e., likelihood). The
model for the likelihood function is a discrete-time single
compartment pharmacokinetic model, previously used for
PFOA and other contaminants.17,36,37 We assumed that
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likelihood (i.e., serum concentration at the sampling time t, Ct,
given a random vector of intake dose) follows a normal
distribution:

∑ σ σ| ∼ ∼ ′ε ε
=

C I N wI N W I( , ) ( , )t
j

m

j j
1

2 2

(2)

where Ct is the observed serum concentration at the sampling
year t (2005 or 2006), I is the m-length vector of PFOA intake
estimates Ij for year j (μg/year) of m years of life from the
exposure model, W is the m-length vector of weights wj (year/
L) reflecting the relative contribution of PFOA intake in year j
to the measured serum concentration in year t, σ2ε is the error
variance, and W′I is a vector product of the weight and intake
dose. The weights (wj) derived from the one-compartment
pharmacokinetic model are determined by the following
function:
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where k is the elimination rate constant (about 0.20 year−1)
corresponding to a half-life of 3.5 years11 and V is the age- and
gender-specific volume of distribution in liters. Assuming that V
is constant over time, the time-dependent distribution of
weights from eq 3 is shown in Supporting Information Figure
S2. We incorporated prior information on PFOA intake
estimates from the exposure model through a multivariate
normal prior:

∼ μ ΣI N ( , )m (4)

where μ is the m-length vector of year-by-year PFOA intake
estimates from the baseline exposure model, and ∑ is the m ×
m covariance matrix describing the prior uncertainty regarding
the intake estimates (see below for specification of this matrix).
The posterior distribution of the intake vector (I) given the

observed serum concentration (Ct), which is determined from
the prior and likelihood, also follows a multivariate normal
distribution with the m-length vector of intake, M, and the m ×
m covariance matrix, S:

| ∼I C N M S( , )t m (5)

where M = S′(∑−1μ + W × Ct × σε
−2) and S = (∑−1 + W × W′

× σε
−2)−1.

The posterior mean vector, M, expresses the calibrated
annual intake estimates for the participant and is used as the
expected value for the Bayesian calibration. The posterior
covariance matrix, S, expresses the uncertainty of the intake
estimates for each year and is only used as part of calculating M.
We derived the closed-form solutions of posterior mean vector
(M) and covariance matrix (S) rather than using statistical
software for Bayesian analysis such as WinBUGS because it
took too long (initial WinBUGS runs with the model described
in this article required 7 min per participant with 1000
iterations). The closed-form solutions with a multivariate
normal prior distribution are derived in the Supporting
Information. The weight (W) is larger as it is closer to the
serum sampling year. Thus, M is weighted more toward the
observed serum concentration. We also rely on a prior estimate
of σε

2, assumed here to be the square of 10% of Ct based on
quality of assurance data on the intralab coefficient of variation
for PFOA,10 and ∑, assumed here to be a matrix with all
variances (diagonals) equal to the square of 400% of μ,

reflecting a large degree of uncertainty regarding our exposure
model. We also choose off-diagonals of the prior covariance to
stipulate autocorrelation of uncertainties across years, with a
correlation of 0.75|i−j| between years i and j (e.g., the correlation
between 1999 and 2000 = 0.75 and that between 1999 and
2001 = 0.752 = 0.56). This is subjective error, reflecting a large
degree of uncertainty regarding our exposure model estimates
and a strong belief that if we mis-estimated the exposure to a
participant in any one year, then we likely mis-estimated in the
same direction for nearby years. The sensitivity of two
parameters (σε

2 and ∑) on model predictions is shown in
Figure S3. In some cases, M includes one or more negative
values; we substituted zeros for these values in order to ensure
that all annual intake estimates were non-negative. The fraction
of negative values of M varies with time and is shown in Figure
S4.

2.2. Simulation Studies. We conducted simulation studies
to examine how each calibration method performs under
particular hypothetical “true” exposure scenarios versus our
exposure model. First, we selected one typical participant who
had a drinking water source from a highly contaminated water
district at the time of serum sample (e.g., a 50 year old male)
and generated serum concentrations for this participant using
predicted intake rates from the baseline exposure model. We
call these intake rates the “guess” intake vector. Second, we
defined the “true” intake vector for any of the four
hypothesized exposure scenarios (see below), assuming that
different scenarios may have led to exposure mis-specification
in our guess intake vector. Third, we generated serum
concentrations according to that true intake vector, using our
pharmacokinetic model. Fourth, we generated multiple
simulated serum concentrations (n = 1000) by multiplying
the actual measured concentration of the selected participant in
2005−2006 by normal random errors with mean of 1 and
standard deviation of 0.1. Last, we applied different calibration
methods (i.e., multiplicative calibration and Bayesian calibra-
tion) to the guess intake vector and derived predicted 2005−
2006 serum concentrations based on that vector using our
pharmacokinetic model.
For the multiplicative calibration, we first computed the

calibration coefficient (ϕ) by dividing the mean of multiple
simulated serum concentrations from the fourth step by the
corresponding predicted serum concentration from the guess
intake vector. Then, we multiplied the calibration coefficient by
the guess intake vector. For the Bayesian calibration, we used
closed-form solutions of an intake vector described in the
model description to calibrate the intake vector. For example,
we used the guess intake vector as a prior mean vector, μ. For
covariance matrix, ∑, we used a correlation coefficient of 0.75
between variables and the square of 400% of μ. Then, we
compared their performance based on the amount of relative
bias between true intake and the mean of calibrated intake
across 1000 simulations from each method.

= | − |bias calibrated intake true intake /true intake (6)

Because drinking water was the primary source of PFOA
exposure for most of the residents in the Mid-Ohio Valley, its
related parameters (e.g., drinking water source, tap water
consumption rate) are the primary determinants of historical
exposures. Compared to infants or children or teenagers, older
participants more than 20 years of age are not likely to have
significant changes in physiologic parameters (e.g., body
weight) before the time of serum samples, and compared to
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female participants who delivered a baby before the sampling
time, male participants do not have excretion events such as
delivery and breastfeeding. Thus, we selected an older male
participant who is likely to have consumed contaminated
drinking water from a single water district over the course of his

lifetime so that we could evaluate two calibration methods only

for mis-specified information related to drinking water

ingestion and the half-life. Therefore, we created four

hypothetical exposure scenarios for the simulation studies, all

Figure 1. Intake doses (μg/year) by different scenarios for the participant in highly contaminated water districts in log10 scale. True intakes are
shown as red dotted lines, guess intakes as black dotted lines, mean calibrated intakes by multiplicative calibration as blue dotted lines, and mean
calibrated intakes by Bayesian closed-form calibration as green dotted lines. Each scenario is described in detail in the method. In scenario 1, intake
dose after 2000 was assumed to be 1 μg/year.

Figure 2. Relative bias by different scenarios for the participant in highly contaminated water districts. Biases from multiplicative calibration are
shown as black solid lines and those from Bayesian calibration are shown as blue dotted lines. Each scenario is described in detail in the method.
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based on a 50 year old male whose serum concentrations were
overpredicted compared to the measured serum concentration:
1. The participant consumed drinking water from highly

contaminated public wells throughout most of his life but
switched to bottled water in 2000 without our knowledge (i.e.,
self-reported as a public water consumer). Although partic-
ipants in the 2005−2006 C8 Health Project were asked
whether they consumed primarily public or private water,
bottled water consumption appears to have been under-
reported17 possibly due to changes in behavior after local media
began reporting on PFOA contamination of public water
supplies.
2. The participant’s actual (“true”) tap water consumption

rate was smaller than the rate we used in our model by some
constant fraction for his entire life (e.g., 50% smaller over his
entire life). Tap water consumption rates were not assessed in
the original C8 Health Project, but self-reported values are
available for some participants (about 50%) who were
recontacted in 2010−2011. When self-reported values were
lacking in our original exposure study, we used a default water
consumption rate of 1.40 L (U.S. EPA 2009).
3. The participant’s actual tap water consumption rate

decreased linearly during his life because of substitution with
bottled water or other liquids (e.g., 5% decrement every year).
Self-reported tap water consumption rates were only available
in 2010−2011 but might have been different in previous years
and may have been gradually reduced over time as bottled
water and other beverages became more popular.
4. The true serum half-life value of PFOA (e.g., 2.3 years)

was shorter than that we assumed in our exposure model (3.5
years). Although a half-life of 3.5 years was observed in a retired
occupational cohort,11 a recent study reported a 2.3 year half-
life among adult residents of various ages during the first year
after an exposure intervention.34

3. RESULTS AND DISCUSSION
3.1. Performance of Calibration Methods from

Simulation Studies. Simulation studies are routinely used
to assess the performance of statistical methods. Here we
compare the performance of two calibration methods, the
multiplicative and the Bayesian, based on the bias between
calibrated intake and true intake. A hypothetical true intake
vector, prior (“guess”) intake vector, and mean calibrated intake
vector from both the multiplicative and the Bayesian calibration
methods are shown in Figure 1 for each of the four hypothetical
scenarios. For all scenarios, the only difference in the
simulations is how the true intake vector was defined.
Figure 2 shows relative bias by different scenarios. For the

first scenario when a participant did not report that they
switched their drinking water source from a public water district
to bottled water, the bias in intake estimation from the Bayesian
calibration was almost always smaller than that from the
multiplicative calibration, except for a few years near 2003. For
the second scenario in which the tap water intake rate was
actually smaller than the standard intake rate by some constant
fraction, the bias from the multiplicative calibration was almost
always smaller than that from the Bayesian calibration. For the
third scenario in which the actual tap water consumption rate
was decreased linearly over lifetime, neither method out-
performed another throughout the entire period. For the last
scenario when the actual half-life of PFOA was shorter than
that we used in the pharmacokinetic model, the Bayesian
calibration performed better than the multiplicative calibration

for years further from the measurement time and worse for
years closer to the measurement time.
These results suggest that if our intake (guess intake)

predictions from baseline exposure and pharmacokinetic
models are inaccurate due solely to the under-reported bottled
water use rate or a mis-specified (overestimated) half-life value,
the Bayesian calibrated serum estimates would outperform the
multiplicative calibrated serum estimates. On the other hand, if
actual tap water consumption rates for each individual were
lower than the standard rates by some constant, the calibrated
predictions by the multiplicative calibration should be used in
the epidemiologic studies.

3.2. Example Applications in Epidemiologic Analyses.
Two calibration methods presented here were previously
applied in an epidemiologic analysis of 11 pregnancy and 6
birth outcomes associated with PFOA exposures.20,21 The
calibrated predictions strengthened the association (about 30%
increases) with two of the pregnancy and birth outcomes:
preterm birth <32 weeks (N = 40) and term low birth weight
(N = 99). The Bayesian calibrated predictions resulted in
increased risk of preterm birth <32 weeks compared to the
uncalibrated predictions; the adjusted odds ratio (AOR) with
continuous exposure indices was increased from 1.29 to 1.67
(95% confidence interval: 1.03, 2.70). The multiplicative
calibrated predictions resulted in increased risk of term low
birth weight compared to the uncalibrated predictions; the
AOR with continuous exposure indices increased from 1.04 to
1.33 (95% confidence interval: 1.04, 1.69). Associations
between predicted serum PFOA concentrations and most
pregnancy and birth outcomes were not statistically significant,
regardless of calibration methods.

3.3. Implications and Limitations. We calibrated
retrospective exposure predictions using two different calibra-
tion methods. Since only one serum measurement was available
per person, the accuracy of different calibration methods could
not be determined directly but could influence the results of
epidemiologic studies. Instead, simulation studies such as that
presented here can be used to determine which method results
in less bias under any particular true exposure pattern and
mechanism of mis-specification. We investigated four realistic
exposure mis-specification scenarios for this simulation study
and found that performance of one calibration method may
systemically outperform another depending on the type of
exposure mis-specification.
It is likely that the Bayesian method systematically

outperformed the multiplicative method for the cases in
which a change to bottled water use was not reported (scenario
1) or a half-life value was mis-specified (scenario 4) because the
Bayesian method calibrates differently in dif ferent years, with the
2005−2006 serum dominating the retrospective serum
estimates in closer years but the exposure model estimate
dominating the retrospective serum estimates in more distant
years. In contrast, multiplicative calibration should be more
effective when exposure factors are systematically overestimated
across all years, such as consistent overestimation of the tap
water ingestion rate (scenario 2). Consideration of the most
likely sources of exposure model mis-specification in con-
junction with our simulation results may also help researchers
determine the most appropriate method of calibration in any
particular settings.
We also note that Bayesian results may be sensitive to the

choice of prior variance and serum measurement standard
deviation, and that our choice for the prior variance was
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subjective. A smaller prior variance would place more weight on
the annual exposure estimates from the fate and transport
model and less weight on the exposure estimate implied by the
2005−2006 measured serum. Future planned work will
investigate the impacts of alternative choices for the prior
variance, including changes to the variance over time and
different correlation structure.
We only calibrated individual-level exposure predictions

although a group-level calibration is another multiplicative
calibration method that has been applied in occupational
epidemiology.28 For example, we could group people by water
districts, gender, and/or age group and find calibration
parameters to minimize the error for each group rather than
each participant. In addition, group-level parameters can be
estimated by applying different half-lives for different ages.
However, the group-level calibration could introduce some
errors by ignoring or underestimating true differences in
exposure between subjects.
One of the limitations of this study was the use of a single

serum measurement per person in calibrating historical
exposure predictions. Limited cross-sectional serum data with
measurement errors are a source of uncertainty in model
calibration not assessed here (we examined bias only, averaging
over many repeated applications of the same method).
Nevertheless, investigators may benefit from using both types
of calibration in exposure reconstruction and epidemiologic
studies, as a form of sensitivity analysis. Calibration of historical
exposure predictions could be improved if multiple biomonitor-
ing data were obtained in the same participant over a period of
time. Moreover, uncertainties regarding drinking water
concentrations may not be adequately captured by our prior
distribution. Future work may include systematic evaluation of
the impacts of fate and transport and exposure parameter
uncertainties on the year-by-year PFOA exposures, though this
will be a challenging exercise due to extensive computational
requirements of the environmental models.18 Local vegetable
consumption is another exposure source of PFOA in the study
area,8,17,38 but this was not included in the model because
participant-specific exposure information for vegetable con-
sumption is not available. In addition, historical tap water
consumption rates and drinking water sources are not available
for all participants. Thus, future studies in addressing
environmental health issues from similar settings should collect
participant-specific critical exposure information for important
exposure routes to reduce the uncertainties in exposure
predictions arising from the exclusion of influential exposure
routes.

■ ASSOCIATED CONTENT

*S Supporting Information
Example calibrated intakes by two calibration methods and the
time-dependent distribution of weights used in Bayesian
calibration is available in the Supporting Information.
Sensitivity of error variance of serum measurements and
covariance matrix of prior intake estimates on calibrated intakes
by the Bayesian method as well as the fraction of negative
values of intake estimates are available in the Supporting
Information. Derivation of Bayesian closed-form solutions with
a normal prior distribution is also described in the Supporting
Information. This material is available free of charge via the
Internet at http://pubs.acs.org.

■ AUTHOR INFORMATION
Corresponding Author
*E-mail: hyeongmoo@gmail.com; phone: 949-648-1614; fax:
530-752-5300.
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
This research was funded by the C8 Class Action Settlement
Agreement (Circuit Court of Wood County, West Virginia)
between DuPont and Plaintiffs, which resulted from releases
into drinking water of the chemical perfluorooctanoic acid
(PFOA, or C8). Funds are administered by an agency which
reports to the court. Our work and conclusions are
independent of either party to the lawsuit. Funding was also
provided by the Research and Education in Green Materials
Program at the University of California at Irvine (Award UC-
44157) and by the National Institute of Environmental Health
Sciences (Award R21ES023120). The content is the sole
responsibility of the authors and does not necessarily represent
the official views of the National Institutes of Health.

■ REFERENCES
(1) Washburn, S. T.; Bingman, T. S.; Braithwaite, S. K.; Buck, R. C.;
Buxton, L. W.; Clewell, H. J.; Haroun, L. A.; Kester, J. E.; Rickard, R.
W.; Shipp, A. M. Exposure assessment and risk characterization for
perfluorooctanoate in selected consumer articles. Environ. Sci. Technol.
2005, 39 (11), 3904−3910.
(2) Arp, H. P. H.; Goss, K.-U. Irreversible sorption of trace
concentrations of perfluorocarboxylic acids to fiber filters used for air
sampling. Atmos. Environ. 2008, 42 (28), 6869−6872.
(3) Barton, C. A.; Kaiser, M. A.; Russell, M. H. Partitioning and
removal of perfluorooctanoate during rain events: the importance of
physical−chemical properties. J. Environ. Monitor. 2007, 9 (8), 839−
846.
(4) Shin, H.-M.; Ryan, P. B.; Vieira, V. M.; Bartell, S. M. Modeling
the air−soil transport pathway of perfluorooctanoic acid in the mid-
Ohio Valley using linked air dispersion and vadose zone models.
Atmos. Environ. 2012, 51, 67−74.
(5) Strynar, M. J.; Lindstrom, A. B. Perfluorinated compounds in
house dust from Ohio and North Carolina, USA. Environ. Sci. Technol.
2008, 42 (10), 3751−3756.
(6) Paustenbach, D. J.; Panko, J. M.; Scott, P. K.; Unice, K. M. A
methodology for estimating human exposure to perfluorooctanoic acid
(PFOA): a retrospective exposure assessment of a community (1951−
2003). J. Toxicol. Environ. Health, Part A 2007, 70 (1), 28−57.
(7) Sinclair, E.; Mayack, D. T.; Roblee, K.; Yamashita, N.; Kannan, K.
Occurrence of perfluoroalkyl surfactants in water, fish, and birds from
New York State. Arch. Environ. Contam. Toxicol. 2006, 50 (3), 398−
410.
(8) Emmett, E. A.; Shofer, F. S.; Zhang, H.; Freeman, D.; Desai, C.;
Shaw, L. M. Community exposure to perfluorooctanoate: relationships
between serum concentrations and exposure sources. J. Occup. Environ.
Med. 2006, 48 (8), 759−770.
(9) Emmett, E. A.; Zhang, H.; Shofer, F. S.; Freeman, D.; Rodway, N.
V.; Desai, C.; Shaw, L. M. Community exposure to perfluoro-
octanoate: relationships between serum levels and certain health
parameters. J. Occup. Environ. Med. 2006, 48 (8), 771−779.
(10) Frisbee, S. J.; Brooks, A. P., Jr.; Maher, A.; Flensborg, P.; Arnold,
S.; Fletcher, T.; Steenland, K.; Shankar, A.; Knox, S. S.; Pollard, C.;
Halverson, J. A.; Vieira, V. M.; Jin, C.; Leyden, K. M.; Ducatman, A. M.
The C8 Health Project: Design, Methods, and Participants. Environ.
Health Perspect. 2009, 117 (12), 1873−1882.
(11) Olsen, G. W.; Burris, J. M.; Ehresman, D. J.; Froehlich, J. W.;
Seacat, A. M.; Butenhoff, J. L.; Zobel, L. R. Half-life of serum
elimination of perfluorooctanesulfonate, perfluorohexanesulfonate, and

Environmental Science & Technology Article

dx.doi.org/10.1021/es4053736 | Environ. Sci. Technol. 2014, 48, 5636−56425641

http://pubs.acs.org
mailto:hyeongmoo@gmail.com


perfluorooctanoate in retired fluorochemical production workers.
Environ. Health Perspect. 2007, 115 (9), 1298−1305.
(12) National Health and Nutriton Examination Survey. Fourth
national report on human exposure to environmental chemicals;
Centers for Disease Control and Prevention: Atlanta, GA, 2011.
(13) Kennedy, G. L.; Butenhoff, J. L.; Olsen, G. W.; O’Connor, J. C.;
Seacat, A. M.; Perkins, R. G.; Biegel, L. B.; Murphy, S. R.; Farrar, D. G.
The toxicology of perfluorooctanoate. Crit. Rev. Toxicol. 2004, 34 (4),
351−384.
(14) Lau, C.; Anitole, K.; Hodes, C.; Lai, D.; Pfahles-Hutchens, A.;
Seed, J. Perfluoroalkyl acids: a review of monitoring and toxicological
findings. Toxicol. Sci. 2007, 99 (2), 366−394.
(15) Luebker, D. J.; Hansen, K. J.; Bass, N. M.; Butenhoff, J. L.;
Seacat, A. M. Interactions of flurochemicals with rat liver fatty acid-
binding protein. Toxicology 2002, 176 (3), 175−185.
(16) Steenland, K.; Fletcher, T.; Savitz, D. A. Epidemiologic evidence
on the health effects of perfluorooctanoic acid (PFOA). Environ.
Health Perspect. 2010, 118 (8), 1100−1108.
(17) Shin, H.-M.; Vieira, V. M.; Ryan, P. B.; Steenland, K.; Bartell, S.
M. Retrospective exposure estimation and predicted versus observed
serum perfluorooctanoic acid concentrations for participants in the C8
health project. Environ. Health Perspect. 2011, 119 (12), 1760−1765.
(18) Shin, H.-M.; Vieira, V. M.; Ryan, P. B.; Detwiler, R.; Sanders, B.;
Steenland, K.; Bartell, S. M. Environmental fate and transport
modeling for perfluorooctanoic acid emitted from the Washington
Works facility in West Virginia. Environ. Sci. Technol. 2011, 45 (4),
1435−1442.
(19) Barry, V.; Winquist, A.; Steenland, K. Perfluorooctanoic acid
(PFOA) exposures and incident cancers among adults living near a
chemical plant. Environ. Health Perspect. 2013, 121 (11−12), 1313−
1318.
(20) Savitz, D. A.; Stein, C. R.; Bartell, S. M.; Elston, B.; Gong, J.;
Shin, H.-M.; Wellenius, G. A. Perfluorooctanoic acid exposure and
pregnancy outcome in a highly exposed community. Epidemiology
2012, 23 (3), 386−392.
(21) Savitz, D. A.; Stein, C. R.; Elston, B.; Wellenius, G. A.; Bartell, S.
M.; Shin, H.-M.; Vieira, V. M.; Fletcher, T. Relationship of
perfluorooctanoic acid exposure to pregnancy outcome based on
birth records in the mid-Ohio Valley. Environ. Health Perspect. 2012,
120 (8), 1201−1207.
(22) Steenland, K.; Zhao, L.; Winquist, A.; Parks, C. Ulcerative colitis
and perfluorooctanoic acid (PFOA) in a highly exposed population of
community residents and workers in the mid-Ohio Valley. Environ.
Health Perspect. 2013, 121 (8), 900−905.
(23) Vieira, V. M.; Kate, H.; Shin, H.-M.; Weinberg, J.; Webster, T.
F.; Fletcher, T. Perfluorooctanoic acid exposure and cancer outcomes
in a contaminated community: a geographic analysis. Environ. Health
Perspect. 2013, 121 (3), 318−323.
(24) Watkins, D. J.; Josson, J.; Elston, B.; Bartell, S. M.; Shin, H.-M.;
Vieira, V. M.; Savitz, D. A.; Fletcher, T.; Wellenius, G. A. Exposure to
perfluoroalkyl acids and markers of kidney function among children
and adolescents living near a chemical plant. Environ. Health Perspect.
2013, 121 (5), 625−630.
(25) Winquist, A.; Lally, C.; Shin, H.-M.; Steenland, K. Design,
methods, and population for a study of PFOA health effects among
highly exposed mid-Ohio Valley community residents and workers.
Environ. Health Perspect. 2013, 121 (8), 893−899.
(26) Mondal, D.; Weldon, R. H.; Armstrong, B. G.; Gibson, L. J.;
Lopez-Espinosa, M.-J.; Shin, H.-M.; Fletcher, T. Breastfeeding: a
potential excretion route for mothers and implications for infant
exposure to perfluoroalkyl acids. Environ. Health Perspect. 2013, 122
(2), 187−192.
(27) Beyea, J.; Hatch, M.; Stellman, S. D.; Santella, R. M.;
Teitelbaum, S. L.; Prokopczyk, B.; Camann, D.; Gammon, M. D.
Validation and calibration of a model used to reconstruct historical
exposure, to polycyclic aromatic hydrocarbons for use in epidemiologic
studies. Environ. Health Perspect. 2006, 114 (7), 1053−1058.
(28) Flesch-Janys, D.; Steindorf, K.; Gurn, P.; Becher, H. Estimation
of the cumulated exposure to polychlorinated dibenzo-p-dioxins/

furans and standardized mortality ratio analysis of cancer mortality by
dose in an occupationally exposed cohort. Environ. Health Perspect.
1998, 106, 655−662.
(29) Steenland, K.; Deddens, J.; Piacitelli, L. Risk assessment for
2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) based on an epidemio-
logic study. Am. J. Epidemiol. 2001, 154 (5), 451−458.
(30) Bateson, T. F.; Wright, J. M. Regression calibration for classical
measurement error in environmental epidemiology studies using
multiple local surrogate exposures. Am. J. Epidemiol. 2010, 182 (3),
344−352.
(31) Vrugt, J. A.; ter Braak, C. J. F.; Clark, M. P.; Hyman, J. M.;
Robinson, B. A. Treatment of input uncertainty in hydrologic
modeling: doing hydrology backward with Markov chain Monte
Carlo simulation. Water Resour. Res. 2008, 44, W00B09.
(32) Li, L.; Zhou, H.; Franssen, H. J. H.; Gomez-Hernandez, J. J.
Modeling transient groundwater flow by coupling ensemble Kalman
filtering and upscaling. Water Resour. Res. 2012, 48, 1−19.
(33) Sahu, S.; Mardia, K. V. A Bayesian kriged Kalman model for
short-term forecasting of air pollutant levels. J. R. Stat. Soc. 2005, 54
(1), 223−244.
(34) Bartell, S. M.; Calafat, A. M.; Lyu, C.; Kato, K.; Ryan, P. B.;
Steenland, K. Rate of decline in serum PFOA concentrations after
granular activated carbon filtration at two public water systems in Ohio
and West Virginia. Environ. Health Perspect. 2010, 118 (2), 222−228.
(35) Brede, E.; Wilhelm, M.; Goeen, T.; Mueller, J.; Rauchfuss, K.;
Kraft, M.; Hoelzer, J. Two-year follow-up biomonitoring pilot study of
residents’ and controls’ PFC plasma levels after PFOA reduction in
public water system in Arnsberg, Germany. Int. J. Hyg. Environ. Health
2010, 213 (3), 217−223.
(36) Hoffman, K.; Webster, T. F.; Bartell, S. M.; Weisskopf, M. G.;
Fletcher, T.; Vieira, V. M. Private drinking water wells as a source of
exposure to perfluorooctanoic acid (PFOA) in communities
surrounding a fluoropolymer production facility. Environ. Health
Perspect. 2011, 119 (1), 92−97.
(37) Bartell, S. M. Statistical methods for non-steady-state exposure
estimation using biomarkers. Ph.D. Dissertation, University of
California, Davis, 2004.
(38) Steenland, K.; Jin, C.; MacNeil, J.; Lally, C.; Ducatman, A.;
Vieira, V.; Fletcher, T. Predictors of PFOA levels in a community
surrounding a chemical plant. Environ. Health Perspect 2009, 117 (7),
1083−1088.

Environmental Science & Technology Article

dx.doi.org/10.1021/es4053736 | Environ. Sci. Technol. 2014, 48, 5636−56425642




