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elisa.gorla@unine.ch

2Department of Mathematics and Computer Science, Eindhoven University of Technology, the Netherlands
a.ravagnani@tue.nl

Submitted: Feb 4, 2022; Accepted: May 17, 2023; Published: Sep, 15 2023
© The authors. Released under the CC BY license (International 4.0).

Abstract. We develop an algebraic theory of supports for R-linear codes of fixed length,
where R is a finite commutative unitary ring. A support naturally induces a notion of gen-
eralized weights and allows one to associate a monomial ideal to a code. Our main result
states that, under suitable assumptions, the generalized weights of a code can be obtained
from the graded Betti numbers of its associated monomial ideal. In the case of Fq-linear
codes endowed with the Hamming metric, the ideal coincides with the Stanley–Reisner ideal
of the matroid associated to the code via its parity-check matrix. In this special setting, we
recover the known result that the generalized weights of an Fq-linear code can be obtained
from the graded Betti numbers of the ideal of the matroid associated to the code. We also
study subcodes and codewords of minimal support in a code, proving that a large class of
R-linear codes is generated by its codewords of minimal support.
Keywords. Linear codes, codes over rings, supports, generalized weights, monomial ideal
of a code, graded Betti numbers, matroid
Mathematics Subject Classifications. 94B05, 13D02, 13F10

1. Introduction

In the past seventy years, much effort has been devoted to the study of algebraic and combinato-
rial objects associated to linear error-correcting codes. Of particular interest is the matroid asso-
ciated to a linear code via its parity-check matrix, whose circuits are the minimal Hamming sup-
ports of the codewords. Many central results in classical coding theory, including the celebrated
MacWilliams identities, their generalizations, and the duality between puncturing and shorten-
ing can be elegantly obtained via this correspondence; see e.g. [Bar97, Bri07, Bri10, JP13] and
the references therein.

∗A.R. is supported by the Dutch Research Council through grants VI.Vidi.203.045, OCENW.KLEIN.539, and
by the Royal Academy of Arts and Sciences of the Netherlands.
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The matroid associated to a linear code via its parity check matrix retains a wealth of informa-
tion about the structure of the code, including its length, dimension, minimum distance, weight
distribution, and generalized weights. Moreover, the weight enumerator is determined by the
Tutte polynomial of the matroid, see [Gre76]. In addition, in [JV13] it is shown that the code’s
generalized weights are determined by the graded Betti numbers of the Stanley–Reisner ideal of
the matroid. The approach of [JV13] heavily relies on matroid theory and on the properties of
the Hamming support.

In this paper, we depart from the classical theory of linear codes over a finite field and con-
sider instead R-linear codes C ⊆ Rn, where R is a finite commutative unitary ring. We start by
proposing a general definition of support as a function σ : Rn → Nu that enjoys a few natural
properties. This naturally extends the notion of Hamming support traditionally studied in cod-
ing theory [MS77, page 177]. We give several examples of supports and operations to construct
new supports from old. We define the support of a code C ⊆ Rn as the join of the supports of
its elements.

We then define the generalized weights of a code via the supports of its subcodes. Moreover,
we identify a class of supports under which the algebra of the module Rn is compatible with
the combinatorics of the poset Nu with the product order. We call these supports modular and
establish some of their structural properties. As one might expect, the Hamming support is an
example of a modular support.

Most of the paper is devoted the study of codes C ⊆ Rn endowed with modular supports.
We characterize their minimal codewords and prove that, if R is a principal ideal ring, then
their generalized weights are attained by subcodes that are minimally generated by codewords
of minimal support in C. We also provide evidence in various examples that our results do not
extend to support functions that are not modular.

The centerpiece of this paper is a result connecting the theory of modular supports with
invariants of monomial ideals. We associate a monomial ideal to a codeC ⊆ Rn via the supports
of its codewords. Under this correspondence, inclusion of supports translates into divisibility
among monomials. In Theorem 5.4 we prove that, under suitable assumptions, the generalized
weights of an R-linear code endowed with a modular support are determined by the graded
Betti numbers of the associated monomial ideal. This generalizes a result of [JV13], with a
stand-alone proof that does not rely on matroid theory.

We conclude the paper with a series of observations on the Hamming support. We review
known results in the light of our contribution, such as the fact that every Fq-linear code is gen-
erated by its codewords of minimal support. We also show that the same is true for those of
maximal support, provided that q is sufficiently large (and false in general for binary codes).

Outline. In Section 2, we define R-linear codes and review some algebra results about finite
commutative rings and finite local rings. In Section 3, we define (modular) supports and general-
ized weights, establishing their main properties. Codewords and subcodes of minimal supports
are studied in Section 4. In Section 5, we associate a monomial ideal to a code. Moreover, we
prove that the generalized weights of the code are determined by the graded Betti numbers of
the corresponding ideal. We study the Hamming support in Section 6.
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2. Codes and minimal systems of generators

In this section we introduce codes over finite commutative rings and describe some properties
of their systems of generators.

Notation 2.1. Throughout the paper n and m denote positive integers and (R,+, ·) is a finite
commutative ring. All rings in this paper are unitary with 1 ̸= 0. We denote byN = {0, 1, 2, . . .}
the set of natural numbers. For a ∈ N we let [a] := {1, . . . , a}.

A classical theorem in commutative algebra states that every finite commutative ring R is
isomorphic to a finite product of finite local rings. We forget the isomorphism and write

R = R1 × · · · ×Rℓ, (2.1)

where R1, . . . , Rℓ are finite local rings. For i ∈ [ℓ], let Mi be the maximal ideal of Ri and
let J = J(R) be the Jacobson radical of R. Recall that the Jacobson radical of a commutative
ring R is the intersection of all maximal ideals of R, equivalently

J = {r ∈ R : 1 + rs is invertible for every s ∈ R}.

It is easy to check that in our situation

J = M1 × · · · ×Mℓ ⊆ R1 × · · · ×Rℓ = R.

If R is a finite principal ideal ring, then each Ri is a finite chain ring. For i ∈ [ℓ], let Mi = (αi).
Then J = (α), where α = (α1, . . . , αℓ). In particular, if R is a product of finite fields, then
Mi = 0 for i ∈ [ℓ] and J = 0. If R = Fq, then ℓ = 1 and J = 0 is the only maximal ideal of R.

We denote by (R,M) a local ring R with maximal ideal M. If (R,M) is a finite local ring,
then R/M is a finite field.

In this paper we consider codes of fixed length over the alphabet R. All of our codes are
assumed to be linear over R.

Definition 2.2. An R-linear code, or simply a code, is an R-submodule C ⊆ Rn. The elements
of C are called codewords. A subcode of C is an R-submodule D ⊆ C.

Denote by ei the element of R which corresponds to (0, . . . , 0, 1, 0, . . . , 0) ∈ R1× · · ·×Rℓ,
where the one appears in the ith component. From the decomposition in (2.1) one has

Rn = Rn
1 × · · · ×Rn

ℓ .

In the sequel, for i ∈ [ℓ]we denote by πi : R
n → Rn

i the standard projection on the ith coordinate.
Let C ⊆ Rn be a code. For any v = (v1, . . . , vℓ) ∈ C, with vi = πi(v) ∈ Rn

i , one has

(0, . . . , 0, vi, 0, . . . , 0) = eiv ∈ C.

Hence, up to isomorphism, C can be uniquely written as

C = C1 × · · · × Cℓ ⊆ Rn, (2.2)
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where Ci = πi(C) ⊆ Rn
i for all i ∈ [ℓ]. We often consider codes C ⊆ 0 :Rn J . Recall that

0 :Rn J = {v ∈ Rn : rv = 0 for all r ∈ J}.

Then
0 :Rn J =

(
0 :Rn

1
M1

)
× · · · ×

(
0 :Rn

ℓ
Mℓ

)
.

Since 0 :Rn J is an R-module annihilated by J , it is an R/J-module. Hence, if (R,M) is a local
ring, then 0 :Rn M is a vector space over R/M.

For C ⊆ Rn a code, we also consider the socle

0 :C J = {v ∈ C : rv = 0 for all r ∈ J} = C ∩ (0 :Rn J).

The socle of C is a the largest subcode of C which is annihilated by J . In particular, if (R,M)
is a local ring, then 0 :C M is an R/M-vector space.

A minimal system of generators of a code C ⊆ Rn is a subset of C whose elements
generate C and which is minimal with respect to inclusion. Notice that any system of generators
of a code C contains a minimal system of generators of C.

Definition 2.3. We denote by µ(C) the least cardinality of a system of generators of a code C,
with µ(0) = 0 by convention. For a code C = C1 × · · · × Cℓ ⊆ Rn as in (2.2), let

M(C) := µ(C1) + · · ·+ µ(Cℓ).

Example 2.4. Let R = R1 × · · · ×Rℓ, with Ri a finite local ring for i ∈ [ℓ]. Then

M(Rn) = µ(Rn
1 ) + · · ·+ µ(Rn

ℓ ) = nℓ.

Clearly µ(C) ⩽ M(C) for every code C ⊆ Rn. If R is a finite local ring, all minimal
systems of generators of a code C ⊆ Rn have the same cardinality µ(C) = M(C). This is a
consequence of the next lemma, which summarizes some well-known properties of systems of
generators of modules over local rings; see e.g. [Mat89, Theorem 2.3].

Theorem 2.5. Let (R,M) be a local ring and let C = ⟨v1, . . . , vt⟩ be an R-module. The
elements v1, . . . , vt are a minimal system of generators of C if and only if the equivalence
classes v1, . . . , vt are an R/M-basis of the vector space C/MC. In particular, every minimal
system of generators of C has cardinality µ(C) = dimR/M(C/MC).

Over an arbitrary R, however, not all minimal system of generators of a code C ⊆ Rn have
the same cardinality.

Example 2.6. Let R = Z6 and D = ⟨(2, 3)⟩ ⊆ C = Z2
6. Then µ(D) = 1. Moreover,

(2, 0) = 4(2, 3) ∈ D and (0, 3) = 3(2, 3) ∈ D. Hence D = ⟨(2, 0), (0, 3)⟩ and {(2, 0), (0, 3)}
is a minimal system of generators of D of cardinality 2 = M(D).

Notation 2.7. Let C ⊆ Rn be a code and let

Sj(C) := {D ⊆ C subcode : D has a minimal system of generators of cardinality j}.

In particular, Sj(R
n) is the set of codes C ⊆ Rn which have a minimal system of generators of

cardinality j.
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One can show that M(C) is the largest cardinality of a minimal system of generators
of C ⊆ Rn.

Theorem 2.8. If C ∈ Si(R
n), then there exist v1, . . . , vi minimal generators of C with the

property that
V = {ejvk : (j, k) ∈ [ℓ]× [i], ejvk ̸= 0}

is a minimal system of generators of C with |V | ⩾ i. Moreover,

M(C) = max{i ⩾ 0 : C ∈ Si(R
n)}

and any minimal system of generators of C of cardinality M(C) has the same form as V .

Proof. Let w1, . . . , wi be a minimal system of generators of C = C1 × · · · × Cℓ. Let C ′
j = 0×

· · ·×0×Cj×0×· · ·×0 ⊆ C. Observe that ejwk ∈ C for all k and j andwk = e1wk+· · ·+eℓwk

for all k ∈ [i]. This proves that the set {ejwk : (j, k) ∈ [ℓ] × [i], ejwk ̸= 0} generates C.
Moreover, the set {ejwk : k ∈ [i], ejwk ̸= 0} generates C ′

j for any j ∈ [ℓ].
Fix j ∈ [ℓ]. If ejw1, . . . , ejwi do not form a minimal system of generators of C ′

j , then
suppose up to reindexing that ejw1, . . . , ejwk do, for some k < i. For h ∈ [i] \ [k],
write ejwh = rh,1ejw1 + · · · + rh,kejwk for some rh,1, . . . , rh,k ∈ R. Let vh = wh

for h ∈ [k], vh = wh − rh,1ejw1 − · · · − rh,kejwk for h ∈ [i] \ [k]. Then v1, . . . , vi are a
minimal system of generators of C with the property that ejv1, . . . , ejvk are a minimal system of
generators of C ′

j and ejvk+1 = · · · = ejvi = 0. Notice that only the jth coordinate of v1, . . . , vi
was affected by this operation, hence ehwk = ehvk for all k ∈ [i] if h ̸= j. Performing this op-
eration for all j ∈ [ℓ] produces a minimal system of generators v1, . . . , vi of C with the property
that the set V = {ejvk : (j, k) ∈ [ℓ] × [i], ejvk ̸= 0} is a minimal system of generators of C.
Moreover, for j ∈ [ℓ], {ejvk : k ∈ [i], ejvk ̸= 0} is a minimal system of generators of C ′

j .
Since v1, . . . , vi ̸= 0, for each k ∈ [i] there must be at least a j ∈ [ℓ] such that ejvk ̸= 0. This
proves that |V | ⩾ i.

To prove the last part of the statement, let M = max{i ⩾ 0 : C ∈ Si(R
n)}. Since C

has a minimal system of generators v1, . . . , vM , by the first part of the statement
V = {ejvk : (j, k) ∈ [ℓ] × [M ], ejvk ̸= 0} is a minimal system of generators of C
of |V | = M . Therefore, for each k ∈ [M ] there is exactly one j ∈ [ℓ] with ejvk ̸= 0. Moreover,
{vk : k ∈ [M ], ejvk ̸= 0} is a minimal system of generators of C ′

j for j ∈ [ℓ], hence it has
cardinality µ(Cj) by Theorem 2.5. It follows that M = µ(C1) + · · ·+ µ(Cℓ) = M(C).

We conclude the section with a few elementary properties of M(C).

Proposition 2.9. Let R be a finite commutative ring and let D ⊆ C ⊆ 0 :Rn J be codes. Then

M(D) ⩽ M(C)

and equality holds if and only if D = C.

Proof. Write C = C1 × · · · × Cℓ and D = D1 × · · · × Dℓ. Since D ⊆ C, we have
Di ⊆ Ci ⊆ 0 :Rn

i
Mi for all i ∈ [ℓ]. So Ci and Di are Ri/Mi-vector spaces and µ(Di) ⩽ µ(Ci)

for all i ∈ [ℓ] by Theorem 2.5. It follows that

M(D) = µ(D1) + · · ·+ µ(Dℓ) ⩽ µ(C1) + · · ·+ µ(Cℓ) = M(C).
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Moreover, M(D) = M(C) if and only if µ(Di) = µ(Ci) for all i ∈ [ℓ]. In this case, Ci

and Di are Ri/Mi-vector spaces of the same dimension by Theorem 2.5. Hence they are equal,
therefore D = C.

Notice that one may have D ⊊ C ⊆ Rn with M(D) = M(C). Some examples of this arise
for instance from the fact that, over a principal ideal ring (PIR in the sequel), the value of M(C)
does not change when replacing C with its socle. We will use this fact repeatedly throughout
the paper.

Proposition 2.10. Let R be a finite PIR and let C ⊆ Rn be a code. Then

M(C) = M(0 :C J).

Proof. We may assume without loss of generality that R is a finite chain ring. Indeed, if the
result is true for finite chain rings, then write R = R1 × · · · × Rℓ as a product of finite chain
rings and C = C1 × · · · × Cℓ, where Ci ⊆ Rn

i is a code for i ∈ [ℓ]. We have

M(C) = µ(C1) + · · ·+ µ(Cℓ) = µ(0 :C1 M1) + · · ·+ µ(0 :Cℓ
Mℓ) = M(0 :C J),

where the last equality follows from

0 :C J = (0 :C1 M1)× · · · × (0 :Cℓ
Mℓ).

In order to prove that µ(C) = µ(0 :C J) for C ⊆ Rn and R a finite chain ring, observe
that J = (α) is principal and

µ(C) = dimR/(α)(C/αC) = dimR/(α)(0 :C α) = µ(0 :C α), (2.3)

where the first and last equalities follow from Theorem 2.5. The short exact sequence

0 → 0 :C α → C → αC → 0

induces an isomorphism C/αC ∼= 0 :C α, which proves the central equality in (2.3).

The statement of Proposition 2.10 also holds when C = Rn and R is a product of finite
Gorenstein local rings.

Example 2.11. Write R = R1 × · · · × Rℓ and suppose that each Ri is a finite Gorenstein local
ring. Suppose first that ℓ = 1, i.e. R is a Gorenstein local ring with maximal ideal M. We have
the following isomorphisms of R/M-vector spaces

Rn/MRn ∼= (R/MR)n ∼= (0 :R M)n = 0 :Rn M,

where the central isomorphism follows from the definition of a Gorenstein local ring.
Then µ(Rn) = µ(0 :Rn M) = n by Theorem 2.5.

For general ℓ, one has
M(Rn) = µ(Rn

1 ) + · · ·+ µ(Rn
ℓ ).
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Moreover, 0 :Rn J =
(
0 :Rn

1
M1

)
× · · · ×

(
0 :Rn

ℓ
Mℓ

)
, hence

M(0 :Rn J) = µ
(
0 :Rn

1
M1

)
+ · · ·+ µ

(
0 :Rn

ℓ
Mℓ

)
.

It follows from the previous case (ℓ = 1) that

µ(Rn
i ) = µ(0 :Rn

i
M) = n

for all i ∈ [ℓ].

The argument of Example 2.11 also shows that, if the equality in Proposition 2.10 holds
for C = Rn, for R a finite local ring, then R must be Gorenstein. However, Proposition 2.10 is
not true in general over finite Gorenstein local rings. The next example was suggested to us by
Maria Evelina Rossi.

Example 2.12. Let R = F2[x, y]/(x
2, y2). Then R is a finite local ring with maximal

ideal M = (x, y). Let C = M. Then µ(C) = 2, but µ(0 :C M) = µ(⟨xy⟩) = 1.

3. Supports and generalized weights

In this section we develop an algebraic theory of supports over a finite commutative ring R. We
propose a general definition of support as a map Rn → Nu, which naturally induces a notion
of generalized weights for codes C ⊆ Rn. This extends the notion of generalized Hamming
weights for codes that are linear over a finite field Fq. We establish some properties of support
functions and generalized weights. We also define a family of supports, the modular supports,
whose associated generalized weights will be studied in the next sections.

Notation 3.1. In the sequel, u ⩾ 1 is an integer. For s, t ∈ Nu write s ⩽ t if si ⩽ ti for
all i ∈ [u]. Then (Nu,⩽) is a (poset) lattice. The meet of s, t ∈ Nu is the element s ∧ t ∈ Nu

given by (s ∧ t)i = min{si, ti} for all i ∈ [u]. The join of s, t ∈ Nu, denoted by s ∨ t,
is (s ∨ t)i = max{si, ti} for all i ∈ [u]. For s ∈ Nu, we let |s| := s1 + · · ·+ su.

Definition 3.2. A support on Rn is a function σ : Rn → Nu with the following properties.

(P1) σ(v) = 0 if and only if v = 0.

(P2) σ(rv) ⩽ σ(v) for all r ∈ R and v ∈ Rn.

(P3) σ(v + w) ⩽ σ(v) ∨ σ(w) for all v, w ∈ Rn.

A support function σ : Rn → Nu satisfies the following additional properties.

Lemma 3.3. Let σ : Rn → Nu be a support. The following hold.

(P4) If v ∈ Rn and r ∈ R is a unit, then σ(rv) = σ(v).

(P5) If v, w ∈ Rn and i ∈ [u] satisfy σ(v)i = 0 and σ(w)i ̸= 0, then σ(w + v)i ̸= 0.

(P6) If v, w ∈ Rn and i ∈ [u] satisfy σ(v)i = σ(w)i = 0, then σ(w + v)i = 0.
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Proof. The first claim easily follows from Property (P2). To see the second, suppose towards a
contradiction that σ(w + v)i = 0. Since w = (w + v) + (−v), by (P3) and the first claim we
have σ(w) ⩽ σ(w + v) ∨ σ(−v) = σ(w + v) ∨ σ(v), from which σ(w)i = 0, a contradiction.
Finally, the third claim follows from Property (P3).

A support σ : Rn → Nu naturally induces a weight function wt : Rn → N.

Definition 3.4. The weight of v ∈ Rn is wt(v) := |σ(v)|, where |σ(v)| =
∑u

i=1 σ(v)i. The
minimum weight and maximum weight of a code 0 ̸= C ⊆ Rn are, respectively,

minwt(C) := min{wt(v) : v ∈ C \ {0}} and maxwt(C) := max{wt(v) : v ∈ C}.

Notice that the function wt : Rn → N has indeed the properties of a weight, since wt(v) ⩾ 0
for all v, wt(v) = 0 if and only if v = 0, and wt(u + v) ⩽ wt(u) + wt(v) for all u, v ∈ Rn. In
addition, the weight satisfies wt(rv) ⩽ wt(v) for all r ∈ R and v ∈ Rn and wt(rv) = wt(v)
for r ∈ R invertible and v ∈ Rn.

We give some examples of support functions. Many others can be obtained by applying
Proposition 3.7 to these examples.

Example 3.5. (1) The function σ : F2
2 → {0, 1, 2}3 defined by σ(0, 0) = (0, 0, 0),

σ(1, 0) = (2, 0, 2), σ(0, 1) = (2, 1, 0), and σ(1, 1) = (0, 1, 2) is a support.

(2) Let R a be finite ring and let 0 = I0 ⊊ I1 ⊊ · · · ⊊ Iϵ−1 ⊊ Iϵ = R be a chain of ideals
of R. For r ∈ R, let σ(r) := min{0 ⩽ i ⩽ ϵ : r ∈ Ii}. Extend σ coordinatewise
to σ : Rn → {0, . . . , ϵ}n. It can be checked that σ is a support, called the chain support
on R, see [Rav18, Example 26].

(3) Let R be a finite chain ring. The chain support associated to the full chain of ideals of R
is the chain ring support on R.

(4) If R = Fq is a finite field, the chain ring support coincides with the Hamming support
σH : Fn

q → {0, 1}n, given by σH(v)i = 1 if vi ̸= 0 and σH(v)i = 0 if vi = 0. See [MS77]
for a general reference on Hamming-metric codes.

(5) In his master thesis [Gas20], written under the direction of J. Rosenthal and V. Weger,
N. Gassner introduces the p-adic weight and distance on Zn

pe , where p is prime and e ⩾ 1.
The p-adic weight on Zpe induces the same partition as the weight associated to the chain
ring support of Zpe .

Not all the supports studied in the coding theory literature are supports according to Defini-
tion 3.2.

Example 3.6. The Lee weight wtL : Z4 → {0, 1, 2} is defined by wtL(0) = 0, wtL(1) =
wtL(3) = 1 and wtL(2) = 2. Its coordinatewise extension to Zn

4 is not a support in the sense
of Definition 3.2. For instance, wtL(1 + 1) = 2 ̸⩽ max{wtL(1),wtL(1)} = 1, contradicting
Property (P3).



combinatorial theory 3 (2) (2023), #11 9

In the next proposition we list some simple operations that allow one to construct new sup-
ports from known ones. The proof is straightforward and left to the reader.

Proposition 3.7. (1) Let σ : Rn → Nu be a function and let s : Nu → Nu be a permutation
of the coordinates. Then σ is a support if and only if s ◦ σ is a support.

(2) Let σi : R
ni → Nui be functions, i ∈ [ℓ]. Let n = n1 + · · · + nℓ and u = u1 + · · · + uℓ.

Let

σ = σ1 × · · · × σℓ : R
n → Nu, (v1, . . . , vℓ) 7→ (σ1(v1), . . . , σℓ(vℓ)).

Then σ is a support if and only if σ1, . . . , σℓ are supports.

(3) Let σ : Rn → Nu, σ(v) = (σ1(v), . . . , σu(v)), be a function. Let i ∈ [u], a ∈ N \ {0},
and define

σi,a : R
n → Nu, v 7→ (σ1(v), . . . , σi−1(v), aσi(v), σi+1(v), . . . , σu(v)).

Then σ is a support if and only if σi,a is.

(4) Let σ : Rn → Nu, σ(v) = (σ1(v), . . . , σu(v)). For i ∈ [u], let

σ̃i : R
n → Nu+1, v 7→ (σ1(v), . . . , σi−1(v), σi(v), σi(v), σi+1(v), . . . , σu(v)).

Then σ is a support if and only if σ̃i is.

(5) Let σ : Rn → Nu, σ(v) = (σ1(v), . . . , σu(v)), be a support and let i ∈ [u]. Assume that
there are no a ∈ N \ {0} and v ∈ Rn such that σ(v) = (0, . . . , 0, a, 0, . . . , 0), where a
appears in the ith entry. Then

σ̂i : R
n → Nu−1, v 7→ (σ1(v), . . . , σi−1(v), σi+1(v), . . . , σu(v))

is a support.

(6) Let σ : Rn → Nu be a function, σ(v) = (σ1(v), . . . , σu(v)). For i ∈ [u], let

σ̌i : R
n → Nu+1, v 7→ (σ1(v), . . . , σi−1(v), σi(v), 0, σi+1(v), . . . , σu(v)).

Then σ is a support if and only if σ̌i is.

(7) Let σ : Rn → Nu be a support and let f : Rk → Rn be an injective R-linear map.
Then σ ◦ f : Rk → Nu is a support.

(8) Let σi : R
n → Nui be supports, i ∈ [k]. Then σ = (σ1, . . . , σk) : R

n → Nu1+···+uk is a
support.

Similarly to the situation of linear codes endowed with the Hamming support, a support
function over a finite commutative ring R induces a notion of support of a code. In turn, this
allows us to define generalized weights for R-linear codes.
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Definition 3.8. The support of a code C ⊆ Rn is

σ(C) :=
∨
v∈C

σ(v) ∈ Nu.

Notice that the support of a code is determined by the supports of the vectors in any system
of generators. More precisely, let C = ⟨v1, . . . , vk⟩ ⊆ Rn. Since, by Definition 3.2,

σ(r1v1 + · · ·+ rkvk) ⩽ σ(r1v1) ∨ . . . ∨ σ(rkvk) ⩽ σ(v1) ∨ . . . ∨ σ(vk)

for any r1, . . . , rk ∈ R, we have

σ(C) =
k∨

i=1

σ(vi). (3.1)

Moreover, if D ⊆ C, then by definition σ(D) ⩽ σ(C).
Definition 3.9. For r ∈ [M(C)], the r-th generalized weight of C is the integer

dr(C) := min{|σ(D)| : D ∈ Sj(C) for some j ⩾ r}.

We also set
d0(C) := 0.

It follows from Theorem 2.8 that for r ∈ [M(C)] we have Sr(C) ̸= ∅. Hence dr(C) is
well-defined.
Remark 3.10. For r ∈ [M(C)] one has

dr(C) = min{|σ(D)| : D ∈ Sr(C)}.

Indeed, let j ⩾ r and let D ∈ Sj(C). Then there exists a D′ ⊆ D such that D′ ∈ Sr(C)
and |σ(D′)| ⩽ |σ(D)|.

In the next lemma we collect a few easy consequences of Definition 3.9.
Lemma 3.11. Let D ⊆ C ⊆ Rn be codes. The following hold.

(1) d1(C) = minwt(C).

(2) dr(D) ⩾ dr(C) for r ∈ [min{M(D),M(C)}].

(3) dr+1(C) ⩾ dr(C) for r ∈ [M(C)− 1].

(4) dr(C) = min{|σ(D)| : D ⊆ C, M(D) ⩾ r} for r ∈ [M(C)].

Proof. By Property (P2) one has σ(⟨v⟩) = σ(v) for any v ∈ C. Hence (1) follows, thanks
to Remark 3.10. Part (2) holds since every subcode of D is also a subcode of C. Part (3)
follows from observing that dr is the minimum of the function |σ(D)| for D ranging over the
set Sr(C)∪ . . .∪ SM(C)(C) and passing from r to r+ 1 we minimize over a subset. In order to
prove (4), let i ⩾ r and D ∈ Si(C). Then M(D) ⩾ i by Theorem 2.8. Therefore, if D ∈ Si(C)
for some i ⩾ r, then D ∈ SM(D)(C) and M(D) ⩾ r. Since every D ⊆ C belongs to SM(D)(C),
then {D ∈ Si(C) for some i ⩾ r} = {D ⊆ C, M(D) ⩾ r}. Therefore

dr(C) = min{|σ(D)| : D ∈ Si(C) for some i ⩾ r} = min{|σ(D)| : D ⊆ C, M(D) ⩾ r}.
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Equation (3.1) may not hold for supports studied in the coding theory literature which are not
supports according to Definition 3.2. Moreover, failure of Equation (3.1) has as a consequence
that d1(C) may not equal the minimum distance.

Example 3.12. Equation (3.1) does not hold for the Lee weight wtL : Z4 → {0, 1, 2}, nor for its
coordinatewise extension to Zn

4 . For example, wtL(⟨1⟩) = 2 > 1 = wtL(1) and

d1(⟨1⟩) = wtL(⟨1⟩) = 2 > 1 = minwtL(⟨1⟩).

We now show how the structure of supports relate to the decomposition of R in (2.1).

Proposition 3.13. Let σ : Rn → Nu be a support. Then for any v = (v1, . . . , vℓ) ∈ Rn =
Rn

1 × · · · ×Rn
ℓ we have

σ(v) = σ1(v1) ∨ . . . ∨ σℓ(vℓ),

where σi : R
n
i → Nu is as support defined via σi(vi) := σ(eiv) for all i ∈ [ℓ].

Proof. It is easy to check that σi is well-defined and is a support for all i ∈ [ℓ]. One has
σi(vi) = σ(eiv) ⩽ σ(v), hence σ1(v1) ∨ . . . ∨ σℓ(vℓ) ⩽ σ(v). Furthermore,

σ(v) = σ

(
ℓ∑

i=1

eiv

)
⩽

ℓ∨
i=1

σ(eiv) =
ℓ∨

i=1

σi(vi).

It follows that σ(v) = σ1(v1) ∨ . . . ∨ σℓ(vℓ), as desired.

Remark 3.14. When R is a finite chain ring, support functions on R have a simple description.
To see this, let α be a generator of the maximal ideal of R and let ϵ = min{i > 0 : αi = 0}.
Let σ, τ : R → Nu be supports. Then σ = τ if and only if σ(αi) = τ(αi) for 0 ⩽ i ⩽ ϵ − 1.
Indeed, every element of R \ {0} is of the form rαi where r is a unit and 0 ⩽ i ⩽ ϵ − 1,
and σ(rαi) = σ(αi). Therefore, a support σ : R → Nu corresponds to a set of vectors
a(0), a(1), . . . , a(ϵ−1) ∈ Nu with the property that a(0) ⩾ a(1) ⩾ . . . ⩾ a(ϵ−1). The correspon-
dence is determined by setting σ(αi) = a(i) for all i ∈ {0, . . . , ϵ− 1}. In particular, any support
on R induces the same partition as a chain support.

3.1. Modular supports

In this subsection we define and study a class of supports whose structure is closely related to the
R-module structure of Rn, and that we therefore call modular. This paper is primarily devoted
to the study of generalized weights associated to modular supports.

Definition 3.15. A support σ is modular if it satisfies the following:

(P⋆) If v, w ∈ Rn and i ∈ [u] satisfy 0 ̸= σ(v)i ⩽ σ(w)i, then there exists r ∈ R such that
σ(v + rw)i < σ(v)i.

Remark 3.16. By repeatedly applying Property (P⋆), one obtains the following equivalent prop-
erty: If v, w ∈ Rn and i ∈ [u] satisfy 0 ̸= σ(v)i ⩽ σ(w)i, then there exists r ∈ R such
that σ(v + rw)i = 0.
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As for supports, one can easily produce new modular supports from known ones.

Proposition 3.17. Let σ : Rn → Nu be a support. Following the notation and numbering of
Proposition 3.7, we have:

(1) σ is modular if and only if s ◦ σ is modular;

(2) σ1, . . . , σℓ are modular if and only if σ is modular;

(3) σ is modular if and only if σi,a is modular;

(4) σ is modular if and only if σ̃i is modular;

(5) if σ is modular, then σ̂i is modular;

(6) σ is modular if and only if σ̌i is modular;

(7) if σ is modular, then σ ◦ f is modular;

(8) if σ1, . . . , σk are modular, then σ = (σ1, . . . , σk) is modular.

Several, but not all, of the supports that we have encountered so far are modular.

Example 3.18. Support (1) of Example 3.5 is modular, while an arbitrary chain support is
not. Over a finite chain ring, the only modular chain support is the chain ring support. For
example, the chain support on Z4 associated with the chain 0 ⊊ Z4 is not modular. Indeed,
σ(2) = σ(4) = 1, but there is no r ∈ Z4 with 2− 4r = 0.

The Hamming support is an example of modular support.

Example 3.19. It is easy to check that the chain ring support of Example 3.5(3) is modular.
Hence a product of chain ring supports is modular by Proposition 3.7 and Proposition 3.17(2).
In particular, the Hamming support is modular.

Example 3.20. The supports of Remark 3.14 are modular if and only if (a(j))i ̸= (a(k))i for
all j, k ∈ {0, . . . , ϵ− 1} distinct and i ∈ [u].

We now give more examples of supports which are not modular.

Example 3.21. Let R = F2 and let σ : F2
2 → {0, 1}2 be defined by

σ(0, 0) = (0, 0), σ(1, 0) = (1, 1), σ(0, 1) = (0, 1), σ(1, 1) = (1, 1).

Then σ is a support which is not modular.

Example 3.22. The chain support on Z6 associated with the chain (0) ⊊ (2) ⊊ Z6 is not
modular. Indeed, σ(2) = 1 and σ(3) = 2, but there is no r ∈ Z6 with 2− 3r = 0.
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The next result shows that every modular support over a finite commutative ring decomposes
as a product of modular supports over finite local rings.

Theorem 3.23. Let R be a finite commutative ring and let σ : Rn → Nu be a modular support.
Up to a permutation of the coordinates of Nu we have σ = σ1 × · · · × σℓ where σi : R

n
i → Nui

for i ∈ [ℓ] and u1, . . . , uℓ are integers with u1+ · · ·+uℓ = u. Moreover, σi is a modular support
for all i ∈ [ℓ].

Proof. For v ∈ Rn, write v = (v1, . . . , vℓ) with vi ∈ Rn
i . By Proposition 3.13 we have

σ(v1, . . . , vℓ) = σ1(v1) ∨ . . . ∨ σℓ(vℓ),

where σi : Rn
i → Nu is a support defined via σi(vi) := σ(eiv), i ∈ [ℓ]. We claim that for

each x ∈ [u] there is at most one i ∈ [ℓ] such that σi(vi)x ̸= 0 for some v ∈ Rn. Indeed, assume
towards a contradiction that there exist i ̸= j and v, w ∈ Rn such that σi(vi)x, σj(wj)x ̸= 0.
Without loss of generality we may assume that 0 < σi(vi)x ⩽ σj(wj)x. By Property (P⋆) there
exists r = (r1, . . . , rℓ) ∈ R such that

σ(eiv)x > σ(eiv + ejrw)x = [σi(vi) ∨ σj(rjwj)]x ⩾ σi(vi)x,

where the equality follows from Proposition 3.13. This a contradiction, establishing the claim.
We have shown that for each x ∈ [u] there exists at most one i ∈ [ℓ] for which (σi)x is not

the zero function. In other words, the supports of the images of the functions σi are disjoint.
Up to permuting the coordinates of Nu, one may assume that σ1 is supported on the first u1

coordinates, σ2 on the next u2,. . . , and σℓ on the last uℓ. Therefore one may regard each σi as a
function which takes values in Nui . Then σ = σ1 × · · · × σℓ and each σi is a modular support
by Proposition 3.7(2) and Proposition 3.17(2).

By combining Remark 3.14 with Theorem 3.23, support functions on a principal ideal ringR
can be easily characterized as follows.

Corollary 3.24. Let R be a finite principal ideal ring and let σ : R → Nu be a modular support.
By the Zariski–Samuel Theorem, R = R1 × · · · × Rℓ where R1, . . . , Rℓ are finite chain rings.
For each i, let αi be a generator of the maximal ideal of Ri and let ϵi := min{j : αj

i = 0}.
Then there exist u1, . . . , uℓ such that u1 + · · · + uℓ = u and σ = σ1 × · · · × σℓ, where
σi : Ri → Nui for i ∈ [ℓ]. Let σi(α

j
i ) = a(i,j) ∈ Nui for i ∈ [ℓ] and j ∈ {0, . . . , ϵi − 1}.

Then (a(i,j−1))k > (a(i,j))k for j ∈ [ϵi − 1], i ∈ [ℓ], k ∈ [ui].
Conversely, any set of vectors a(i,j) ∈ Nui such that a(i,j−1) ⩾ a(i,j) for j ∈ [ϵi−1] and i ∈ [ℓ]

defines a support σ = σ1 × · · · × σℓ on R via σi(rα
j
i ) = a(i,j) for i ∈ [ℓ], j ∈ {0, . . . , ϵi − 1},

and r ∈ Ri invertible. Moreover, if (a(i,j−1))k > (a(i,j))k for j ∈ [ϵi − 1], i ∈ [ℓ], and k ∈ [ui],
then σ is modular.

The following is a reformulation of Property (P⋆) for elements of 0 :Rn J .

Corollary 3.25. Assume that σ is modular. If v, w ∈ 0 :Rn J and i ∈ [u] satisfy σ(v)i ̸= 0
and σ(w)i ̸= 0, then there exists a unit r ∈ R with σ(v − rw)i = 0.
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Proof. By Theorem 3.23 we may assume without loss of generality that R is a finite local ring.
Indeed, let j ∈ [ℓ] be such that (σj)i is not identically zero and suppose that σj(vj − rjwj)i = 0
for some rj ∈ Rj invertible, then r = (1, . . . , 1, rj, 1, . . . , 1) ∈ R is invertible and
satisfies σ(v − rw)i = 0.

Assume now that (R,M) is a finite local ring. If σ(v)i ⩽ σ(w)i, then by Property (P⋆) there
is r ∈ R such that σ(v − rw)i = 0. If r ∈ M, then rw = 0, hence σ(v)i = 0, contradicting the
assumption in the statement. Therefore r is invertible. Similarly, if σ(w)i ⩽ σ(v)i, then there
exists s ∈ R invertible such that 0 = σ(w − sv)i = σ(v − s−1w)i.

4. Codewords and subcodes of minimal support

In this section we study the codewords and subcodes of minimal support of an R-linear code
endowed with a modular support. In particular, we establish some properties of the systems of
generators of subcodes of minimal support. This allows us to derive properties of the generalized
weights, such as monotonicity and a generalization of the Singleton bound.

In the sequel, we follow the notation of the previous sections and let σ : Rn → Nu be a
modular support. The minimal codewords of a code play a central role in our work. They are
defined as follows.

Definition 4.1. Let C ⊆ Rn be a code. We say that v ∈ C \ {0} is minimal in C if its support
is minimal among the supports of the elements of C \ {0}. We denote by Min(C) the set of
minimal codewords of C.

Remark 4.2. By definition, C = 0 has no minimal codewords, i.e., Min(0) = ∅.
We start by observing that a modular support σ : Rn → Nu that takes values in {0, 1}u allows

us to associate a matroid to a code C. More precisely, the minimal ones among the supports of
the codewords of C are the circuits of a matroid. This generalizes the well-known fact that one
may associate to a linear block-code the matroid represented by its parity-check matrix, whose
circuits correspond to the minimal supports of the nonzero codewords of C with respect to the
Hamming weight. We refer the reader to [Oxl06, Section 1.1] for the definition of matroids via
their circuits or their independent sets, and for the equivalence of the two definitions.

Theorem 4.3. Let R be a finite commutative ring and let σ : Rn → {0, 1}u be a modular
support. Let 0 ̸= C ⊆ Rn be a code. Then the elements of the set

C := {σ(v) : v ∈ Min(C)}

are the circuits of a matroid.

Proof. If a support σ takes values in {0, 1}u, then the support of a vector can be naturally iden-
tified with a subset of [u]. In order to show that C is the set of circuits of a matroid, we check the
circuit axioms as stated in [Oxl06, page 9].

Properties (C1) and (C2) are immediate to verify. To see that Property (C3) holds, suppose
that σ(v), σ(w) ∈ C, that σ(v) ̸= σ(w), and that (σ(v) ∧ σ(w))i ̸= 0. By repeatedly apply-
ing Property (P⋆) and up to exchanging the role of v and w, one sees that there exists r ∈ R
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with σ(v − rw)i = 0. We claim that v − rw ̸= 0. Indeed, if v = rw then we would
have σ(v) = σ(rw) ⩽ σ(w). Since σ(w) is minimal by assumption and v ̸= 0, it must be
that σ(v) = σ(w), a contradiction.

Since v − rw ̸= 0, we have σ(v − rw) ̸= 0. Fix z ∈ C with σ(z) ∈ C, σ(z) ⩽ σ(v − rw).
We have

σ(z) ⩽ σ(v − rw) ⩽ σ(v) ∨ σ(−rw) ⩽ σ(v) ∨ σ(w). (4.1)
Moreover, 0 = σ(v − rw)i ⩾ σ(z)i. This establishes Property (C3).

We start our study of the minimal codewords by showing that the minimal codewords of a
code C coincide with those of its socle. We also show that the minimal codewords of a given
code are determined by their support, up to multiplication by a unit.

Theorem 4.4. Let C ⊆ Rn be a code and assume that σ is modular. The following hold.

(1) The set of minimal codewords of C is

Min(C) =
ℓ⋃

i=1

(0× · · · × 0× Min(Ci)× 0× · · · × 0)

⊆
ℓ⋃

i=1

(0× · · · × 0× (0 :Ci
Mi)× 0× · · · × 0) ⊆ 0 :C J.

(2) In particular,
Min(C) = Min(0 :C J).

(3) If v, w ∈ Min(C) are minimal codewords with σ(v) = σ(w), then v = rw for some
invertible r ∈ R.

Proof. (1) By Theorem 3.23, up to a permutation of the coordinates of Nu, σ decomposes
as a product σ = σ1 × · · · × σℓ, where each σi is a modular support. Let i ∈ [ℓ] and
v = (v1, . . . , vℓ) ∈ Min(C) with vi ̸= 0. Then 0 ̸= σ(eiv) ⩽ σ(v), hence σ(eiv) = σ(v).
In particular, σj(vj) = 0 for all j ̸= i, hence vj = 0 for all j ̸= i. Therefore, v = eiv
and vi ∈ Min(Ci). This proves the equality in the statement.
Suppose now that (R,M) is a finite local ring and v ∈ Min(C). If r ∈ R is such
that rv ̸= 0, then σ(v) = σ(rv). Since σ is modular, there exists s ∈ R such
that σ(v − srv) < σ(v), hence v − srv = 0 by the minimality of σ(v). Hence
1 − sr ∈ 0 :R v ⊆ M. This shows that sr ̸∈ M, hence r ̸∈ M. Therefore, v ∈ 0 :C M,
which proves the first inclusion.
The second inclusion follows from the fact that 0 :C J = (0 :C1 M1)× · · · × (0 :Cℓ

Mℓ).

(2) This follows from part (1), since 0 :C J ⊆ C implies

Min(0 :C J) ⊇ Min(C) ∩ (0 :C J) = Min(C),

where the equality follows from part (1). Conversely, if v ∈ Min(0 :C J), then there exists
w ∈ Min(C) such that σ(w) ⩽ σ(v). Since w ∈ 0 :C J by part (1), then σ(w) = σ(v)
and v ∈ Min(C).
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(3) Since σ is modular, there exists r ∈ R such that σ(v − rw) < σ(v). By the minimality
of σ(v), v − rw = 0, hence v = rw. Exchanging the roles of v and w one sees that there
exists s ∈ R such that w = sv. Therefore, (1 − rs)v = 0, so 1 − rs ∈ 0 :R v. By
part (1), v = eiv for some i ∈ [ℓ] and 0 :R v = R1 × · · · ×Ri−1 ×Mi ×Ri+1 × · · · ×Rℓ.
Since 1− siri ∈ Mi, then ri ̸∈ Mi, hence ri is invertible. Let r = (1, . . . , 1, ri, 1, . . . , 1).
Then v = rw and r ∈ R is invertible.

Theorem 4.4 implies that a code generated by its minimal codewords must be a subcode
of 0 :Rn J . In the next theorem we prove that every subcode of 0 :Rn J is generated by its
minimal codewords.

Theorem 4.5. Let 0 ̸= C ⊆ Rn be a code and assume that σ is modular. Then 0 :C J has a
minimal system of generators consisting of codewords that are minimal in C. Moreover, every
minimal system of generators of 0 :C J consisting of minimal codewords has the same cardi-
nality M(0 :C J). In particular, C has a minimal system of generators consisting of minimal
codewords if and only if C ⊆ 0 :Rn J . If this is the case, then every such minimal system of
generators has cardinality M(C).

Proof. By Theorem 4.4(2) we have Min(C) = Min(0 :C J). Let D = 0 :C J . Since every
system of generators of D contains a minimal one, in order to show that D has a minimal system
of generators consisting of minimal codewords, it suffices to show that the elements of Min(D)
generate D.

Let v ∈ D and suppose by contradiction that v is a codeword of minimal support among those
in the set D\⟨Min(D)⟩. Since v ̸∈ Min(D), then there is a w ∈ Min(D) such that σ(w) < σ(v).
Let i ∈ [u] such that σ(w)i ̸= 0. By Theorem 4.4(1), w = ejw for some j ∈ [ℓ] and wjMj = 0.
By Property (P⋆) there exists r ∈ R such that σ(w − rv)i = 0. Since

0 = σ(w − rv)i = σ(ejw − ejrv)i < σ(ejw)i = σ(w)i, (4.2)

then rj ̸∈ Mj . Indeed, v ∈ 0 :C J implies that vj ∈ 0 :Cj
Mj . Hence, if rj ∈ Mj ,

then ejw − ejrv = ejw, contradictiong equation (4.2). Let s = (1, . . . , 1, rj, 1, . . . , 1) ∈ R.
Then s ∈ R is invertible and

σ(w − sv)i = σ(ejw − ejsv)i = σ(ejw − ejrv)i = σ(w − rv)i = 0.

Then σ(w − sv) < σ(v), hence by the minimality of σ(v) among the supports of elements
of D \ ⟨Min(D)⟩ we have that w − sv ∈ ⟨Min(D)⟩. Since s is invertible, this implies
that v ∈ ⟨Min(D)⟩, which contradicts the assumption that v ∈ D \ ⟨Min(D)⟩.

In order to prove that every minimal system of generators of D consisting of minimal code-
words has cardinality M(D), write D = D1 × · · · × Dℓ. By Theorem 4.4(1), every minimal
codeword v of D satisfies v = eiv for some i ∈ [ℓ]. Therefore, each minimal system of gen-
erators of D consisting of minimal codewords is the union for i ∈ [ℓ] of minimal systems of
generators of 0×· · ·×0×Di×0×· · ·×0. Since Ri is a finite local ring, the cardinality of any
minimal system of generators of 0×· · ·×0×Di×0×· · ·×0 is µ(Di) by Theorem 2.5. There-
fore, the cardinality of a minimal system of generators of D consisting of minimal codewords
is µ(D1) = · · ·+ µ(Dℓ) = M(D).
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We stress that not every minimal system of generators of a code C ⊆ 0 :Rn J consists of
minimal codewords.

Example 4.6. The element (2, 3) is not an element of minimal support in C = ⟨(2, 3)⟩ ⊆ Z2
6.

However, (2, 0), (0, 3) are elements of minimal support that generateC. HereC1=⟨(2, 0)⟩⊆Z2
3,

C2 = ⟨(0, 1)⟩ ⊆ Z2
2, and M(C) = µ(C1) + µ(C2) = 2.

The following property of minimal codewords will be needed in the next proposition.

Lemma 4.7. Let σ be a modular support on Rn. Let C ⊆ 0 :Rn J be a code and let v ∈ C
with σ(v)i ̸= 0. Then there exists w ∈ Min(C) with σ(w) ⩽ σ(v) and σ(w)i ̸= 0.

Proof. Write C = C1 × · · · ×Cℓ. By Theorem 3.23, we may assume without loss of generality
that (R,M) is a finite local ring. Indeed, if σ = σ1×· · ·σℓ and σ(v)i = σk(vk)i for some k ∈ [ℓ],
then ekv ∈ 0×· · ·×0×Rk×0×· · ·×0 has σ(ekv) ⩽ σ(v) and σ(ekv)i ̸= 0. If wk ∈ Min(Ck)
and σk(wk)i ̸= 0, then σk(wk) ⩽ σk(vk), therefore

σ(0, . . . , 0, wk, 0, . . . , 0) ⩽ σ(ekv) ⩽ σ(v)

and σ(0, . . . , 0, wk, 0, . . . , 0)i = σk(wk)i ̸= 0. Moreover, (0, . . . , 0, wk, 0, . . . , 0) ∈ Min(C)
as wk ∈ Min(Ck).

Proceed by induction on |σ(v)|. Let v′ ∈ Min(C) with σ(v′) ⩽ σ(v). If σ(v′)i ̸= 0
then let w = v′, else fix j ∈ [u] with σ(v′)j ̸= 0. By Corollary 3.25 there exists r ∈ R
invertible such that σ(v′ − rv)j = 0. Hence σ(v′ − rv) < σ(v) and σ(v′ − rv)i ̸= 0, by
Lemma 3.3(P5). So we may apply the induction hypothesis to v′ − rv and obtain w ∈ Min(C)
such that σ(w) ⩽ σ(v′ − rv) ⩽ σ(v) and σ(w)i ̸= 0.

We now prove that modularity allows us to produce minimal systems of generators of sub-
modules of 0 :Rn J , whose supports have a shape which is reminiscent of the rows of a matrix
in reduced row-echelon form.

Proposition 4.8. Let j ⩾ 1 and let C ∈ Sj(0 :Rn J). If σ is modular, then C has a minimal
system of generators {v1, . . . , vj} such that for all i ∈ [j] there exists ki ∈ [u] with σ(vi)ki ̸= 0
and σ(vh)ki = 0 for all h ̸= i.

Proof. Any system of generators with the required property is minimal, since for all i ∈ [j]

σ(vi) ̸⩽
∨
h̸=i

σ(vh).

We prove that C has such a system of generators by induction on j. The statement is trivial
if j = 1. Hence assume j ⩾ 2 and fix a minimal system of generators {w1, . . . , wj} of C. Up to
permuting the entries in the supports, we may assume without loss of generality that σ(w1)1 ̸= 0.
By Corollary 3.25 there exist r2, . . . , rj ∈ R with σ(wi − riw1)1 = 0 for all i ∈ {2, . . . , j}.
Let w′

i := wi − riw1 for i ∈ {2, . . . , j} and observe that C is generated by {w1, w
′
2, . . . , w

′
j}.

Moreover, σ(v)1 = 0 for all v ∈ C ′ = ⟨w′
2, . . . , w

′
j⟩ by Lemma 3.3(P6). We apply the induc-

tion hypothesis to the code C ′ = ⟨w′
2, . . . , w

′
j⟩, obtaining a system of generators {v2, . . . , vj}
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of C ′ such that for all i ∈ {2, . . . , j} there exists ki with σ(vi)ki ̸= 0 and σ(vh)ki = 0
for h ∈ {2, . . . , j} \ {i}. By Corollary 3.25 we find r′2, . . . , r

′
j ∈ R with σ(w1 − r′ivi)ki = 0

for i ∈ {2, . . . , j}. Finally, let v1 := w1 −
∑j

i=2 r
′
ivi and set k1 = 1. By parts (P5) and (P6) of

Lemma 3.3 we have σ(v1)k1 ̸= 0 and σ(v1)ki = 0 for i ∈ {2, . . . , j}. In addition, {v1, . . . , vj}
is a system of generators of C, since {w1, v2, . . . , vj} is.

The proposition also implies that the codomain of a modular support cannot be too small.

Corollary 4.9. If σ : Rn → Nu is modular, then u ⩾ M(0 :Rn J). In particular, if R is a PIR
or JRn = 0, then u ⩾ ℓn.

Proof. Proposition 4.8 for C = 0 :Rn J and j = M(0 :Rn J) implies that u ⩾ M(0 :Rn J).
If JRn = 0, then Rn = 0 :Rn J , hence M(0 :Rn J) = M(Rn). If R is a PIR, then
M(0 :Rn J) = M(Rn) by Proposition 2.10. In both cases, one has that M(0 :Rn J) = ℓn.

Understanding the subcodes of C generated by minimal codewords allows us to prove that
the generalized weights of C are attained by subcodes of 0 :C J . In particular, C and its socle
have the same generalized weights.

Proposition 4.10. Let R be a PIR. Suppose that σ is modular and let C ⊆ Rn be a code.
Let r ∈ [M(C)] and D ∈ Sj(C), j ⩾ r, be such that dr(C) = |σ(D)|. Then 0 :D J ∈ Si(C)
for some i ⩾ r and dr(C) = |σ(0 :D J)|. In particular,

dr(C) = dr(0 :C J).

Proof. By Proposition 2.10 and Theorem 4.5, 0 :D J ⊆ D is minimally generated by a set
of M(0 :D J) = M(D) codewords. Therefore 0 :D J ∈ SM(D)(C) and M(D) ⩾ r. Moreover

|σ(0 :D J)| ⩽ |σ(D)| = dr(C),

hence equality holds. Since 0 :D J ⊆ 0 :C J , then

dr(0 :C J) ⩽ |σ(0 :D J)| = dr(C).

The reverse inequality follows from the inclusion 0 :C J ⊆ C.

In particular, this allows us to determine the last generalized weight of C.

Corollary 4.11. Let C ⊆ Rn be a code and σ be a modular support. Assume that either
C ⊆ 0 :Rn J or R is a PIR. Then

dM(C)(C) = |σ(0 :C J)|.

Proof. We claim that M(C) = M(0 :C J) and dM(C)(C) = dM(C)(0 :C J). This is clear
if C ⊆ 0 :Rn J , since C = 0 :C J . If R is a PIR, the claim follows from Proposition 2.10 and
Proposition 4.10.

By Proposition 2.9, M(D) ⩽ M(C) for every D ⊆ 0 :C J and the only subcode D ⊆ 0 :C J
with M(D) = M(C) is D = 0 :C J . Therefore

dM(C)(C) = |σ(0 :C J)|.
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For a given code, we can produce subcodes that attain its generalized weights and that are
minimally generated by a set of minimal codewords, whose supports have the same reduced
shape as in Proposition 4.8. This technical result plays a crucial role in the proof of Theorem 5.4.

Theorem 4.12. Let C ⊆ Rn be a code and let σ be a modular support. Assume that either
C ⊆ 0 :Rn J or R is a PIR. Then, for all r ∈ [M(C)], there exists a subcode D ⊆ C such that:

(1) dr(C) = |σ(D)|,

(2) D has a minimal system of generators {v1, . . . , vr} such that vi ∈ Min(C) for all i ∈ [r].
Moreover

σ(vi) ̸⩽
∨
j ̸=i

σ(vj).

Proof. If C ⊆ 0 :Rn J , then let D′ ⊆ C such that D′ ∈ Sj(C), j ⩾ r, and dr(C) = |σ(D′)|.
If R is a PIR, then by Proposition 4.10 there exist j ⩾ r and D′ ⊆ 0 :C J such that
D′ ∈ Sj(C) and dr(C) = |σ(D′)|. In both cases, by Proposition 4.8, D′ has a minimal sys-
tem of generators w1, . . . , wj with the following property: For all i ∈ [j] there exists ki ∈ [u]
with σ(wi)ki ̸= 0 and σ(wh)ki = 0 for h ̸= i. By Lemma 4.7, for all i ∈ [j] there exists
vi ∈ Min(C) with σ(vi) ⩽ σ(wi) and σ(vi)ki ̸= 0. In particular, σ(vi) ̸⩽ ∨h̸=iσ(vh) for i ∈ [j].
Let D = ⟨v1, . . . , vr⟩. Notice that D ∈ Sr(C), since vh ̸∈ ⟨vk : k ∈ [r], k ̸= h⟩ for all h ∈ [r].
Moreover,

|σ(D)| =
r∨

i=1

σ(vi) ⩽
j∨

i=1

σ(wi) = |σ(D′)|.

Therefore |σ(D)| = |σ(D′)| = dr(C).

Notation 4.13. Let C ⊆ Rn be a code and let j ∈ [M(C)]. We let

Mj(C) := {D ⊆ C : D has a minimal system of generators of j minimal codewords}.

Theorem 4.12 shows that for all r ∈ [M(C)] there exists D ∈ Mr(C) such that
dr(C) = |σ(D)|. In particular, we have shown the following.

Corollary 4.14. Let C ⊆ Rn be a code and let σ be a modular support. Assume that ei-
ther C ⊆ 0 :Rn J or R is a PIR. The following quantities are equal to the r-th generalized
weight dr(C), for any r ∈ [M(C)]:

(1) min{|σ(D)| : D ∈ Sj(C) for some j ⩾ r},

(2) min{|σ(D)| : D ∈ Sr(C)},

(3) min{|σ(D)| : D ∈ Mj(C) for some j ⩾ r},

(4) min{|σ(D)| : D ∈ Mr(C)}.
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Proof. Equality between dr(C) and (1) holds by definition. Equality between dr(C) and (4)
follows directly from Theorem 4.12. Equality between dr(C) and (3) then follows from the
chain of inclusions

Mr(C) ⊆ ∪j⩾rMj(C) ⊆ ∪j⩾rSj(C).

Similarly, equality between dr(C) and (2) follows from the chain of inclusions

Mr(C) ⊆ Sr(C) ⊆ ∪j⩾rSj(C).

Remark 4.15. Theorem 4.5 and Corollary 4.14 are in general false for supports that are not
modular. For instance, the support of Example 3.21 violates both results taking C = F2

2.
We can now prove that the generalized weights form a strictly increasing sequence. This

extends a classical result by Wei [Wei91].

Theorem 4.16. Let C ⊆ Rn be a code and let σ be a modular support. Assume that either
C ⊆ 0 :Rn J or R is a PIR. Then

minwt(C) = d1(C) < d2(C) < . . . < dM(C)(C) = |σ(0 :C J)|.

Proof. By Corollary 4.14 and Theorem 4.4(1) we may assume without loss of generality that
C ⊆ 0 :Rn J . Let r ∈ [M(C)− 1] and let D ⊆ C be such that |σ(D)| = dr+1(C). We may as-
sume that D has a minimal system of generators {v1, . . . , vj+1} as in Proposition 4.8 with j ⩾ r.
Then D′ := ⟨v1, . . . , vj⟩ ∈ Sj(D). We have σ(D′) ⩽ σ(D) and σ(D′)kj+1

= 0 < σ(D)kj+1
,

hence |σ(D′)| < |σ(D)|. In particular,

dr(C) ⩽ |σ(D′)| < |σ(D)| = dr+1(C).

The two equalities in the statement follow from Lemma 3.11(1) and Corollary 4.11.

As an application of Theorem 4.16, we extend the generalized Singleton bound [Wei91,
Corollary 1] to every code over a PIR and some codes over finite commutative rings.

Corollary 4.17. Let C ⊆ Rn be a code and let σ be a modular support. Assume that either
C ⊆ 0 :Rn J or R is a PIR. Then

minwt(C) + r − 1 ⩽ dr(C) ⩽ |σ(0 :Rn J)| −M(C) + r

for all r ∈ [M(C)]. In particular,

minwt(C) ⩽ |σ(0 :Rn J)| −M(C) + 1.

Proof. The result follows by combining Theorem 4.16 with

dM(C) = |σ(0 :C J)| ⩽ |σ(0 :Rn J)|,

where the equality on the left hand side follows from Corollary 4.11.
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The next corollary proves that, for modular supports, any subcode D of C with
dr(C) = |σ(D)| has a minimal system of generators consisting of r elements, and no mini-
mal system of generators of larger cardinality. This result allows us to restrict to such subcodes
when studying the generalized weights of C.

Corollary 4.18. Let C ⊆ Rn be a code and let σ be a modular support. Assume that ei-
ther C ⊆ 0 :Rn J or R is a PIR. Let r ∈ [M(C)] and D ∈ Sj(C), j ⩾ r, be such that
dr(C) = |σ(D)|. Then r = j = M(D).

Proof. Since D ∈ Sj(C), then r ⩽ j ⩽ M(D) and D ∈ SM(D)(C) by Proposition 2.8. Then

|σ(D)| ⩾ dM(D)(C) ⩾ dr(C) = |σ(D)|,

where the first inequality follows from D ∈ SM(D)(C) and the second from Lemma 3.11(3).
Therefore the inequalities are equalities and r = j = M(D) by Theorem 4.16.

In the next theorem, we establish some additional properties of the subcodes of C that realize
the generalized weights of C.

Theorem 4.19. Let C ⊆ Rn be a code and let σ be a modular support. Assume that either
C ⊆ 0 :Rn J or R is a PIR. Let r ∈ [M(C)] and D ∈ Sr(C) be such that dr(C) = |σ(D)|. The
following hold.

(1) If v ∈ Min(C) satisfies σ(v) ⩽ σ(D), then v ∈ D. In particular, Min(D) = Min(C)∩D.

(2) 0 :D J = ⟨v ∈ C : v ∈ Min(C), σ(v) ⩽ σ(D)⟩.

In particular, if D ∈ Mr(C), then D = ⟨v ∈ C : v ∈ Min(C), σ(v) ⩽ σ(D)⟩.

Proof. (1) If C ⊆ 0 :Rn J , then also D ⊆ 0 :Rn J . If R is a PIR, then 0 :D J ⊆ D has
σ(0 :D J) = σ(D) by Proposition 4.10. In both cases, it suffices to prove the thesis under
the assumption that D ⊆ 0 :Rn J .
If v ̸∈ D, consider D ⊊ D′ = D + ⟨v⟩ ⊆ 0 :Rn J . We have

r = M(D) < M(D′) ⩽ M(D) + 1 = r + 1,

where the equalities follows from Corollary 4.18 and the first inequality follows from
Proposition 2.9. The second inequality follows from observing that, if D = D1×· · ·×Dℓ

and v = ejv, then

D′ = D1 × · · · ×Dj−1 × (Dj + ⟨vj⟩)×Dj+1 × · · · ×Dℓ.

Since vj ̸∈ Dj and 0 :Rj
Mj ⊇ Dj ∪ {vj}, then

µ(Dj + ⟨vj⟩) = dimRj/Mj
(Dj + ⟨vj⟩) = dimRj/Mj

(Dj) + 1 = µ(Dj) + 1.

Therefore M(D′) = r + 1. Since σ(D′) = σ(v) ∨ σ(D) = σ(D), then dr+1(C) ⩽
|σ(D)| = dr(C), contradicting Theorem 4.16. It follows that v ∈ D, as desired.
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In order to prove that Min(D) = Min(C)∩D, it suffices to prove that Min(D) ⊆ Min(C).
Let w ∈ Min(D) ⊆ C, then there is a v ∈ Min(C) such that σ(v) ⩽ σ(w) ⩽ σ(D), where
the second inequality follows fromw ∈ D. By the first part of the proof, v ∈ D. Therefore
σ(w) = σ(v) and w ∈ Min(C).

(2) By Theorem 4.4(2) and Theorem 4.5 and part (1),

0 :D J = ⟨v ∈ Min(D)⟩ = ⟨v ∈ Min(C) ∩D⟩ = ⟨v ∈ Min(C) : σ(v) ⩽ σ(D)⟩.

The next result relates the generalized weights of C with those of its factors.

Corollary 4.20. Let C = C1×· · ·×Cℓ ⊆ Rn be a code and let σ be a modular support. Assume
that either C ⊆ 0 :Rn J or R is a PIR. Then

dr(C) = min

{
ℓ∑

j=1

drj(Cj) : r1 + · · ·+ rℓ = r, rj ∈ {0, . . . , µ(Cj)}

}

for all r ∈ [M(C)].

Proof. By Theorem 3.23, up to a permutation of the coordinates of Nu we can write
σ = σ1×· · ·×σℓ, where σj : R

n
j → Nuj is a modular support for j ∈ [ℓ] and u = u1+ · · ·+uℓ.

Fix r ∈ [M(C)] and r1, . . . , rℓ such that r = r1 + · · ·+ rℓ and rj ∈ {0, . . . , µ(Cj)}. For j ∈ [ℓ],
let Dj ∈ Mrj(Cj) be such that |σj(Dj)| = drj(Cj). Let D = D1×· · ·×Dℓ. Then D ∈ Mr(C)
has |σ(D)| = dr1(C1) + · · ·+ drℓ(Cℓ), proving that

dr(C) ⩽ min

{
ℓ∑

j=1

drj(Cj) : r1 + · · ·+ rℓ = r, rj ∈ {0, . . . , µ(Cj)}

}
.

To prove the reverse inequality, let D = D1 × · · · × Dℓ ∈ Mr(C). By Theorem 4.4(1)
each of the minimal codewords of C, say v1, . . . , vr, that minimally generate D belongs
to 0× · · · × 0×Dj × 0× · · · × 0 for some j ∈ [ℓ]. Let

rj = |{v1, . . . , vr} ∩ (0× · · · × 0×Dj × 0× · · · × 0)|.

Then r = r1 + · · ·+ rℓ and 0 ⩽ rj ⩽ µ(Dj) ⩽ µ(Cj) for j ∈ [ℓ]. Moreover,

|σ(D)| =
ℓ∑

j=1

|σj(Dj)| ⩾
ℓ∑

j=1

drj(Cj),

where the last inequality follows from the fact that Dj ∈ Mrj(Cj). By Corollary 4.18

dr(C) = min{|σ(D)| : D ∈ Mr(C)}

⩾ min

{
ℓ∑

j=1

drj(Cj) : r = r1 + · · ·+ rℓ, rj ∈ {0, . . . , µ(Cj)}

}
.
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5. Codes, supports, and monomial ideals

In this section, we prove that the generalized weights of anR-linear code endowed with a modular
support are determined by the graded Betti numbers of a monomial ideal associated to the code.
We follow the notation of the previous sections.

Notation 5.1. In the sequel we work in the multivariate polynomial ring S = K[x1, . . . , xu],
where K is an arbitrary field. A monomial of S is a polynomial of the form xa1

1 · · ·xau
u ,

where (a1, . . . , au) ∈ Nu. In particular, we assume that monomials are monic. A monomial
ideal is an ideal which has a system of generators consisting of monomials.

We fix a modular support σ on Rn. The support σ can be used to associate a monomial ideal
to a subcode of Rn as follows.

Definition 5.2. For any v ∈ Rn \ {0}, let

mv := xσ(v) := x
σ(v)1
1 · · ·xσ(v)u

u ∈ S.

For 0 ̸= C ⊆ Rn, let
IC := (mv : v ∈ C \ {0}) ⊆ S.

Notice that not every monomialm∈IC corresponds to the support of a codeword v∈C\{0}.
However, every monomial m ∈ IC is of the form m = mv ·m′ for some v ∈ C \ {0} and some
monomial m′ ∈ S.

Proposition 5.3. Let 0 ̸= C ⊆ Rn be a code. Then

IC = I0:CJ = (mv : v ∈ Min(C))

and {mv : v ∈ Min(C))} is a minimal system of generators of IC .

The next theorem is the main result of this paper. We prove that the graded Betti numbers of
the monomial ideal associated to a code determine its generalized weights.

Theorem 5.4. Let σ be a modular support and let C ⊆ Rn be a code. Assume that either
C ⊆ 0 :Rn J or R is a PIR. Let IC ⊆ S be the monomial ideal associated to C and
let r ∈ [M(C)]. Then M(C) is the projective dimension of S/IC and dr(C) is the minimum
shift (i.e., the minimum degree of a nonzero element) in the r-th free module in a minimal free
resolution of S/IC . In particular, the graded Betti numbers of S/IC determine M(C) and the
generalized weights of C.

Proof. Let IC = (m1, . . . ,mt) where m1, . . . ,mt are a minimal system of monomial generators
of IC . By Theorem 4.4(3) ⟨v⟩ = ⟨w⟩ if and only if σ(v) = σ(w) for v, w ∈ Min(C). By
Theorem 4.5, 0 :C J has a minimal system of generators consisting of minimal codewords,
hence t ⩾ M(0 :C J) = M(C) by Proposition 2.10. For each i ∈ [t] let vi ∈ Min(C) such
that mvi = mi. For any A ⊆ [t] let

mA = lcm{mi : i ∈ A} = xσ(⟨vi : i∈A⟩).
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A graded free resolution of S/IC is given by the Taylor complex [HH11, Section 7.1]

0 −→ Ft
ft−→ Ft−1

ft−1−→ · · · f2−→ F1
f1−→ S −→ S/IC −→ 0,

where
Fr =

⊕
A⊆[t], |A|=r

S(− deg(mA))

with basis {eA : A ⊆ [t], |A| = r} and

fr(eA) =
r∑

k=1

(−1)k+1 mA

mA\{ik}
eA\{ik} for A = {i1, . . . , ir} ⊆ [t].

The Taylor resolution is in general not minimal: A cancellation occurs between the modules
S(− deg(mA)) ⊆ Fr and S(− deg(mB)) ⊆ Fr−1 if and only if B = A \ {k} for some k ∈ A
and mA = mB. Notice that mA = mB if and only if mk | lcm{mi : i ∈ B}, that is, if and only
if σ(vk) ⩽ ∨i∈Bσ(vi).

Let
0 −→ Gp

gp−→ Gp−1
gp−1−→ · · · g2−→ G1

g1−→ S −→ S/IC −→ 0 (5.1)
be a minimal free resolution obtained from the Taylor resolution after making all the possible
cancellations. In particular, p is the projective dimension of S/IC .

For A ⊆ [t] with |A| = r, let

CA = ⟨vi : i ∈ A⟩ ⊆ C.

Notice that, if vk ∈ ⟨vi : i ∈ A \ {k}⟩ for some k ∈ A, then S(− deg(mA)) cancels
with S(− deg(mA\{k})) while passing from the Taylor resolution to resolution (5.1). Therefore,
the direct summands S(− deg(mA)) appearing in (5.1) come from subcodes CA ∈ Mr(C).
Since Mi(C) = 0 for i > M(C), then p ⩽ M(C).

For r ∈ [M(C)], let br be the smallest shift appearing in the r-th module of a minimal graded
free resolution of S/IC , i.e. br is the smallest degree of a nonzero element of Gr. In particular,
b1 is the smallest degree of a minimal generator of IC , hence

b1 = d1(C).

We claim that br = dr(C) for all r ∈ [M(C)]. Fix a value of r and choose A ⊆ [t]
with |A| = r such that br = deg(mA). Then σ(CA) = ∨i∈Aσ(vi) = br. Since CA ∈ Mr(C),
then

dr(C) ⩽ br (5.2)
by Theorem 4.14.

To prove the reverse inequality of (5.2), we start by observing that

dr(C) = min{|σ(CA)| : |A| = r, CA ∈ Mr(C)}

by Theorem 4.14 and Theorem 4.4(3). Hence dr(C) is one of the shifts appearing in the r-th
free module of the Taylor resolution of S/IC . In order to complete the proof, it suffices to prove
the following
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Claim 5.5. Gr contains at least one direct summand S(−dr(C)).

To prove the claim, suppose that we have made all the possible cancellations until the (r−1)-
st step of the resolution. Therefore we have a free resolution of the form

0 −→ Ft
ft−→ · · · fr+2−→ Fr+1

hr+1−→ Hr
hr−→ Gr−1

gr−1−→ · · · g2−→ G1
g1−→ S −→ S/IC −→ 0.

By Theorem 4.12 and Corollary 4.18, Hr contains a direct summand S(−dr(C)). Consider now
the possible cancellations between Fr+1 and Hr. The map

Hr
hr−→ Syzr−1(IC) (5.3)

is surjective and corresponds to a choice of generators of the (r−1)-st syzygy module Syzr−1(IC)
of IC . A cancellation between Fr+1 and Hr comes from an element in the kernel of hr which has
an invertible entry, hence it corresponds to eliminating a non-minimal generator of Syzr−1(IC).
Claim 5.5 amounts to showing that, among all direct summands S(−dr(C)) of Hr, there is
at least one which does not cancel with a direct summand of Fr+1. If they all cancel, how-
ever, Syzr−1(IC) has no elements in degree dr(C). However this is not possible, since the map
in (5.3) is surjective and no component of hr is the zero map, hence the image of hr contains
a nonzero element of degree dr(C). In particular, Gp = S(−|σ(0 :C J)|)s for some s ⩾ 1
and p = M(C).

Since minimal free resolutions of monomial ideals are easy to compute, Theorem 5.4 gives
a way to efficiently compute the generalized weights of a code, if one knows the supports of its
minimal codewords. Notice however that the problem of computing the supports of the minimal
codewords (or just the minimum distance) of a code is NP-hard, even for the special case of
binary linear codes endowed with the Hamming distance, see [Var97].

We conclude the section with some examples.

Example 5.6. Let R = Z6 and consider the support ω : Z6 → N2 defined as follows:

ω(0) = (0, 0), ω(1) = (2, 1), ω(2) = (0, 1),

ω(3) = (2, 0), ω(4) = (0, 1), ω(5) = (2, 1).

It can be checked that ω is modular. We extend ω componentwise to a function ω : Z3
6 → N6

and compose it with the Z6-linear map defined by the invertible matrix

A =

3 4 1
5 3 3
2 4 5

 .

In other words, we define σ : Z3
6 → N6 by σ(v) = (ω((Av)1), ω((Av)2), ω((Av)3)) for

all v ∈ Z3
6. Then σ is modular by Proposition 3.17(7). Let C = ⟨(3, 1, 2), (2, 4, 3)⟩ ⊆ Z3

6.
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Then C has the following six minimal codewords and supports:

(3, 3, 3) (0, 0, 2, 0, 2, 0),

(0, 4, 2) (0, 0, 0, 0, 0, 1),

(2, 0, 4) (0, 1, 0, 1, 0, 0),

(3, 3, 0) (2, 0, 0, 0, 0, 0),

(0, 2, 4) (0, 0, 0, 0, 0, 1),

(4, 0, 2) (0, 1, 0, 1, 0, 0).

In particular, the ideal associated to C is

IC = (x2
1, x2x4, x

2
3x

2
5, x6).

Notice that the generators of IC form a regular sequence, therefore a minimal free resolution
of S/IC is given by the Koszul complex. In other words, there is no cancellation in the Taylor
complex

0 −→ S(−9) −→

S(−8)
⊕

S(−7)2

⊕
S(−5)

−→

S(−6)2

⊕
S(−5)2

⊕
S(−4)
⊕

S(−3)2

−→

S(−4)
⊕

S(−2)2

⊕
S(−1)

−→ S −→ S/IC −→ 0.

Therefore one has M(C) = 4, d1(C) = 1, d2(C) = 3, d3(C) = 5, and d4(C) = 9. Looking at
the maps in the minimal free resolutions, one sees that

d1(C) = |σ(⟨(0, 2, 4)⟩)| = |(0, 0, 0, 0, 0, 1)| = 1,

d2(C) = |σ(⟨(0, 2, 4), (3, 3, 0)⟩)| = |σ(⟨(0, 2, 4), (2, 0, 4)⟩)| = |(2, 0, 0, 0, 0, 1)|
= |(0, 1, 0, 1, 0, 1)| = 3,

d3(C) = |σ(⟨(0, 2, 4), (3, 3, 0), (2, 0, 4)⟩)| = |(2, 1, 0, 1, 0, 1)| = 5,

d4(C) = |σ(⟨(0, 2, 4), (3, 3, 0), (2, 0, 4), (3, 3, 3)⟩)| = |(2, 1, 2, 1, 2, 1)| = 9.

In the next example, we show that all the cancellations discussed in the proof of Theorem 5.4
can actually occur.

Example 5.7. Let σ be the Hamming weight and let C ⊆ F4
2 be the even weight code, i.e., the

code consisting of all vectors of even weight. The minimal codewords of C are all vectors of
weight 2 of F4

2, therefore the associated ideal IC is the ideal generated by all squarefree mono-
mials of degree 2 in 4 variables. A minimal free resolution of S/IC is well-known and has the
form

0 −→ S(−4)2 −→ S(−3)8 −→ S(−2)6 −→ S −→ S/IC −→ 0.
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The Taylor complex associated to S/IC is as follows

0 −→ S(−4) −→ S(−4)6 −→ S(−4)15 −→
S(−4)16

⊕
S(−3)4

−→
S(−4)3

⊕
S(−3)12

−→ S(−2)6 −→ S −→ S/IC −→ 0.

We use the notation of the proof of Theorem 5.4 when referring to the free modules in the
resolutions above. By comparing the two free resolutions, one sees that the modules F4, F5

and F6 in the Taylor complex completely cancel. Moreover, the free summand S(−3)4 of F3,
corresponding to the minimal shift in its homological degree, cancels, as well as the direct sum-
mand S(−4)14. Finally, the direct summands S(−3)4 and S(−4)3 of F2 cancel.

It is easy to find examples of functions that are not supports according to Definition 3.2, and
for which the result of Theorem 5.4 does not hold.

Example 5.8. Let R = Z4. Let wtL denote the Lee weight and let σL be its coordinatewise
extension to Z3

4. In Example 3.6 we observed that σL is not a support according to Definition 3.2.
Consider the code C = ⟨(1, 1, 0), (3, 2, 1)⟩ ⊆ Z3

4. Then

Min(C) = {(1, 1, 0), (3, 3, 0), (0, 1, 3), (0, 3, 1), (1, 0, 1), (3, 0, 3)}

and IC = (xy, xz, yz) ⊆ S = K[x, y, z]. The graded Betti numbers of a minimal free resolution
of S/IC are

0 −→ S(−3)2 −→ S(−2)3 −→ S −→ S/IC −→ 0.

In particular, b1 = 2 and b2 = 3. One can check that d1(C) = 4 and d2(C) = 6.

Notice that Theorem 5.4 does not hold in general for supports that are not modular, even for
linear codes over fields.

Example 5.9. Let C = F2
2 with the support σ defined in Example 3.21. The associated mono-

mial ideal is IF2
2
= (y) ⊆ K[x, y], whose minimal free resolution is

0 −→ S(−1) −→ S −→ S/(y) −→ 0.

We have µ(F2
2) = 2, while the projective dimension of S/(y) is 1. In particular, the second free

module in a minimal free resolution of S/(y) is 0 and it does not determine d2(F2
2)= |σ(F2

2)|=2.

6. The Hamming support

In this section we let R = Fq and make some observations on the Hamming support
σH : Fn

q → {0, 1}n, see Example 3.5. For v ∈ Fn
q , we identify σH(v) with a subset of [n].

Let C ⊆ Fn
q be a code. Several authors study the matroid MC associated to a parity-

check matrix H of C. This is the matroid on the ground set [n], whose independent sets are
the sets {j1, . . . , jt} ⊆ [n] such that columns j1, . . . , jt of H are linearly independent, see
e.g. [Bar97, JV13]. Denote by I(MC) ⊆ 2[n] the set of independent sets of MC . It is easy
to check that MC does not depend on the choice of H . The code C, the matroid MC , and the
corresponding Stanley–Reisner ideal IC relate as follows:
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(1) Let A ⊆ [n]. Then A ∈ I(MC) if and only if there is no v ∈ C \ {0} with σH(v) ⊆ A.

(2) The squarefree monomials in IC are exactly those of the form xA, where A /∈ I(MC).

(3) The circuits of MC are the supports of the minimal codewords of C.

(4) The minimal monomial generators of IC are in one-to-one correspondence with the cir-
cuits of the matroid MC .

Therefore,

I(MC) = 2[n] \ {A ⊆ [n] : A ⊇ σH(v) for some v ∈ C \ {0}} = 2[n] \ {A ⊆ [n] : xA ∈ IC}.
(6.1)

The resolutions of the ideals associated to various classes of codes (most notably, MDS
codes, one/two weight codes, Reed–Muller codes) have been studied in [GS20, GL21].

The main result of [JV13] is Theorem 2, which shows that the generalized Hamming weights
of a code C ⊆ Fn

q are determined by the graded Betti numbers of IC . Our Theorem 5.4 general-
izes [JV13, Theorem 2] with a different and stand-alone proof strategy that does not rely on any
matroid theory results.

A known fact about codes C ⊆ Fn
q endowed with the Hamming metric is that they are gen-

erated by their minimal codewords [AB98, Lemma 2.1.4]. This is a special case of Theorem 4.5
in this paper.

Corollary 6.1. Every code 0 ̸= C ⊆ Fn
q is generated by its minimal codewords.

It is natural to ask whether a code C ⊆ Fn
q is also generated by its codewords of maximal

support. The answer to this question is negative in general, as the following simple example
shows.

Example 6.2. Let C = F2
2. The only codeword of maximal support is (1, 1) and ⟨(1, 1)⟩ ⊊ C.

Although codes C ⊆ Fn
q are in general not generated by their maximal codewords, for q

sufficiently large most codes are.

Proposition 6.3. Let 1 ⩽ k ⩽ n. The proportion of codes in Fn
q , within the k-dimensional ones,

generated by their maximal codewords is at least

(q − 1)n (qk − 1)− (qn − 1)qk−1

(qn − 1)(qk − qk−1 − 1)
,

and the above fraction approaches 1 as q → +∞.

Proof. We obtain the result by bounding from below the number of k-dimensional codes C
with |C ∩ An| > qk−1, where An is the set of vectors in Fn

q of weight n. To obtain such a lower
bound, denote by F the set of k-dimensional codes in Fn

q and consider the sum

S :=
∑
C∈F

|C ∩ An|.
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We have
|F| =

[
n
k

]
q

.

We write F as a disjoint union F = F ′ ∪ F ′′, where F ′ is the set of codes C ∈ F
with |C ∩ An| > qk−1 and F ′′ the set of codes C ∈ F with |C ∩ An| ⩽ qk−1. We then
have

S =
∑
C∈F ′

|C ∩ An|+
∑
C∈F ′′

|C ∩ An|

⩽ |F ′| (qk − 1) + (|F| − |F ′|) qk−1

= |F ′| (qk − qk−1 − 1) + |F| qk−1. (6.2)

On the other hand, we can rewrite S as

S =
∑
v∈An

|{C ∈ F : C ∋ v}| = |An|
[
n− 1
k − 1

]
q

. (6.3)

Combining (6.2) with (6.3), and using the definition of q-binomial coefficient, we obtain

|F ′|/|F| ⩾ |An|
qk − 1

(qn − 1)(qk − qk−1 − 1)
− qk−1

qk − qk−1 − 1
,

which is the desired estimate, since |An| = (q − 1)n.
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