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ABSTRACT OF THE DISSERTATION 
 

High-sensitivity Current Sensing Front-End for Biomedical Applications 

 

 

by 

 

Da Ying 

 

Doctor of Philosophy in Electrical Engineering (Electronic Circuits and Systems) 

University of California San Diego, 2022 

Professor Drew A. Hall, Chair 
 

 

Sensors link the physical and electronic worlds, making them useful in environmental, 

automotive, industrial, communication, and medical applications, among many more. In the 

first chapter of this dissertation, current sensors and current-sensing front-ends are reviewed, 

aiming to provide readers with all-around design guidance from both sensor and circuit 
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perspectives. Starting from the transduction method, capacitive, resistive, diode/FET-based, 

and MEMS sensors are individually reviewed with a focus on applications, circuit models, and 

nonidealities that must be considered for front-end design. This is followed by a discussion of 

current-sensing front-ends, specifically transimpedance amplifiers (TIAs), current conveyors 

(CC), and current-mode delta-sigma (I-ΔΣ) modulators. Each front-end is analyzed in terms of 

gain, bandwidth, stability, noise, and general design considerations are presented. In this 

chapter, state-of-the-art works for each front-end are also summarized, and tradeoffs between 

different architectures are discussed. The following chapters describe two application-specific 

current front-ends. 

In Chapter 2, a novel label- and immobilization-free biosensing technique, transient 

induced molecular electronic spectroscopy (TIMES), was introduced. An 8-channel array of 

low-noise (30.3 fA/√Hz) current sensing front-ends with on-chip microelectrode 

electrochemical sensors was proposed to observe real-time protein-ligand interactions. The 

analog front-end (AFE) consists of a 1st-order continuous-time delta-sigma (CT-ΔΣ) modulator 

that achieves 123 fA sensitivity over a 10 Hz bandwidth and 139 dB cross-scale dynamic range 

with a 2-bit programmable current reference. A digital predictor and tri-level pulse width 

modulated (PWM) current-steering DAC realize the equivalent performance of a multi-bit ΔΣ 

in an area- and power-efficient manner. The AFE consumes 50.3 µW and 0.11 mm2 per readout 

channel.  

In Chapter 3, an AFE for fast-scan cyclic voltammetry (FSCV) with analog background 

subtraction using a pseudo-differential sensing scheme to cancel the large non-faradaic current 

before seeing the front-end. As a result, the AFE can be compact and low-power compared to 

conventional FSCV AFEs with dedicated digital back-ends to digitize and subtract the 
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background from subsequent recordings. The proposed AFE, fabricated in a 0.18-µm CMOS 

process, consists of a class-AB common-mode rejection circuit, a low-input-impedance current 

conveyor, and a 1st-order I-∆Σ modulator with an infinite impulse response quantizer. This 

AFE achieves an effective dynamic range of 83 dB with a state-of-the-art 39.2 pArms input-

referred noise loaded with a 1 nF input capacitance (26.5 pArms open-circuit) across a 5 kHz 

bandwidth while consuming only 3.7 μW. This design was tested with carbon-fiber 

microelectrodes scanned at 300 V/s using flow-injection of dopamine, a key neurotransmitter. 



1 

 

Chapter 1. CURRENT SENSING FRONT-ENDS 
 

 

1.1 Introduction 
 

Sensors are ubiquitous in nearly all aspects of our daily life ranging from environmental 

and industrial to medical applications. They serve as the gateway for humans and machines to gain 

awareness and understand the environment from a macroscopic down to a microscopic level. In 

addition to the sensor that captures the signal of interest, one also needs a front-end to record and 

process it. A well-engineered acquisition system can be challenging to realize as it requires 

designers to have a deep understanding of both the sensor and circuit – two very different skill sets. 

This paper aims to bridge this gap by reviewing different types of sensors and circuit design 

considerations for front-ends and providing readers with practical knowledge on how to design a 

front-end for their sensor.  

The fundamental principle of a sensor is the ability to transduce an external stimulus into 

an electrical signal. Among which, current-output sensors refer to the subset of sensors whose 

output signal is a current. In this paper, current-output sensors are referred to as “current sensors” 

for simplicity. However, readers should note that current sensors might refer to the sensors that 

measure a current outside the scope of this paper. Based on the underlying transduction method, 

current sensors are categorized into four main types, i.e., capacitive [1]–[11], resistive [12]–[23], 

diode/FET-based [24]–[31], and microelectromechanical system (MEMS) sensors [32]–[38], as 

shown in Fig. 1.1. For both capacitive and resistive sensors, they are typically biased at a constant 

voltage such that a current signal is generated from a change in sensor impedance due to stimuli 

(e.g., temperature [13], humidity [4], or biomolecular interaction [10]). On the other hand, diode- 

and FET-based sensors work by lowering a semiconductor barrier in response to stimuli. Classic 
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examples of this type of sensors are photodiodes [27], [39] and ion-sensitive field-effect transistors 

(ISFETs) [26]. Finally, MEMS sensors, while often capacitive, require much different design 

considerations than conventional capacitive sensors and therefore deserve their own discussion. 

To interface with the sensor, an analog front-end (AFE) typically consists of an amplifier, 

some filtering, and an analog-to-digital converter (ADC). In a current-sensing AFE, the sensor 

output is converted to a voltage by a transimpedance amplifier (TIA), time by a current-to-

frequency converter (I-to-F), or interfaced with current-mode circuits to avoid the need for an 

explicit transimpedance element. Typical current-mode circuits include current conveyors (CC) 

and current-mode delta-sigma (I-ΔΣ) modulators. Each of these front-ends has a constellation of 

performance tradeoffs, including bandwidth, noise, power, and input impedance, among others. 

Choosing and designing the appropriate readout circuit is critical to achieving high performance 

from any sensor. Even though there are many other semiconductor technologies, such as bipolar 

junction transistors (BJT) or bipolar CMOS (BiCMOS), they are far less commonly used and prone 

 
Figure 1.1 Examples of current sensors and their applications. 
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to issues such as large input bias current. Therefore, this chapter discusses front-end designs of 

integrated and discrete CMOS implementations. 

 

1.2 Sensors Overview 
 

1.2.1 Capacitive Sensors 

 

Capacitive sensors are used in a wide range of applications, including liquid level sensing 

[1], [2], environmental sensing (gas [3], humidity [4], etc.), touch interfaces [5], [6], material 

analysis [7], and life science applications [8]–[10]. Capacitive sensors are formed by two 

conductive electrodes separated by a dielectric where the stimuli modulate the material properties, 

as shown in Fig. 1.1. For example, polyimide is an insulating material with a dielectric constant 

dependent on humidity, thus can modulate the capacitance at different humidity levels. The high 

electric field between the parallel plates allows capacitive sensors to have very high sensitivity. 

Several other capacitive sensor geometries, such as co-planar and floating structures, exploit the 

principle of fringe capacitance – a consequence of the fringing electric field at the edge of a 

conductor. In a co-planar configuration, the two electrodes are arranged side-by-side (or 

interdigitated) in the same plane. In this way, the electric field lines are more dominant near the 

edges between the electrodes such that this type of sensor has high sensitivity along the z-axis, 

enabling applications ranging from liquid level sensing [1] to molecular sensing (e.g., bacteria 

growth monitoring [8], neurotransmitter detection [9], cell culture monitoring, and drug testing 

[10]). The electrode placement remains the same in a floating configuration; however, the second 

electrode is instead implicitly defined by a grounded medium that can be, for example, the culture 

solution for living cell monitoring [11], as shown in Fig. 1.2(a), or a fingertip for touch display 

applications [5], [6]. Unlike the parallel-plate capacitance, the fringe capacitance is non-linearly 
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related to the sensor area, often necessitating finite element modeling (FEM) and geometric 

optimization.  

In electrochemistry, an electrode submerged in an electrolyte has an electrode-electrolyte 

interface modeled as a double layer capacitance, Cdl, which is a series combination of the Stern 

layer and diffuse layer capacitors [40]. The capacitance per unit area is very high (~1 pF/µm2), 

with sensor areas that are often several square millimeters resulting in large capacitances. This 

capacitance is in parallel with a charge transfer resistance, Rct, that is all in series with the solution 

resistance, Rs, as shown in the abstract figure. The signal from Cdl can be non-faradaic, faradaic, 

or a combination of both, as in the case of fast-scan cyclic voltammetry (FSCV), a technique with 

high temporal resolution used to study neurotransmitters [41]. In a non-faradaic process, the 

 
Figure 1.2 Examples of current sensing systems based on sensor types: (a) a capacitive sensing platform used to 

monitor the in-vivo proliferation of breast cancer cells [11], (b) a prototype chess board with an ultra-sensitive 

resistive pressure sensor based on a microstructured conducting polymer thin film [15], (c) the first single-chip 

fluorescence-based biosensor with integrated nanoplasmonic filters [39], and (d) scanning electron microscope 

(SEM) image of an ultra-sensitive capacitive MEMS accelerometer [32]. 
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current is a direct result of charging or discharging the capacitor, i.e. 𝑖 = 𝐶 𝑑𝑉 𝑑𝑡⁄ , whereas in a 

faradaic process, ions transfer electrons during a reduction-oxidization (redox) process at the 

electrode-electrolyte interface resulting a current proportional to the analyte concentration.  

The sensitivity and dynamic range (DR) are important parameters to define when designing 

a capacitive sensor AFE. Since the change in capacitance (∆C) may be orders of magnitude smaller 

than the nominal capacitance (C0), this often requires a capacitive AFE to have a DR of more than 

40 dB and, in some cases, upwards of 100 dB. In addition, any form of a capacitance-to-current 

front-end must be concerned with the stray capacitance at the input node because it can 

significantly affect the bandwidth, stability, and noise performance of the system. This stray 

capacitance can come from packaging, connections between the sensor and front-end on the PCB, 

and/or the sensor itself. 

1.2.2 Resistive Sensors 

Resistive sensors have been reported for environmental monitoring applications including 

temperature [12]–[14], pressure [15], [16], [23], and gas sensing [17], [18], as well as biosensors 

for proteomics [19] and lab-on-chip platforms [20]–[22]. Among them, resistor-based temperature 

sensors, or thermistors, are made with metal oxides with large temperature coefficients. Resistive 

pressure and gas sensors are based on piezo-resistive and chemo-resistive effects, respectively. For 

pressure sensors, a polydimethylsiloxane (PDMS) elastomer doped with conductive composites 

such as graphene and carbon-nanotubes has been recently reported to increase the sensitivity [16], 

[23]. Fig. 1.2(b) shows an example of a resistive pressure sensor array that achieves 1 Pa sensitivity 

using a modified polymer thin film. The key challenge for pressure sensors has been achieving 

high sensitivity across a large pressure range. Similarly, in sensing gas, highly conductive metal 

electrodes (e.g., Pt) are generally modified by acceptor coating materials (e.g., TiO2 for sensing 
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H2) for high selectivity. Compared to their capacitive counterpart, resistive gas sensors are less 

sensitive to parasitic capacitance but suffer from temperature and humidity drift [42]. 

Examples of magnetic sensors used for current sensing are Hall-effect and 

magnetoresistive (MR) sensors [43]. Sensing using a magnetic field has enabled Hall-effect 

sensors to be widely employed in non-contact current monitoring, position sensors, and automotive 

applications. For MR sensors, the sensor resistance is a function of the applied magnetic field. 

They have been used as the read head in rotating hard disk drives and recently biosensors to detect 

biomolecules labeled with magnetic nanoparticles (MNPs) [44], [45]. Since biological samples are 

intrinsically non-magnetic, MR biosensors achieve very high sensitivity. However, the need for an 

external magnetic field (e.g., magnet, electromagnet, etc.) generally makes such platforms bulky.  

Although resistive sensors can be easily arranged in a differential configuration (i.e., 

Wheatstone bridge), they often have a sizeable sensor-to-sensor mismatch and still require front-

ends to have large DR (>40 dB) to compensate. Worse yet, in applications such as MR biosensing, 

the presence of an external field leads to a large baseline-to-signal ratio (R0/ΔR) and requires an 

even larger DR (>80 dB). In cases where a signal pattern is predicable, signal processing 

techniques such as matched filtering can increase detection efficiency [46]. On the other hand, 

noise peaking concerns for resistive sensor front-ends are less significant due to lower input 

capacitance. 

1.2.3 Diode/FET-based Sensors 

Diode- and FET-based sensors are semiconductor devices that modulate their conductance 

in response to stimuli, often non-linearly. Among which, photodiodes (PD) generate currents due 

to the presence of light and are often used for communication [47]–[49], automotive [50], [51], 

and biosensing (e.g., SPR [28], ELISA [29], [31]). Optical sensing is typically complicated and 
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bulky as it requires a multitude of external optical elements such as lasers, lenses, filters, or photo-

multiplier tube (PMT) detectors. However, Hong et al. demonstrated an optical biosensing system 

(Fig. 1.2(c)) with integrated waveguide-based filters in a standard CMOS technology [39], opening 

a promising landscape for compact optical sensing systems. Among FET-based sensors, ISFETs 

are an electrochemical biosensor that modulate the channel conductance based on charged species 

present at the gate electrode. ISFETs have been reported for the detection of DNA hybridization 

[24] and immunoassays [25], but they are mostly used as pH sensors [26]. 

Unfortunately, both PD and ISFET experience large sensor mismatch and temperature 

dependency, making a pseudo-differential architecture less effective at canceling the common-

mode variation. Worse yet, the sensitivity and DR of a PD are typically limited by the dark current. 

In image sensors, signal-processing techniques such as spike-based encoding are used to recover 

the DR [52]. The parasitic capacitance of a PD heavily depends on the process and how the pn 

junction is implemented [53]. Although it can be small (0.2 to 0.5 pF [54]), the PD capacitance 

can seriously complicate the front-end design for high-speed applications. 

1.2.4 MEMS Sensors 

MEMS sensors are often treated as a subset of capacitive sensors. However, the design 

considerations for MEMS are very different from the ones for general capacitive sensors described 

earlier since MEMS sensors target an entirely different set of applications, such as accelerometers 

[32]–[35] and gyroscopes [37], [38]. In MEMS sensors, as illustrated in Fig. 1.1, one side of the 

capacitor plate is movable under an exerted force to change the sensor's inertial state. The plate's 

movement alters the electric potential between plates; therefore, it can be measured as a change in 

capacitance.  
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Negative feedback (e.g., TIA, I-ΔΣ) improves linearity and lowers sensitivity to process, 

voltage, and temperature (PVT) variation; however, it is particularly challenging to introduce 

another feedback in a MEMS system due to the existing feedback in a typical accelerometer or 

gyroscope which is used to control the proof mass position of the sensing element [34]. The system 

dynamics require careful attention to not cause instability. MEMS sensors are mostly fabricated 

through specialized micromachining processes (e.g., surface micromachining in Fig. 1.2(d)) and 

connected to front-ends through wire bonding or flip-chip techniques, which can cause large 

parasitic capacitance on the order of a few pF. As will be discussed later, large input capacitance 

for a current front-end can cause more noise and even stability issues. 

 

1.3 Transimpedance Amplifier 

1.3.1 Overview 

TIAs have been widely investigated and employed for optical receivers [55]–[59], 

biosensing [60]–[63], and many other applications due to their simplicity and a reasonable trade-

off between design parameters such as noise, bandwidth, and power [39]. A TIA converts the 

current into a voltage signal with a transimpedance element, either a resistor or capacitor, known 

as a resistive-TIA (R-TIA) capacitive-TIA (C-TIA), as shown in Fig. 1.3. The reason behind such 

 
Figure 1.3 Transimpedance amplifier with different feedback configurations and input sensor models. 
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I-to-V conversion is that signal processing (e.g., filtering, digitization, etc.) is traditionally done in 

the voltage domain. 

In a traditional R-TIA, a resistor, RF, is connected in feedback between the inverting and 

output nodes of an amplifier while the non-inverting terminal is driven to a potential, VCM,  that 

also biases the sensor, as shown in Fig. 1.3. There is usually also a feedback capacitor (explicit or 

parasitic) connected in parallel with 𝑅F that determines the TIA's stability and band limits the 

signal. The amplifier's non-inverting input is also connected to the sensor, known as the device 

under test (DUT). This node is often referred to as a "virtual ground" since the negative feedback 

ensures minimal voltage perturbation. The current signal from the DUT, iin,  flows through RF, 

whose value, when the amplifier's open-loop gain is much greater than unity, determines the total 

transimpedance gain. The output voltage, 𝑣out, is simply related to the input current as: 𝑣out =

𝑉CM ± 𝑖in𝑅F, with the sign depending on whether the DUT is sinking (+) or sourcing (-) current. 

Having a virtual ground at the input node means one has full control over the sensor voltage, which 

can be helpful in, for example, electrochemical impedance spectroscopy (EIS), where the DUT is 

excited with a sinusoidal voltage and the impedance calculated by reading the resulting in- and 

quadrature-phase current. Many advantages of the R-TIA stem from the fact that it is a closed-

loop system. Negative feedback around the amplifier ensures a constant transimpedance gain and 

makes it insensitive to the amplifier's open-loop gain variation. It can also be easily shown that the 

negative feedback reduces the input impedance, which is desirable for a current front-end, while 

simultaneously lowering the output impedance, which is desirable for a voltage output. 
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1.3.2 Gain, Bandwidth, and Stability 

While a TIA structure is relatively straightforward, contradicting design requirements such 

as high gain, large bandwidth, and low noise make designing a TIA a non-trivial task. Since 

increasing the gain usually has the opposite effect on the bandwidth and stability, the three 

parameters must be considered together during the design process. As shown in Fig. 1.3, the total 

input capacitance, CIN, is the parallel combination of the sensor capacitance (photodiode, Cdl, etc.) 

and the total stray/parasitic capacitance, Cstray, from the amplifier input and routing interconnects. 

The amplifier has a single-pole response 𝐴(𝑠) = 𝐴0/(1 + 𝑠𝜏A) where A0  is the dc gain and τA is 

the RC time constant for the internal pole at frequency,  fA, i.e. 𝜏A = 1/(2𝜋𝑓A). The closed-loop 

transimpedance frequency response, ZT(s), can be derived as [64] 

𝑍T(𝑠) = −𝑅T

1

1 +
𝑠

𝜔0𝑄 +
𝑠2

𝜔0
2

 
1.1 

𝑅𝑇 = 𝑅𝐹

𝐴0

𝐴0 + 1
 1.2 

𝜔0 = √
𝐴0 + 1

𝑅𝐹𝐶𝐼𝑁𝜏𝐴
 1.3 

 
Figure 1.4 Tradeoff between 𝐵𝑊 and 𝑅T for an R-TIA [64]. 
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𝑄 =
√(𝐴0 + 1)𝑅𝐹𝐶𝐼𝑁𝜏𝐴

𝑅𝐹𝐶𝐼𝑁 + 𝜏𝐴
 1.4 

where RT is the dc gain accounting for the finite loop gain, ω0 is the natural frequency, and Q is 

the quality factor describing the damping behavior of the filter response. For a typical peaking-

free Butterworth low-pass characteristic, 𝑄 ≤ 1 √2⁄  and therefore, the maximum bound on 

transimpedance gain is 

𝑅𝑇 ≤
𝑓𝐺𝐵𝑊

2𝜋𝐶𝐼𝑁𝐵𝑊2
 1.5 

where 𝐵𝑊  is the TIA's -3dB bandwidth and 𝑓GBW = 𝐴0𝑓A  is the amplifier’s gain-bandwidth 

product (GBW). This bound is known as the transimpedance limit [65] and was generalized for 

other TIA topologies by Säckinger [64]. The transimpedance limit describes a TIA's maximum 

transimpedance gain for a given bandwidth. The tradeoff between transimpedance and bandwidth 

of an R-TIA for a given amplifier GBW can be represented graphically in Fig. 1.4, which can be 

helpful for TIA designers to make an educated estimate of the amplifier requirements for a 

particular design. For applications (e.g., biomedical) which need considerable gain (> 100 MΩ) 

for high sensitivity, large RF can be implemented as a discrete chip resistor, on-chip as a pseudo-

resistor [66], or in a tee network configuration [67]. 

The TIA stability is another important design consideration due to CIN, especially for sensor 

applications where CIN can be quite large or the TIA is near the transimpedance limit. For example, 

the Cdl introduced by electrochemical sensors can easily be a few nF [41]. As a result, CINRF may 

introduce a pole within the loop bandwidth and cause instability. The feedback capacitor, CF, 

introduces a zero in the feedback path to compensate for the phase shift from the input time 

constant. CF may be either an explicit or parasitic capacitance. The ~1 pF capacitance from the 

PCB and package is often sufficient for high-gain discrete designs. Extra care must be taken with 
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the tee network due to the parasitic capacitance at the intermediate node. To find a good starting 

point for sizing CF, it is mathematically convenient to calculate CF for a phase margin of 45° where 

𝐶F =
1

4𝜋𝑅F𝑓GBW
(1 + √1 + 8𝜋𝑅F𝐶IN𝑓GBW) 1.6 

However, designers are encouraged to overcompensate the TIA to ~65° phase margin considering 

the tolerance in CF and the fact that PVT variation may shift the amplifier bandwidth. 

1.3.3 Noise 

The noise model of a typical R-TIA is shown in Fig. 1.5. Having a resistor in the feedback 

path unavoidably adds to the total input-referred noise of the system. The input-referred current 

noise power spectral density (PSD) is 

𝑖𝑛
2 =

4𝑘B𝑇

𝑅F
+ 𝑣𝑛,op

2 [
1

𝑅F
2 + (2𝜋𝑓)2(𝐶F + 𝐶IN)2] 1.7 

 
Figure 1.5 Noise sources in an R-TIA with input sensor replaced by an equivalent circuit model. 
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where 𝑣𝑛,op
2  is the input-referred voltage noise of the amplifier, kB is Boltzmann's constant, and T 

is the temperature. The resistor and the amplifier's noise are the two main contributors to the noise. 

Decreasing the amplifier's noise typically comes at the expense of higher power consumption, 

whereas RF can be maximized considering the amplifier output swing. However, as shown in 

Equation 1.5, larger RF reduces the closed-loop bandwidth making it undesirable for high-speed 

applications. There has been research on noise-canceling (NC) techniques to reduce the TIA noise 

by 15% while maintaining a large bandwidth [57]. In the proposed NC-TIA, the noise voltage at 

the input and output of the TIA are added destructively through an auxiliary path while the signal 

is unaffected. However, such cancellation is very sensitive to PVT variation and ineffective at 

canceling the thermal noise from RF; therefore, RF still needs to be maximized, and the tradeoff 

remains.  

 Another implication of Equation 1.7 is in its second term where the amplifier noise is scaled 

by the total input capacitance and asymptotically increases at 20 dB/dec, typically dominating the 

noise performance at high frequency, as shown in Fig. 1.6. Unfortunately, this noise-peaking 

 
Figure 1.6 Typical contribution to the total input-referred current noise PSD in a TIA [60]. 
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behavior is shared among all current front-end topologies, making low-power, low-noise, and 

high-bandwidth TIA design a very challenging topic. Therefore, most TIAs are designed to be 

application-specific. For example, TIAs for biosensing applications are usually heavily 

bandlimited to achieve low noise and power since most biological signals are slow (<100 Hz) 

while having large gain (>10 MΩ). On the other hand, broadband (> GHz) TIAs for optical 

applications are typically very power-hungry and have considerably lower gain (<100 kΩ). 

1.3.4 Capacitive TIA 

Besides its effect on the bandwidth, large RF (up to GΩ) also poses a practical limitation 

due to the area required in CMOS implementations and tolerance in discrete applications. C-TIAs 

are one way of eliminating such limitations by replacing RF with a noiseless capacitor. In CMOS 

technologies, capacitors are usually preferred since operational transconductance amplifiers 

(OTAs) have high output impedance. As shown in Fig. 1.7(a), a C-TIA is essentially an integrator 

whose output voltage is a function of the integrated input current. However, like all integrators, a 

C-TIA is prone to saturation when given a dc input signal or leakage. Therefore, a simple reset 

switch across CF is used to reset its charge periodically and provide a dc feedback path. In the 

presence of a signal with a large dc component, as in many bio-applications (i.e., dark current from 

photodiodes or ionic current in nanopores), the reset time can set an unreasonably short 

measurement period. Continuous-reset schemes using a pseudo-resistor [68], [69] or current 

reducer [60] (Fig. 1.7(b)) have been proposed to maintain large bandwidth at the expense of 

linearity and additional power overhead. A second stage differentiating amplifier is usually 

required to recover a linear relationship between the input current and output voltage. The resulting 

topology is referred to as the integrator-differentiator architecture. The differentiator's noise is 
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inconsequential as it is heavily attenuated by the first stage when input-referred. As a result, a C-

TIA offers unique advantages of high sensitivity and very low noise across a wide bandwidth. 

The total transimpedance gain for a typical integrator-differentiator architecture is RdCd/CI, where 

CI is the integrator feedback capacitance and Rd and Cd are the RC components in the differentiator, 

as shown in Fig. 1.7(a). The closed-loop bandwidth is  

𝑓−3dB = 𝑓GBW

𝐶I

𝐶I + 𝐶IN
 1.8 

where CIN is the total input capacitance and fGBW is the gain bandwidth product of the opamp. It is 

beyond this paper's scope to derive the exact expression for frequency response and input-referred 

current noise for a C-TIA as it depends on how the dc servo loop is implemented. In general, 

designers need to consider the thermal noise introduced by the active path in a continuous-time 

 
Figure 1.7 (a) Example of an impedance spectroscopy setup using the integrator-differentiator architecture with 

a reset network to prevent saturation of the integrator induced by the dc input current, (b) schematic of a C-TIA 

with active feedback as a continuous reset [60]. 
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feedback implementation. In a discrete-time reset scheme, the system is limited by the kBT/C and 

folded-back high-frequency noise due to sampling. However, it has been shown that correlated 

double sampling (CDS) is very effective at eliminating correlated noise such as kBT/C and flicker 

noise in a discrete-time system [70]. However, designers must also be aware that CDS increases 

the overall white noise due to noise-folding. 

1.3.5 Common-Gate TIA 

As mentioned above, traditional shunt-feedback TIAs have reduced bandwidth and 

instability when presented with a large input capacitance. The common-gate TIA (CG-TIA) has 

been proposed as an alternative TIA topology where the open-loop nature eliminates stability 

concerns. As a result, CG-TIAs are widely used in high-speed optical receivers with large 

photodiode parasitics [71]–[73]. In a typical CG-TIA shown in Fig. 1.8(a), the input current is 

sensed by a CG stage which provides an input impedance of roughly 1/gm, where gm is the 

transconductance of the input transistor M1. The drain terminal of M1 is connected to a resistor, RT, 

which defines the total transimpedance gain. In this way, the input impedance (input pole) and the 

transimpedance (output pole) are conveniently decoupled and can therefore be optimized 

separately, a notable advantage over its shunt-feedback counterparts. To further reduce the input 

impedance of a CG-TIA, techniques such as regulated-cascode [71], [72] and negative impedance 

by cross-coupling CGs [73] have been proposed. 
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 The main challenges in designing CG-TIAs are noise and limited headroom. Fig. 1.8(b) 

shows noise sources in a typical CG-TIA. Since the input transistor M1 forms a casocde stage when 

the input is open (to calculate current noise), it contributes negligibly to the total input-referred 

current noise at low frequency. However, the noise current produced by the load RT and current 

source M2 are directly referred to input as  

𝑖n
2 =

4𝑘B𝑇

𝑅T
+ 4𝑘B𝑇𝛾𝑔m2 +

𝐾f𝑔m2
2

𝐶ox𝑊𝐿𝑓
 1.9 

where gm2 is the transconductance of M2, γ and Kf are both process-dependent coefficients (𝛾 =

2/3  for long channel devices and >2 for deep sub-micron processes), 𝐶ox  is the unit oxide 

capacitance, and 𝑊  and 𝐿 are the width and length of the transistor, respectively. A CG-TIA 

typically has higher noise due to the first term in Equation 1.9 since the size of RT is limited by the 

headroom. In low voltage designs, RT is usually maximized for transimpedance gain and lower 

noise; hence the IR drop across RT severely limits the headroom available for the rest of the circuit. 

 
Figure 1.8 (a) Basic common-gate TIA implementation; (b) Noise sources in CG-TIA including current source 

noise. 
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Table 1-1 provides a non-exhaustive summary of state-of-the-art TIAs in different form 

factors. This table aims to provide readers with general guidance on picking or designing the TIA 

for their sensor of choice. Benchtop TIAs provide excellent performance and flexibility due to 

additional features such as active cooling or capacitance neutralization, which come at the cost of 

power and size. Integrated solutions typically employ the C-TIA topology and open a new frontier 

for large-scale parallel sensing, especially in arrayed applications, such as biosensors and touch 

Table 1-1 State-of-the-art Transimpedance Amplifiers 

 Reference Arch. 
Gain 

(Ω) 

Input 

Range a 

BW 

(Hz) 

IRN  

(fA/√Hz) 

CIN 
b 

(pF) 

IBIAS 

(fA)  

Power 

(mW)  

@ 

Supply 

(V)  

Applica-

tion 

Bench-top 

Femto™ 

DDPCA-

300 

R-TIA 
10 k –  

10 T 
1 mA 

1 –  

400 

0.2 –  

45,000 
5 30 

1050  

@ 15 
General 

Axopatch

™ 200B 
R-TIA  

0.5 –  

500 G 
200 nA 70 k 

11 –  

30 
- 1000 - 

Patch-

clamp 

SRS™ 

470 
R-TIA 

1 k –  

1 T 
5 mA 

10 –  

1 M 

5 –  

150,000 
- - 

6000  

@ 24 
General 

Keithley™ 

480 
R-TIA 

1 k –  

100 G 
10 mA 

1 –  

10 k 

1.2 –  

900 
- - - General 

Discrete 

LTC6563 R-TIA 22.2 k 90 µA 500 M 4,500 1.5 - 
200  

@ 3.3 
Lidar 

ADN2820 
SiGe 

R-TIA 
5 k 1.4 mA 9 G 10,000 - - 

200 

@ 3.3 
Ethernet 

OPA857 R-TIA 
5 k,  

20 k 
240 µA 

105 M,  

125 M 
125,000 2 - 

77 

@ 3.3 
Optical 

Integrated 

Ferrari  

[60] 
C-TIA 60 M 10 nA 4 M 4 - - 

45 

@ 3 
General 

Mulberry 

[63] 
C-TIA 

0.86 –  

7 G 
1 nA 4.4 k 6.25 - - 

12.5 

@ 3.3 
Nanopore 

Kang  

[62] 
C-TIA 

10 M –  

10 G 
100 µA 5 M 

1,700 –  

30,000 
- - 

5.2 

@ 1.8 

Ultra-

sound 

Rosenstein 

[61] 
R-TIA 100 M 1.5 nA 1 M 41 1 - 

5  

@ 1.5 
Nanopore 

Djekic  

[66] 
R-TIA 

1 M –  

1 G 
20 nA 

8 k –  

2 M 

5.5 –  

140  
- - 

9.2  

@ 1.8 
General 

Ray  

[72] 

CG-

TIA 
50 k 30 µA 6.3 G 27,000 1 - 

108  

@ 1.2 
Optical 

 
aMaximum input Ipeak 
binput stray capacitance, not the input capacitance used for noise characterization 

BW: bandwidth, IRN: input-referred noise, IBIAS: input bias current 
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displays. Discrete solutions provide a middle ground between compactness and versatility and are 

used in low channel count applications and for prototyping. 

 

1.4 Current Conveyor 

1.4.1 Overview 

A current conveyor (CC) is the most integral building block of any current-mode circuit 

due to its versatility and ability to handle a large input range with high efficiency. It is worthwhile 

to introduce the concept of a current-mode circuit first to help further the discussion. Current-mode 

circuits are characterized as circuits whose signals of interest are handled in the current domain 

without needing a transimpedance element, such as in a TIA. For example, the current signal from 

the sensor can be directly processed by current-mode circuits (e.g., CC or current-input ADC), 

eliminating the need for an extra step to convert the signal into the voltage domain followed by a 

voltage-mode ADC. The advantages of current-mode circuits should become evident at this point, 

 
Figure 1.9 Block representation and simplified CMOS implementation of second-generation current conveyor 

(CCII). 



20 

 

as they: 1) do not require a high-performance closed-loop amplifier for large voltage gain; 2) are 

easily scaled into advanced CMOS process nodes since the limited supply voltage does not 

constrain their DR, and they do not need high precision passive components; and 3) show high 

performance in terms of speed, bandwidth, and accuracy.  

Sedra and Smith [74] first introduced the concept of a CC, and it has since been shown 

using the Theory of Adjoint Networks [74], [75], that all active devices can be made of a suitable 

connection of one or two CCs (specifically the second generation CC, or CCII), making the CC a 

versatile component in analog systems. As shown in Fig. 1.9, a CCII is a three-port system that 

can be represented by a transfer matrix that captures the current or voltage expression at each port. 

The CCII has a transfer matrix of 

[
𝑖Y

𝑣X

𝑖Z

] = [
0 0 0
1 0 0
0 ±1 0

] [

𝑣Y

𝑖X

𝑣Z

] 1.10 

where 𝑖k and 𝑣k are the current and voltage at port X, Y, and Z, respectively. Therefore, the voltage 

at the input node X, vX, follows the voltage applied to node Y, which has an infinite input impedance 

as it sees no current (the difference between CCI and CCII is whether 𝑖Y = 𝑖X  or 𝑖Y = 0 , 

respectively). The output node, Z, which has ideally infinite output impedance, carries the same 

(or opposite) current as iX. The following intrinsic properties of a CC make it a promising front-

end choice for sensor applications: 1) low input impedance for negligible signal attenuation and 

thus is less sensitive to stray capacitance at the sensor interface; 2) high output impedance as 

needed to drive subsequent current-mode circuits; and 3) voltage following between nodes X and 

Y ensures a well-defined bias of the sensor voltage, which is required in most sensor applications 

[76]–[80].  

The CMOS implementation of the CCII shown in Fig. 1.9 was derived from the CCI based 

on a translinear loop (TL) formed by the four input transistors [81]. The translinear principle 
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exploits the exponential I-V characteristic of bipolar transistors [82], [83] and was later generalized 

for CMOS transistors operating in subthreshold (which also have an exponential I-V relationship) 

and eventually operating above threshold [84]. The TL ensures accurate voltage following from 

node Y to X while defining a PVT-insensitive quiescent current flowing through transistor Mn1 and 

Mp1, which solves the major limitation in early generation CCs [85], [86]. Another issue with 

conventional CCs is that they could not achieve simultaneous low quiescent power consumption 

and large input range since they have maximum input and output current limited by the dc bias 

current. With the TL architecture, the CC has class-AB (push-pull) operation by conveying a 

current larger than its quiescent current, significantly increasing the current efficiency over its 

class-A counterpart. However, the additional transistors required to construct the TL loop 

unavoidably increase the minimum headroom margin by two overdrive voltages. To address this 

issue, class-AB CCs based on quasi-floating gate techniques were developed without the supply 

voltage penalty but at the cost of an additional amplifier and passive components used for ac 

coupling [87], [88].  

1.4.2 Gain, Bandwidth, and Stability 

The dc transfer function of the CCII in Fig. 1.9 can be derived by the size ratio, β, between 

the output current mirrors, Mn4/Mn3 and Mp4/Mp3. To evaluate the ac response of a current-output 

circuit, the output port of the CC is shorted to ground in small-signal analysis, hence 

𝑖out

𝑖in

(𝑠) =
𝛽

1 + 𝑠𝑅IN𝐶IN
 1.11 

where 𝐶IN is the total input capacitance and 𝑅IN is the finite input impedance of the CC, namely 

𝑅IN ≈
1

𝑔m,n + 𝑔m,p
 1.12 
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One issue with a TL-based CC is that its input impedance is solely determined by the 

transconductance of the input transistors, which is highly dependent on the process and the 

quiescent current, IQ, of the input branch. In low-power applications, when the CC is biased with 

a small IQ, the transistors have small gm, therefore, resulting in a relatively large input impedance 

(e.g., ~2.5 MΩ at 𝐼Q = 10nA with typical 𝑔m/𝐼D = 20, which places the input pole at ~60 Hz for 

𝐶IN = 1 nF), significantly limiting the frequency and noise performance.  

To reduce the input impedance of a TL-based CC while maintaining the class-AB operation, 

IQ can be increased for larger gm. However, this increases the thermal noise and power 

consumption of the CC. Another approach is to use an amplifier feedback topology (Fig. 1.10), 

 
Figure 1.10 (a) Schematic of an early class-AB CCII with opamp feedback to reduce the input impedance; (b) 

Conceptual model for the input stage proposed in [90] and later employed in [91]. 
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which was proposed in [89] and recently used in a current front-end for amperometry [90]. The 

resulting closed-loop system resembles a regulated common-gate structure, and the amplifier's 

open-loop gain reduces the CC input impedance. However, adding a feedback amplifier may 

introduce stability concerns since there are two poles in the new CC structure – one pole remains 

at the CC's input, and the other is the dominant pole of the added amplifier. It can be shown that 

stability can be maintained if the unity-gain frequency of the amplifier is less than the input pole 

of the original CC [91]. 

1.4.3 Noise 

Typical noise sources in a CC are shown in Fig. 1.11. For simplicity, assume the 

transconductance for PMOS and NMOS transistors are the same, i.e. 𝑔m,n = 𝑔m,p = 𝑔m, and the 

output current mirrors have a gain of β. The input-referred current noise PSD of a TL-based CC 

can be calculated as 

𝑖𝑛
2 = (4 +

2

𝛽
) (4𝑘B𝑇𝛾𝑔m +

𝐾f𝑔m
2

𝐶ox𝑊𝐿𝑓
) (1 + 𝑠

𝐶IN

2𝑔m
)

2

 1.13 

 
Figure 1.11 Noise sources in a CCII with the input sensor replaced by an equivalent circuit model. 
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The first and second noise terms in (13) refer to the thermal noise (or shot noise, 2qI, depending 

on the region of operation) and flicker noise of each transistor, respectively. The in-band flicker 

noise (and offset) of the current mirrors can be significantly suppressed by using chopping or 

dynamic element matching (DEM) at the expense of additional power from the clock and pseudo-

random sequence generation [92]. The third term in (13) is why the input impedance of CC needs 

to be minimized such that the noise zero gets pushed away from the signal bandwidth. In the case 

of the feedback variant of the CC shown in Fig. 1.10, even though the input impedance is reduced, 

the amplifier introduces another noise source such that the input noise PSD becomes 

𝑖𝑛
2 = 𝑖𝑛,CC

2 (1 + 𝑠
𝐶IN

𝐴02𝑔m
)

2

+ 𝑣𝑛,op
2 (

1 + 𝑠𝑅s𝐶IN

𝑅s
)

2

 1.14 

where A0 is the dc gain of the added opamp, and Rs is the sensor shunt resistance, which is typically 

very large (>100 MΩ). Like the TIA, the voltage noise of the amplifier in a CC also scales with 

CIN and needs to be minimized at the cost of more power consumption. 

 

1.5 Current-Mode Delta-Sigma Modulator 

1.5.1 Overview 

Current-mode delta-sigma (I-ΔΣ) modulators have been gaining interest as sensor 

interfaces for direct current-to-digital conversion. Although most state-of-the-art continuous-time 

(CT) ΔΣ modulators are used for digitizing voltage signals, they can be adapted into a I-ΔΣ 

modulator by removing the input resistors such that the loop filter directly integrates the sensor 

current. Therefore, as will be shown later, many of the system-level considerations for CT-ΔΣ 

modulators also directly apply to I-ΔΣ modulators. 
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A I-ΔΣ modulator, in its most simplified form, consists of a loop filter (integrator), a 

quantizer (comparator), and a feedback network (resistor), as shown in Fig. 1.12(a). The resulting 

architecture is an error-feedback system that utilizes two key concepts: oversampling and noise 

shaping. In contrast to a Nyquist-rate ADC, a ΔΣ modulator is sampled at a frequency much higher 

than the signal bandwidth such that the output signal is recovered from the averaged bitstream 

sequence rather than an instantaneous quantization result. In a stable modulator, the negative 

feedback ensures that the average capacitor current is zero; otherwise, the voltage across the 

 
Figure 1.12 Single-ended schematic of a 1st-order I-ΔΣ (a) with resistive feedback and (b) noise model with 

quantizer modeled as additive noise source. 



26 

 

capacitor would be unbounded. Therefore, on average, 𝑖in = 𝑖fb, which results in a signal transfer 

function (STF) of  

𝑆𝑇𝐹 =
𝑣out

𝑖in

= −𝑅DAC 1.15 

It can also be shown that the STF in the frequency domain is a 𝑠𝑖𝑛𝑐 function, which means that 

the modulator filters signals at integer multiples of fs. This inherent anti-aliasing property is another 

advantage of a I-ΔΣ modulator such that it does not require extra filters to band-limit the noise. 

Compared to the aforementioned TIAs and CC, a I-ΔΣ modulator includes a highly nonlinear block 

– the quantizer, which directly adds a quantization error, eQ, to the output, as shown in Fig. 1.12(b). 

To analyze the noise transfer function (NTF) from 𝑒Q to the output, a CT ΔΣ can be rearranged 

into separate CT and discrete-time (DT) domains for simplicity [93]. In this way, the NTF is 

𝑁𝑇𝐹 = 1 −
𝐴0

1 + 𝐴0
𝑧−1 1.16 

where A0 is the dc gain of the integrator. Therefore, an ideal integrator results in a high-pass NTF 

that shapes most of eQ away from the signal band. Such noise shaping behavior allows a ΔΣ 

modulator to achieve high resolution using only a coarse quantizer, which can even be a single-bit 

comparator, significantly relaxing the system's design complexity and area/power requirements. 

 A I-ΔΣ modulator can be directly connected to the sensor [94]–[98] or used after a current 

AFE such as CC [76], [79]. For applications where the sensor is held at a constant dc bias voltage, 

direct quantization is superior in terms of noise performance, thanks to the inherent anti-aliasing 

of a CT ΔΣ. On the other hand, the latter scheme is generally employed in applications where 

voltage modulation is necessary (e.g., cyclic voltammetry) such that the AFE shields the sensor 

voltage variation from changing the virtual ground of the modulator to achieve better linearity. 

Even though DEM can be used to eliminate the flicker noise of the current mirrors in a CC, having 
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an additional stage unavoidably increases the total input-referred noise such that the shot noise of 

the CC usually limits the overall system. 

 The dynamic range of a I-ΔΣ modulator is determined by its loop filter order, quantizer 

resolution, and oversampling ratio (𝑂𝑆𝑅 = 𝑓s/(2𝑓b), where fb is the signal bandwidth) while the 

feedback limits its input range. There has been work with higher-order modulators [41], but most 

low-bandwidth, moderate resolution sensor interfaces can get by with a 1st- or 2nd-order, single-bit 

design. To avoid having a prohibitively large OSR or current references spanning orders of 

magnitude, I-ΔΣ modulators with a duty-cycled DAC [96] or input [76] have been proposed where 

the reference (or input) is pulse-width modulated to achieve higher sensitivity and larger dynamic 

range with little power overhead or hardware complexity. However, this technique is only 

applicable to dc input signals and sensitive to charge injection from the sampling switch. 

Introducing a digital filter in a 1st-order loop has also been proposed to achieve multi-bit 

quantization and feedback with negligible power overhead [95], [97], [99]. 

Discussion on ΔΣ modulators can be found at both ends of the spectrum – too mathematical 

or too hand-wavy, neither of which provides helpful insight to new designers. In the following, 

general considerations for a I-ΔΣ modulator will be addressed in conjunction with a design strategy 

based on rules of thumb, aiming to equip the readers with practical tools to tackle the design of a 

I-ΔΣ modulator for their sensor. 

1.5.2 Gain, Bandwidth, and Stability 

Since a ΔΣ modulator is a data converter with a digital output, the concept of gain and 

bandwidth is different from the previous discussion of TIAs and CCs. In this section, the same 

analysis will be carried out for the integrator instead. Nevertheless, as will be shown later, the 
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integrator's gain and bandwidth in a ΔΣ are tightly related to the specifications such as the OSR 

and fs of the modulator.  

The integrator is by far the most important block of a ΔΣ modulator as it is crucial to the 

overall linearity, in-band noise (IBN), and energy efficiency of the system. The most popular 

realization of an integrator in a ΔΣ modulator is to connect an OTA in feedback with a capacitor. 

An OTA with infinite gain and bandwidth means the integrator is linear. However, with finite dc 

gain, the integrator is referred to as a "lossy" integrator, as not all charge integrated on the capacitor 

corresponds to a voltage change at the output. A lossy integrator and the quantizer's nonlinear 

nature can lead to dead-zones, where inputs smaller than a specific level do not affect the digital 

output. In the frequency domain, a lossy integrator pushes the zero of the NTF in Equation 1.16 

away from dc, increasing the quantization noise in the signal band. A general rule of thumb is that 

the amplifier’s open-loop dc gain in a single-loop modulator should be roughly equal to its OSR 

[100], i.e. 𝐴0 ≈ 𝑂𝑆𝑅, such that the additional quantization noise is less than 1.2 dB. The OSR of 

a ΔΣ can be chosen based on the target signal-to-quantization noise ratio (SQNR), as 

𝑆𝑄𝑁𝑅peak =
3(2𝐿 + 1)𝑀2𝑂𝑆𝑅2𝐿+1

2π2𝐿
 1.17 

where L is the order and M is the number of levels in the quantizer. The OTA bandwidth is another 

important design consideration as it can cause integrator gain errors and increase the total IBN. 

Through simulation, it is suggested that for a single-loop modulator, there is no significant IBN 

degradation if the GBW of the amplifier is roughly equal to fs [100]. 

The stability of a 1st-order ΔΣ can be guaranteed if the input signal does not exceed the 

reference range. However, stability becomes much less intuitive as the number of integrators 

increases in higher-order systems. Designers must rely on simulations or tools such as the Delta-
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Sigma Toolbox by Schreier to decide the scaling coefficients for each integrator and feedback path 

to maintain stable operation [101]. 

1.5.3 Noise 

Assuming the flicker noise of the integrator and feedback DAC are eliminated with 

chopping or DEM, the modulator’s IBN comprises both the thermal noise, Nth, and the quantization 

noise, Nq, that is shaped by the loop filter. It can be shown that decreasing Nq (by increasing the 

OSR or NTF order) has less than a linear power tradeoff, while decreasing Nth by 2× increases the 

power consumption by the same factor in a constant gm/ID design. As a result, a larger Nth can be 

tolerated with less power for the same total IBN. Therefore, in a typical ΔΣ design, the total IBN 

is strategically partitioned such that 𝑁th accounts for most of the IBN budget for good power 

efficiency. A good rule of thumb is to keep Nq ~12 dB lower than Nth [93]. 

Neglecting the noise contribution from 𝑁q and the latter stages in a higher-order design, 

the total input-referred (thermal) noise of a I-ΔΣ modulator can be expressed as 

𝑖n
2 = 𝑖n,DAC

2 + 𝑣n,op
2 (

1

𝑍s ∥ 𝑍fb
)

2

 1.18 

where 𝑖n,DAC
2  is the thermal noise from the feedback DAC, and the second term in Equation 1.18 

is the integrator’s input-referred voltage noise reflected into a current by the impedance seen at the 

input node (i.e. the parallel combination of the sensor, Zs, and feedback, Zfb, impedances). The 

feedback DAC can be realized as resistive (R-DAC), capacitive (C-DAC), or current-steering (I-

DAC). It can be shown that R-DACs typically have better noise performance (>3 dB), but I-DACs 

are much smaller and easier to implement with a large dynamic range using techniques such as 

current-splitting [102]. C-DACs are less sensitive to clock jitter but necessitate an OTA with 

sufficiently high linearity due to the sharp transient current. Worse yet, C-DACs compromise the 
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inherent anti-aliasing property of CT-ΔΣ by sampling the virtual ground, which is a less popular 

choice [93]. There are other "noise-like" behaviors in a I-ΔΣ modulator, such as inter-symbol 

interference (ISI) and clock jitter. However, it is beyond this paper's scope to discuss all the 

nonidealities in a ΔΣ modulator. 

 

1.6 Current-to-Frequency Converter 

1.6.1 Overview 

I-to-F converters are another type of current-mode AFE that converts the sensor current 

into a time-domain pulse train whose frequency is directly proportional to the current magnitude 

[103]. Therefore, I-to-F converters achieve direct current quantization without an explicit ADC, 

significantly saving area, power, and complexity, and thus are often found in applications where 

the area is the most critical factor, such as implantable healthcare devices [104]–[106]. Another 

motivation for using an I-to-F converter is that the frequency/duty cycle modulated output 

waveform is intrinsically compatible with backscatter communication (load shift keying) – a 

 
Figure 1.13 Implementation of a current-to-frequency converter [107]. 



31 

 

wireless transmission technique often found in implantable/RFID system-on-chip (SoC) to greatly 

reduce the total power consumption by pushing the digitization and transmission burden to the 

host side. 

1.6.2 Gain, Bandwidth, and Stability 

I-to-F converters can be implemented by a current-starved ring oscillator whose oscillation 

frequency is proportional to the input current [104] or a pulse position modulator [105], [106]. An 

example of the latter is shown in Fig. 1.13, and the basic operation principle is as follows: the input 

current is mirrored to isolate the sensor from kickback. The mirrored current, IF2, charges a 

capacitor, CINT, until VINT exceeds a pre-defined threshold voltage (e.g., 3/4·DVDD) of the 

comparator, Comp1, which flips the SR-latch output. Then, a reference current, IREF, discharges 

CINT until VINT drops below the lower threshold voltage (e.g., 1/4·DVDD) of Comp2. Therefore, the 

duty cycle, D, and period, T, of the I-to-F converter output can be expressed as 

𝑇 =
𝐷𝑉DD𝐶INT

2𝐼F2
 1.19 

𝐷 =
𝐷𝑉DD𝐶INT

2𝐼REF
 1.20 

As such, the sensor current can be derived from the D/T ratio with respect to IREF without precisely 

needing to know the values of CINT or DVDD. In the context of a wireless implantable system, where 

the I-to-F converter is connected to a backscatter switch for data transmission, the D/T ratio should 

be chosen to be less than unity (or <20% in [105]) such that the switch is open for most of the 

transmission period. This means IREF should be a fraction [105] or larger [106] than the sensor 

current, depending on the orientation of the current sources. However, the absolute value of IREF 

can be subject to PVT variation; therefore, a calibration step might be necessary to measure IF2 at 

the expense of added complexity and power overhead. 
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 In Fig. 1.13, the windowed comparator (Comp1 and Comp2) continuously compare VINT to 

3/4 and 1/4 of the reference voltage (DVDD), respectively. Therefore, Comp1 and Comp2 should 

be implemented as NMOS and PMOS inputs, respectively, to ensure enough headroom for all 

transistors. Unfortunately, gain mismatch between the comparators results in an error in the output 

waveform. This behavior will be further discussed in the following section. The comparator 

bandwidth should be large enough (e.g., to a first-order, 5× larger for 99% accuracy) to minimize 

error from the propagation delay for the narrowest pulse width,  𝑇min, for the given signal range 

and 𝐶INT. Specifically, 

𝑔m

2𝜋𝐶L
>

1

5 × 𝑇min
 1.21 

  

where 𝑔m and 𝐶L are the input pair transconductance and load capacitance of the comparators, 

respectively. 

1.6.3 Noise 

The noise contributors and noise-like nonidealities in an I-to-F converter consist of the 

thermal noise from the current sources, comparators, and reference voltages, as well as the 

nonidealities introduced by the comparators, e.g. offset and propagation delay. It can be shown 

that comparator offset only leads to a dc error in the final D/T ratio since the offset is constant for 

both the charge and discharge phase, therefore not affecting the overall linearity of the converter. 

However, the comparator propagation delay is signal-dependent as it takes more time to resolve to 

the correct state when VINT is approaching the thresholds slowly, as in the case for a small input 

current. Thus, comparator delay introduces a signal-dependent variation in T and a dc offset in D, 

increasing the system's nonlinearity. 
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1.7 Low-Leakage PCB Design Guidelines 

In high-precision current-sensing applications, low leakage is required to measure current 

signals in the sub-pA range. Sometimes, the best effort in designing an ultra-sensitive AFE is 

ruined if a designer does not take care to reduce potential sources of leakage between the AFE and 

off-chip sensors or test equipment. For a standard FR4 PCB shown in Fig. 1.14(a), where the chip 

is wire-bonded to the PCB (chip-on-board packaging) to reduce packaging parasitics, several 

things can cause leakage on the order of tens of pAs if preemptive measures are not taken, 

specifically: 1) surface contaminants (flux residue), 2) surface charge (solder mask), and 3) 

substrate leakage [107]. Worse yet, PCB leakage is PVT-dependent which makes it difficult to 

calibrate. The following describes PCB design and preparation practices such as guarding and 

 
Figure 1.14 Overview of leakage sources from PCB (a) with standard FR4, (b) proper PCB design for low 

leakage [108], and (c) cross-sectional view of two- and multi-layer guarding. 
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cleaning (Fig. 1.14(b)). These techniques have been shown to reduce PCB leakage to the low-fA 

level. 

Guarding is a technique to protect the sensitive trace by surrounding it with another trace 

driven by a low impedance source. As such, guarding minimizes the potential difference between 

the signal trace and the guard traces, thereby significantly reducing the signal trace leakage [108]. 

Guarding is especially important if the PCB resistivity is low relative to the sensor impedance. For 

example, the typical resistance of a standard FR4 PCB is on the order of 10 GΩ. Under a 1-V 

difference between the signal and substrate, there will be a leakage current on the order of 10 pA 

if guarding is not implemented, which is unacceptable for fA – pA range sensing applications. 

However, conductive guard traces close to the signal trace can be another source of parasitic input 

capacitance, which designers should account for given the noise implications. In a lab setting, the 

guard is usually provided by the measurement equipment (e.g., Keithley SourceMeter). However, 

in a practical deployment, designers need to provide the guard voltage by generating a replica of 

the signal voltage. In a TIA, this is usually the same voltage used to bias the sensor, 𝑉CM. As shown 

in Fig. 1.14(c), guard traces should also be placed below and on the sides (on the same plane) of 

the signal trace. In multi-layer PCBs, the signal trace can also be sandwiched between two layers 

of guard traces. 

Removing the solder mask is another useful PCB technique for leakage mitigation. Solder 

masks are generally used to reduce moisture infiltration into the PCB material and ease soldering. 

However, solder mask tends to accumulate surface charge that can cause leakage. Therefore, the 

solder mask should be removed around the guard and sensitive traces when designing a low-

current measurement system. 
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The PCB substrate is a subtle but important consideration. Among them, FR4 glass epoxy 

is the most common insulating substrate on the market. However, when performance is the 

uttermost concern, PCBs with ceramic hybrid substrates, such as Rogers 4003C, typically have 

1,000× higher resistivity than standard FR4. They have been shown to have ~5 fA of leakage, 

~20,000× lower than standard FR4 [107]. Rogers substrates are often used in microwave and high-

speed circuits but also perform well in low-current applications by significantly reducing substrate 

leakage. Some designers forego the PCB connection entirely and "air solder" the input as air is an 

excellent dielectric.  

Lastly, an assembled PCB should be adequately cleaned to remove surface contaminants 

such as dust or flux residue, contributing to leakage. In a typical cleaning protocol [109], the PCB 

is soaked in acetone for roughly ten minutes, followed by aggressively scrubbing with isopropanol. 

Then the PCB is rinsed with deionized water for a few minutes, blow-dried with nitrogen gas, and 

baked for 2 hours at 85 ºC before use. Cleaning has been shown to reduce PCB leakage by more 

than 20× compared to an unwashed PCB. 

 

1.8 Discussion 

The development of ultra-sensitive sensors has spurred the need for higher-performance 

AFEs. Among these, CMOS designs have achieved state-of-the-art performance with ever-

increasing sensitivity, dynamic range, and power efficiency. Such constant improvements over 

prior works are often made possible by innovative circuit design. Therefore, although this paper's 

scope is beyond just CMOS AFEs, Table 1-2 shows recent trends in CMOS current-sensing AFEs 

over the last decade. In the following, the four architectures described previously, i.e., TIA, CC, I-
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ΔΣ, and I-to-F converters, are compared on a system level, aiming to provide readers with strategic 

Table 1-2 State-of-the-Art CMOS Current Sensing Front-Ends 

Ref 
Topo-

logy 

Node 

(nm) 
Gain  

Input 

Range 

BW 

(Hz) 

IRN 

(fA/√Hz) 

Cnoise 
a 

(pF) 

DR b 

(dB) 

Power 

(mW)  

@ 

Supply 

(V) 

Area c 

(mm2) 
Application 

[60] C-TIA 350 60 MΩ 10 nA d 4 M 4 1 60 
45  

@ ±1.5 
0.34 General 

[62] C-TIA 180 
10 M –  

10 GΩ 
100 µA 

7.1 –  

5.7 M 

1,700 –  

30,000 
15 46 

5.2  

@ ±0.9 
0.12 Ultrasound 

[63] C-TIA 350 
0.86 –  

7 GΩ 
1 nA 4.4 k 6.25 - 68 

12.5  

@ 3.3 
0.02 Nanopore 

[61] R-TIA 130 
100 

MΩ 
1.5 nA 1M 41 1 31 

5  

@ 1.5 
0.2 Nanopore 

[55] R-TIA 180 2.6 k 15 µA  8.5 G 11,600 0.2 24 
81  

@ 1.8 
0.25 e 

Optical 

Receiver 

[56] R-TIA 65 20 k 20 µA  10 G 7,000 0.1 29 
23  

@ 1.2 
0.12 

Optical 

Receiver 

[58] R-TIA 65 500 Ω 100 mA 40 G 19,800 - 88 
55.2  

@ 1.2 
0.6 

Optical 

Receiver 

[59] R-TIA 130 
30 –  

4,500 Ω 
5 mA 27 G 20,000 - 64 

313  

@ 3.3 
1.12 

Optical 

Receiver 

[66] R-TIA 180 
1 M –  

1 GΩ 
20 nA 

8 k –  

2 M 

5.5 –  

140 
5 66 

9.2  

@ 1.8 
0.07 General 

[72] 
CG-

TIA 
130 50 k 30 µA 6.3 G 27,000 1 23 

108  

@ 1.2 
0.08 Optical 

[88] CC 500 
1 –  

15 A/A 
50 µA 

1 –  

3 M 
5,700 - 74 

0.28  

@ 3.3 
0.127 General 

[77] 
CC + 

I-ΔΣ 
500 

1 –  

32 A/A 
16 µA 0.5 141 - 54 

0.241  

@ 5 
0.157 

Electro-

chemical 

[80] 
CC + 

I-ΔΣ 
130 

1 –  

1/1000 

A/A 

1 mA 100 9,100 - 60 
0.029  

@ 3 
0.16 

Electro-

chemical 

[96] I-ΔΣ 350 - 2.8 µA 10 6,957 - 77 
0.017  

@ 1.5 
0.5 pH 

[98] I-ΔΣ 180 - 1.1 µA 10 30 - 78 
0.05  

@ 1.8 
0.11 Biosensing 

[99] I-ΔΣ 180 - 10 µA 1.8 74.5 - 160 
0.295  

@ 1.8 
0.2 Biosensing 

[100] I-ΔΣ 55 - 200 µA 4 k 31,600 - 140 
1.011  

@ 1.2 
0.585 General 

[104] I-to-F 180 - 11.6 µA  10 k 11.6 - 140 
5.22  

@ 1.8 
0.091 Biosensing 

 
aInput capacitance used for noise characterization   b20log(IMAX/IMIN) calculated at a fixed-gain setting  
cActive area (per channel)    dFrequency-dependent input range    
eEstimated 

BW: bandwidth, IRN: input-referred noise 
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design consideration to select the front-end topology best suited for their application.  

R-TIAs provide a reasonable balance between key design parameters such as the gain-bandwidth 

product (GBW), power, and noise among the various front-end topologies. Therefore, R-TIAs are 

very versatile and can be found in many applications with a wide range of specifications. However, 

as described in Section III, the transimpedance limit exhibits a quadratic power increase for large 

bandwidths making an R-TIA design for high-speed applications (e.g., optical communications) 

typically consume tens of mW. Thermal noise from the feedback resistor also relegates R-TIAs to 

the worst in noise performance. On the other hand, C-TIAs have been shown to achieve the lowest 

input-referred noise (<10 fA/√Hz) by taking advantage of a noiseless feedback element. Despite 

the need for a second differentiator stage, its noise contribution is negligible due to the large gain 

from the integrator stage. As a result, C-TIAs are usually favored in low-noise applications. 

However, they are prone to saturation and require either periodic resetting [90] or a continuous 

feedback path to discharge the signal's dc component. Such reset techniques require clock 

generation and/or alter the C-TIA frequency response (e.g., bandpass in [60]); therefore, they are 

generally not employed in wideband applications. The additional differentiator stage typically 

makes the overall C-TIA consume more power than its R-TIA counterpart. The effect of charge 

injection due to the reset switch was characterized for electrochemical sensors in [90]. The average 

current integrated onto the working electrode was more than 4× compared to a CC designed with 

the same power consumption and sampling frequency. Thus, one should consider the impact of 

having the sensor directly connected to a front-end that is chopped. Unlike R-TIAs or C-TIAs, 

CG-TIAs operate in open-loop such that a large input capacitance will not de-stabilize the amplifier. 

CG-TIAs are generally used in high-speed optical links where the PD parasitic capacitance is large 
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given the bandwidth, and noise is not the most critical concern. CG-TIAs suffer from limited 

headroom. 

The primary purpose of having a CC in a current-sensing AFE is to provide a low input 

impedance and voltage bias to the sensor while having moderate gain (<10 A/A) to relax the noise 

requirement of the following stages. A CC's gain is defined by a current mirror ratio, which is 

often chopped or rotated with DEM for high resolution at the cost of additional power. For a low-

bandwidth design, the transistors that cannot be chopped in a CC must be sized large enough to 

mitigate flicker noise. CCs have been shown to have better current efficiency due to the class-AB 

operation and are particularly helpful in cases where a large voltage excursion needs to be applied 

at the sensor side (e.g., scanning the working electrode in cyclic voltammetry) due to their ability 

to maintain linear current conveying across a wide input common-mode voltage range, which is 

typically unwanted for an amplifier, as in the cases for a TIA and I-ΔΣ modulator.  

In cases where the sensor is biased at a constant dc voltage, a I-ΔΣ modulator can be used 

to directly quantize the signal for the best power efficiency. Due to oversampling, I-ΔΣ modulators 

typically target low bandwidth signals (<10 kHz). Unlike TIAs, I-ΔΣ modulators can theoretically 

achieve an extremely large dynamic range (>80 dB) by properly choosing the order, OSR, and 

quantizer resolution. An even larger cross-scale dynamic range (>120 dB) was reported using a 

current-steering DAC with a programmable range setting. For example, in [98], the input polarity 

was asynchronously flipped whenever the integrator output was close to saturation, as detected by 

a windowed comparator. This technique eliminates the need to reset the C-TIA and allows 

continuous integration to achieve a state-of-the-art dynamic range of 160 dB with high linearity (7 

ppm integrated nonlinearity). In [97], a sub-pA resolution was achieved by incorporating a digital 

prediction filter in a single-bit I-ΔΣ modulator to realize the equivalent of multi-bit quantization 
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with negligible power overhead. However, the input impedance of a I-ΔΣ is quite high, and noise 

peaking needs to be considered for capacitive sensing.  

Last but not least, I-to-F converters achieve direct quantization with very little hardware 

by converting the input current level to a frequency/duty cycle modulated waveform suitable for 

backscatter communication systems, such as often encountered in IoT devices. The current sources 

should be sized large or chopped if the resolution is limited by flicker noise. The input pairs of the 

comparators should also be sized large to increase the gm/ID ratio for low offset and input-referred 

noise. The passive capacitor can be replaced by an active integrator, providing a virtual ground for 

the current sources. However, the additional amplifier's area and power overhead conflict with the 

incentive of using an I-to-F converter in the first place; therefore, this design is not generally used. 

 

1.9 Conclusion 

Current sensors transduce current signals in response to stimuli from everyday life, 

spanning macroscopic signals such as temperature, pressure, and light to the microscopic regime 

such as biomolecular binding events. Their versatility has led to broad deployment in 

environmental, automotive, industrial, and medical applications. This chapter first reviewed 

examples of such sensors to gain an understanding of the application-specific requirements and 

nonidealities. While understanding the sensor is crucial, a complete sensing system requires 

engineers to know front-end design as well. This article then discussed the primary design 

considerations for three common current-sensing architectures, namely the transimpedance 

amplifiers (R-TIA, C-TIA, and CG-TIA), current conveyor (CC), current-mode delta-sigma 

modulator (I-ΔΣ), and current-to-frequency (I-to-F) converters. R-TIAs provide a reasonable 

balance between key parameters such as gain-bandwidth product, power, and noise; therefore are 
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the most commonly used. However, they are unsuitable for high-speed or ultra-low-noise 

applications due to noisy shunt feedback and tightly coupled design parameters, such as the input 

impedance, transimpedance gain, stability, and bandwidth. C-TIAs are a low-noise variation for 

R-TIAs by utilizing a noiseless feedback element but require an auxiliary path (e.g., dc servo loop 

or reset switch) to avoid saturation. CG-TIAs are the open-loop version of R-TIAs that do not 

suffer from instability with a large input capacitance but tend to be noisy and have limited 

transimpedance gain when resistively loaded. The transimpedance gain can be increased by using 

a  CC. CCs have current gain and are usually paired with a current-mode ADC such as I-ΔΣ when 

there is a need to decouple the sensor from the ADC (e.g., to provide low input impedance or 

voltage excitation). I-ΔΣ modulators have been gaining popularity as front-ends for resistive 

sensors and are best suited for applications where a large dynamic range is required (e.g., 

biosensors where a small signal is superimposed on a significantly larger background signal). 

Despite not being as popular as the other AFEs, I-to-F converters are used in applications where 

size and power are of the most critical concerns, such as wireless systems. Last, this paper provided 

low-leakage PCB design guidelines that should be followed for high-sensitivity current front-end 

designs. 

Chapter 1, in part, is based on the material from Da Ying and Drew A. Hall, “Current 

Sensing Front-Ends: A Review and Design Guidance,” IEEE Sensors, vol. 21, no. 20, Oct. 2021. 

The dissertation author was the primary investigator and author of this paper.
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Chapter 2. CURRENT FRONT-END FOR PROTEIN-LIGAND STUDY 
 

2.1 Introduction 

With the rapid advances in exploration and screening techniques, the pharmaceutical 

industry identifies almost ten thousand new drug compounds annually [110]–[112]. However, the 

success rate from drug discovery to a clinical trial is a meager 0.05%  due to the involvement of 

extraordinarily high-cost and time-consuming multi-phase human trials [113]. Many of these 

failures could have been predicted and avoided in the pre-clinical stage if scientists had tools to 

allow them better understand and screen drug-drug interactions. There is currently an unmet need 

 
Figure 2.1 (a) TIMES sensing principle and signal model and (b) system architecture of the proposed AFE. 
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for in-vitro testing of protein-ligand interactions to assess the binding properties qualitatively and 

quantitatively analyze the binding kinetics in physiological conditions [114]–[116].  

Proteins have complex interactions with other biomolecules (i.e., ligands). There has been 

significant effort in developing quantitative molecular-level tests for protein screening, but the 

performance is heavily dependent on how the molecules are prepared. For example, surface 

plasmon resonance (SPR) [117]–[119] and Forster resonance energy transfer (FRET) [120]–[122] 

require immobilization and/or labeling of the ligand, which can interfere with binding. As such, 

existing methods introduce disruptions (sometimes significant) in the binding kinetics and lead to 

results that do not resemble those in vivo. 

Transient-induced molecular electronic spectroscopy (TIMES) is a recently reported 

biosensing technique for characterizing protein-ligand interactions without imposing any physical 

alteration to the biomolecules, such as labeling or immobilization [123]–[125]. In TIMES, the 

transient signal is generated as the surface charge distribution on the electrodes is reoriented by 

the dipole moment of a protein-ligand complex passing by under laminar flow, as shown in Fig. 

2.1(a). As a result, TIMES is closer to physiological conditions and reveals molecular properties 

unattainable with existing methods. It is important to note that this is not a general-purpose 

biosensing technique as it intrinsically lacks specificity. TIMES's detection principle and validity 

have been studied using discrete sensors and an off-the-shelf transimpedance amplifier instrument 

(SRS 570). This work presents a monolithic integration of the sensors and a multi-channel current 

front-end, achieving a miniaturized sensing platform—µTIMES, as shown in Fig. 2.1(b).  

Integrating a sensor with the readout circuit eliminates parasitics due to long cables from 

the sensor to the front-end, exhibits better environment interference resilience, and generally leads 

to lower noise, higher fidelity measurements. Table 2-1 lists the design specifications for µTIMES 
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based on prior benchtop studies. To implement eight parallel channels on a 3×3 mm2 CMOS chip, 

a 3×5 sensor array (8 channels with shared references and test structures) was designed, each with 

a maximum sensor area of 300 µm × 300 µm, which limits the active circuit area and scales the 

signal range down to 100 fA – 1 µA for the target protein concentration range of 0.1 µM – 10 mM. 

The 140 dB dynamic range (DR) was portioned across 4 on-chip references in this work, relaxing 

the DR for each reference to 80 dB. The laminar flow rate (5 cm/s) is the determinant factor in 

determining the bandwidth, but the physical dimension of the channel is also relevant as smaller 

molecules like ligands theoretically move faster. Therefore the transient response of ligands was 

used to determine the 10 Hz upper bound on the signal bandwidth. In contrast, chemical parameters 

such as the molecule’s surface charge affect signal magnitude more than bandwidth. 

In electrochemical techniques such as cyclic voltammetry or chronoamperometry, where 

sensing electrodes need to be electrically modulated, intermediate stages such as transimpedance 

amplifiers [126], [127] or current conveyors [78], [128] are commonly used to decouple the 

readout front-ends from the large voltage variation. However, during a TIMES study, both working 

and reference electrodes (WE and RE) are biased at a dc potential and thus can be interfaced with 

a current-input analog-to-digital converter (I-ADC) for direct quantization. While there are many 

I-ADCs, such as voltage-controlled oscillators (VCOs) [129] and current-to-frequency (I-to-F) 

converters [130], delta-sigma modulator (ΔΣ)-based ADCs are by far the most embraced due to 

Table 2-1 Target Specification of The Current Sensing AFE 

 Application Requirement AFE target 

Sensitivity* 0.1 µM detection limit 100 fA 

Dynamic range 0.1 µM – 10 mM 100 fA – 1 µA  

Bandwidth 5 cm/s laminar flow rate 10 Hz 

Active area 8 on-chip electrodes 0.1 mm2/ch 

*Lysozyme protein on a 300×300µm2 sensor 
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their excellent resolution-to-energy tradeoff for low bandwidth signals [131], [76], [95], [132], 

[98], [133], [99], [97]. However, few works can achieve the 100-fA resolution target with such a 

wide cross-scale DR.  

In [76], a pulse width modulated (PWM) switch was added at the input of a 1st-order 

incremental ΔΣ. This scales down the input signal and lets the ΔΣ operate with a lower reference 

current for better energy efficiency. A large DR was achieved by partitioning the signal range 

across five references from 50 pA to 500 nA. However, the input modulation makes this 

architecture sensitive to noise folding and aliasing since a discrete-time (DT) ΔΣ does not have 

inherent anti-aliasing. Furthermore, charge injection from the input switch can perturb the sensor, 

such as with the capacitive sensor in µTIMES. In [98], asynchronous input flipping was proposed 

in an hourglass-ΔΣ to avoid saturating the integrator, resulting in a state-of-the-art DR of 160 dB 

while using a single reference. However, this work requires two continuous-time comparators, a 

5th-order polynomial calibration loop, and dynamic element matching (DEM) – making it both 

area- and power-hungry and thus less attractive for multi-channel applications.  

Fig. 2.1(b) shows the proposed architecture for each readout channel, where a 1st-order 

continuous-time current-mode ΔΣ modulator was implemented for its compact area and good 

energy efficiency. To increase resolution while consuming low area and power, we propose to add 

a digital infinite impulse response (IIR) filter after the single-bit quantizer in a ΔΣ to achieve multi-

bit quantization. The added IIR filter effectively achieves a 4-bit feedback system by predicting 

the next output from previous 1-bit quantizer outputs. This improves the modulator resolution with 

finer feedback levels. The output is then fed back using a tri-level (return-to-open) PWM current-

steering DAC (I-DAC). The proposed architecture is equivalent to a multi-bit modulator that can 

be clocked at a lower sampling rate than a single-bit modulator for the same resolution, thus 
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relaxing the bandwidth requirement and improving the anti-aliasing. A cross-scale dynamic range 

of 140 dB was achieved by partitioning the reference current. This work expands on the work 

originally reported in [97]. 

 

2.2 Sensing Principle 

In this label- and immobilization-free detection scheme, an electronic signal is generated 

through a non-faradic process when a molecule or complex (i.e., a protein-ligand) diffuses towards 

the electrode. The protein, ligand, and buffer are introduced in two separate microfluidic channels 

to create a flux of molecules towards the electrode, with the buffer-only channel serving as a 

reference. Background currents and interferences (e.g., 60 Hz, temperature drift, etc.) common to 

both channels are canceled by differential sensing. In the protein-ligand channel, the protein is the 

only macromolecule with a dipole moment. The formation of a protein-ligand complex alters the 

3D configuration, changing the dipole moment and charge distribution [134]. Fig. 2.1(a) illustrates 

this process where ions on the sensor surface redistribute by the protein-ligand dipole moment to 

maintain local charge neutrality, introducing a charge flux due to the image charge effect. The 

transient change in the surface charge results in a current signal that the AFE records. In contrast 

to FET-based sensing, where the source-drain current is modulated by the change in surface change 

when immobilized probes capture or release the targets, TIMES is a label-free and immobilization-

free measurement so different kinds of biomolecules can be measured with the same device.  

The reference electrode (RE) used in TIMES is a pseudo-reference electrode biased at mid-

scale, 0.9 V. Due to the TIMES sensing principle, where the charge perturbation on the electrodes 

is measured, the potential between the solution and the electrodes does not need to be as well 

defined as in many other electrochemical sensing approaches. Therefore, there is no need for a 

dedicated potentiostat to drive the RE. This sensing technique can be generalized to all molecular 
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interactions, including protein-ligand, protein-protein, and protein-nucleic acid interactions. By 

measuring the transient signals induced by the ligand, protein, and mixtures of ligand and protein 

molecules in different ratios, one can calculate the dissociation coefficient, Kd, of the protein-

ligand interaction. As in Table 2-1, the dynamic range for Kd measurements can vary between mM 

(weak/nearly no binding) to nM (strong binding). Furthermore, this technique can also capture a 

“molecular fingerprint” of the target biomolecule’s (or complex) interaction with the sensor 

surface. 

 

2.3 System Architecture 

The transient signal induced by the protein-ligand complex in µTIMES is intrinsically 

band-limited to only a few hertz. Oversampled data converters are well-suited for capturing such 

signals. Specifically, a 1st-order ΔΣ modulator with a moderate to a high oversampling ratio (OSR) 

can provide sufficient signal-to-noise ratio (SNR) to meet the 13-bit resolution target while being 

area- and power-efficient; two factors that are important in multi-channel/arrayed applications.  

Historically, single-bit quantization in ΔΣ, as shown in Fig. 2.2(a), has been widely adopted 

because of its ease of implementation and inherent linearity, avoiding the need for DEM [131], 

[76], [95]. However, several nonideal aspects of single-bit quantization can significantly degrade 

the performance. First and foremost, for a 1st-order loop filter, doubling the sampling frequency, 

fs, only improves the signal-to-quantization noise ratio (SQNR) by 1.5 bits; thus, one must resort 

to a high OSR causing higher power consumption. Another problem is that the quantization noise 

is strongly deterministic, resulting in in-band harmonic distortion and limit cycles. Consequently, 

1st-order single-bit ΔΣ modulators are challenging to model and analyze with a linear model, 

highlighting the third issue—arbitrary quantizer gain. Since a single-bit quantizer only has two 
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levels, its gain can take a wide range of values, potentially shifting the poles and altering the loop 

dynamics. As a result, designing a 1st-order, single-bit ΔΣ usually relies on exhaustive simulation 

[93].  

This work proposes a 4-bit IIR quantizer to avoid the aforementioned issues with single-

bit quantization. As shown in Fig. 2.2(b), the IIR quantizer consists of a single-bit quantizer (i.e. a 

comparator) and a 4-bit digital IIR filter that increases the effective quantization resolution by 

linearly predicting its quantization level based on two previous comparator decisions, q. The 

proposed IIR quantizer balances the tradeoff between low implementation complexity and higher 

resolution from using a multi-bit quantizer. Finally, a tri-level PWM DAC encodes the 4-bit output, 

d, into a symmetrical pulse sequence whose width is proportional to the digital code and is 

subtracted from the input, u, to close the feedback loop. 

Interestingly, a similar principle was first introduced in [135] and [136] where an integrated 

neural recording SoC was presented with a state-of-the-art power efficiency. In this ADC-direct 

front-end, the radix-2 quantizer’s output is fed into a digital prediction loop implemented using a 

 

Figure 2.2 Block diagram of (a) conventional 1st-order 1-bit ΔΣ and (b) the proposed ΔΣ modulator with IIR 

quantizer and tri-level PWM DAC. 



48 

 

digital accumulator. Deriving the transfer function of this digital predictor results the same IIR 

expression in this work. In [135] and [136], the ADC output was taken at the predictor input, 

resulting a first-order differentiation signal transfer function which necessitates an extra integration 

step in the back-end to recover the signal. In this work, the predictor accumulates the 1-bit 

comparator’s output in a linear fashion. The following sections will try to describe the loop 

dynamics in a logical and intuitive manner. 

2.3.1 Linear Prediction in a 1st-order Single-order loop 

Unlike a Nyquist-rate ADC (e.g., flash, SAR, etc.), where the result is instantaneously 

available, a ΔΣ modulator outputs a time-encoded sequence, of which each sample is dependent 

on the previous values. This "memory" effect and oversampling form the fundamental basis for 

using linear prediction to increase the quantizer resolution. For a reasonably large OSR, any input 

signal can be estimated by linearly extrapolating from its previous samples [137]. For example, 

with a slow-varying discrete-time sequence 𝑥, 𝑥[n + 1] can be approximated by taking the first 

two terms in the Taylor expansion around 𝑥[n]. It can then be shown that each sample in 𝑥 is a 

linear combination of its previous two samples, i.e. 

𝑥[n + 1] ≈ 𝑥[n] +
𝜕𝑥

𝜕𝑡
𝑇 = 2𝑥[n] − 𝑥[n − 1] 2.1 

where 𝑇 is the sampling period.  

Before applying the concept of linear prediction to a single-bit ΔΣ, we first look at how 

each output relates to the instantaneous input magnitude. Starting with a standard single-bit CT 

ΔΣ, the comparator output is directly subtracted from the input. The quantizer input, 𝑦, is equal to 

the previous sample plus the instantaneous residue between the input and feedback, as shown in if 

Fig. 2.2(a), where 
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𝑦[n] = 𝑦[n − 1] + 𝑢[n] − 𝑞[n]. 2.2 

On average, q is fed back such that the residue seen by the integrator, u – q, is minimized, 

so it is reasonable to expect a statistical relation between u and q. For example, for a u close to the 

positive full-scale range, the local density of +1’s in q is also large because the modulator tries to 

feedback a large mean value. 

2.3.2 IIR Quantizer 

To realize Equation 2.1 with only single-bit quantization, Fig. 2.2(b) shows the comparator 

output is passed through a filter whose transfer function can be derived from the difference 

equation 

 

Figure 2.3 Transient waveforms of the linear prediction in a IIR-ΔΣ with input, u, comparator output, q, and 

modulator output bitstream, d. 
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𝑑[n] = 𝑑[n − 1] + 2𝑞[n] − 𝑞[n − 1]. 2.3 

  

The addition of 𝑑[n − 1] compared to Equation 2.1 is because 𝑞 only contains the polarity of 

𝑦[n − 1]. Here the state variable, d[n], is a multi-bit quantity that stores the cumulative sum of the 

1-bit comparator decision, q[n]. Since the output code of a ΔΣ is a time-encoded sequence where 

each sample is decoded from all prior samples, a state variable is needed to capture such “memory” 

effect of ΔΣ modulation. The z-transform of Equation 2.3 is 

𝑑[𝑧]

𝑞[𝑧]
=

2 − 𝑧−1

1 − 𝑧−1
 2.4 

  

which has the characteristic response of a direct-form I IIR filter. In Fig. 2.2(b), the IIR filter is 

visually represented as a delay-free DT integrator (1 − 𝑧−1)−1 and a unity-gain feedforward path 

from 𝑞 to 𝑑. If 𝑞[0] = 𝑑[0] = 0, then 𝑑[n] is the cumulative sum of all 𝑞 and 𝑞[n], i.e., 𝑑[n] =

𝑞[n] + ∑ 𝑞[𝑖]𝑛
𝑖=1 , showing that one way of implementing the IIR filter is with an accumulator and 

adder. In this work, a 4-bit adder (with an extra overflow bit) was used; therefore, 𝑑 has a 4-bit 

resolution.  

A transient waveform of the proposed 1st-order ΔΣ with an IIR quantizer is shown in Fig. 

2.3. The inclusion of the IIR filter results in the output bitstream, 𝑑, tracking 𝑢, as in a multi-bit 

modulator. Importantly, the IIR filter updates 𝑑 synchronously with 𝑞, introducing no excess loop 

delay (ELD) and thus no stability concerns. As shown in Fig. 2.3, the IIR quantizer step size can 

be either ±D or ±3D, where D is the minimum step size. Consequently, the 4-bit IIR quantizer has 

higher quantization noise than a 4-bit Nyquist quantizer, whose quantization step is strictly D. A 

conservative quantization noise analysis reveals that the IIR quantization error, 𝑒q, has a uniform 

probability density function (PDF) bounded between ±3D/2, thus resulting in a total integrated 



51 

 

quantization noise power of 9D2/12. Theoretically, the proposed IIR-ΔΣ has 14.6 dB lower 

quantization noise power than a single-bit ΔΣ while still being 9.5 dB higher than a true 4-bit ΔΣ. 

This is in close agreement with the simulated results shown in Fig. 2.4 of a 1st-order ΔΣ with an 

ideal 1-bit, 4-bit IIR, and 4-bit flash quantizer achieving 67.9, 81.3, and 90.7 dB SQNR, 

respectively, at an OSR of 250. Thermal noise was not included to ensure the modulator is 

quantization noise limited. For optimal prediction efficacy, the IIR step, 3Δ, should be larger than 

the maximum signal change in one sampling period. It can be shown that an OSR > 8 is needed 

 

Figure 2.4 Simulated SQNR of a 1st-order ΔΣ with a 1-bit, 4-bit IIR, and 4-bit flash quantizer. 

 

Figure 2.5 (a) Simulated quantizer gain, k, within the non-overloading range for 1-bit, 4-bit IIR, and mid-tread 4-

bit flash quantizers; (b) root locus. 
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for a 4-bit IIR resolution, which sets a conservative lower bound for the OSR. However, as will be 

discussed later, an OSR > 64 ensures the STF and NTF of the proposed IIR-ΔΣ are identical to its 

1-bit counterpart. 

The quantizer gain, 𝑘, of a single-bit quantizer is determined by the statistical correlation 

between the input and output, specifically the slope of a straight line that minimizes the error 

between 𝑦 and 𝑑 for a given range of 𝑦 [93], namely 

𝑘 =
〈𝑑, 𝑦〉

〈𝑦, 𝑦〉
 2.5 

where 〈𝑑, 𝑦〉 is the cross-correlation between d and y and 〈𝑦, 𝑦〉 is the autocorrelation of y. The 

simulated k values for a 1-bit, 4-bit IIR, and 4-bit flash quantizer are shown in Fig. 2.5(a). For 

illustration purposes, the quantizer input, y, was swept from 0 to 80% of the full-scale range (FSR), 

at which point 𝑘1b = 1, whereas in transient simulation, y was kept within 20% FSR for all u. As 

expected, 𝑘flash has near unity gain and 𝑘1b monotonically increases as y decreases resulting in an 

input-dependent gain. Importantly, 𝑘IIR closely tracks 𝑘flash with a minimum and maximum of 

0.87 and 1.09, respectively. The variation of 𝑘IIR  exhibits input-dependence and the effect of 

varying k on the modulator's noise transfer function (NTF) is 

𝑁𝑇𝐹k(𝑧) =

2 − 𝑧−1

1 − 𝑧−1

1 + 𝐿(𝑧)𝑘
 2.6 

where 𝑁𝑇𝐹k(𝑧) is the NTF with a quantizer gain of 𝑘 and 𝐿(𝑧) is the loop filter gain with 𝑘 = 1. 

Fig. 2.5(b) shows a root locus with 𝑘 varying from 0.87 to 1.09. The IIR quantizer introduces a 

pair of conjugate poles residing within the unit circle and therefore has a negligible impact on the 

modulator’s stability. 

The addition of the IIR filter changes the modulator’s signal transfer function (STF) and 

NTF. Fig. 2.6(a) shows the equivalent analytical model for the proposed IIR-ΔΣ, where 𝑝(𝑡) is a 
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generalized pulse function representing the tri-level PWM DAC. In the case of a CT ΔΣ, the block 

diagram can be redrawn such that the CT integrator and sampler are rearranged to better visualize 

the STF and NTF. The STF in the CT domain is found by multiplying the CT integrator by the 

NTF evaluated at 𝑒𝑗2𝜋𝑓, i.e. 

𝑁𝑇𝐹(𝑧) = (2 − 𝑧−1)(1 − 𝑧−1) 2.7 

𝑆𝑇𝐹(𝑓) =
1

𝑗2𝜋𝑓
(2 − 𝑒−𝑗2𝜋𝑓)(1 − 𝑒−𝑗2𝜋𝑓). 2.8 

Fig. 2.6 shows the effect of the extra scaling factor (2 − 𝑧−1)  in the STF and NTF 

compared to a standard 1-bit CT ΔΣ. Although this extra term contributes to slightly higher out-

of-band gain (OBG), its in-band effect is negligible, as can be seen when 𝑓 → 0, the (2 − 𝑧−1) 

 

Figure 2.6 (a) Mathematical model of the IIR-ΔΣ separated into the continuous- and discrete-time domains; (b) 

STF of IIR-ΔΣ and 1-bit ΔΣ showing the inherent anti-aliasing and (c) STF and NTF of the IIR-ΔΣ. 
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term evaluates to unity. Fig. 2.6(b) shows that the modified STF preserves the inherent anti-

aliasing property by having notches at integer multiple of fs. For an OSR > 64, the IIR-ΔΣ has a 

nearly identical STF and NTF to its 1-bit counterpart, as shown in Fig. 2.6(c). The NTF’s OBG is 

increased by ~9 dB, which results in a slight 2 dB loss in the maximum stable amplitude (MSA). 

The effect of increased OBG on MSA is more prominent in higher-order modulators [138]. It is 

also worth noting that in higher-order modulators, the Bode sensitivity integral suggests that higher 

OBG helps attenuate in-band noise (IBN) [93]; however, in an IIR-ΔΣ this has no effect due to the 

extra scaling factor. 

2.3.3 Tri-level PWM DAC 

The addition of an IIR filter necessitates a multi-bit DAC to close the loop. Since any 

nonlinearity introduced by the feedback DAC is directly added to input, the DAC must be as linear 

as the overall modulator. A conventional multi-bit DAC implementation uses unit or weighted 

cells with DEM or data-weighted averaging (DWA) to randomize/shape the mismatch [139], 

[140]. However, this typically results in a large area for an I-DAC as each current source transistor 

still needs to be sized relatively large to minimize the residue 1/f noise after DEM or DWA. It also 

has a power penalty from the circuitry used to generate the pseudo-random bit sequence [98]. As 

a result, an area- and power-efficient implementation is needed for multi-channel applications like 

µTIMES.  

Critically, in a 1st-order CT ΔΣ, it can be shown that the modulator is insensitive to the 

shape of the feedback waveform as long as the total charge delivered in each cycle is proportional 

to the digital code, i.e. 

∫ 𝑝(𝑡)
𝑇s

0

𝑑𝑡 = 𝑑[n] 2.9 
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where 𝑝(𝑡) is the feedback pulse, 𝑑[n] is the normalized output code, and 𝑇s  is the sampling 

period. In other words, feeding back a fraction of the reference for 𝑇s is equivalent to feeding back 

the full-scale reference for the same fraction of 𝑇s. The only difference is that for the latter, just a 

single unit DAC is needed, so nonidealities such as asymmetric rise/fall time introduce a constant 

offset common to all codes. To evenly partition 𝑇s, a faster, synchronized clock can be used at the 

cost of increased jitter sensitivity. For example, in a 4-bit IIR implementation, a clock at 16/𝑇s 

can clock a 4-bit counter and generate a two-level PWM waveform, as shown in Fig. 2.7(a). The 

modulator output code, 𝑑, is held during each 𝑇s and compared to the counter. The two-level PWM 

waveform is generated by combinatorial logic that determines if 𝑑  is greater or equal to the 

counter.  

 Although a two-level PWM waveform is inherently linear, this work implements a tri-

level PWM for better noise performance, as shown in Fig. 2.7(b). A dedicated "0" (shunt) state 

 

Figure 2.7 Visualization of (a) two-level PWM with current-steering DAC and (b) tri-level PWM with current-

steering DAC with additional shunt path. 
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means linearity is no longer maintained with current source mismatch. The "0" state introduced by 

the tri-level PWM disconnects the feedback from the loop, effectively bypassing the current 

source's thermal noise, resulting in lower input-referred noise for small inputs. Combining two-

level PWM signals, the tri-level PWM is essentially a half-scale return-to-zero (RZ) pulse train 

free of even-order distortion [141]. Reducing the feedback amplitude by half also relaxes the 

linearity requirement for the loop filter since the amplifier only needs to sink or source a fraction 

of the current. For the same reason, the tri-level PWM has a 6 dB lower jitter sensitivity than the 

two-level PWM. For all codes except ±1, the feedback pulse in a tri-level implementation is a 

fraction of the sampling period and symmetric around the midpoint. Thus, the tri-level PWM DAC 

is also robust against intersymbol interference (ISI).  

The tri-level PWM is used to modulate an I-DAC. An I-DAC was chosen over its resistive 

counterpart (R-DAC) for two reasons. First, to partition a large DR over multiple references, the 

DAC should have scalability over a large range. For current sources, current-splitting can generate 

reference current over several decades while maintaining a relatively compact area. Second, 

 

Figure 2.8 Circuit implementation of the large dynamic range current reference using current-splitting. 



57 

 

resistive loading from an R-DAC at the virtual ground reduces the loop gain around the loop filter. 

The situation is exacerbated when the resistors are large and have large parasitic capacitance. The 

reduced feedback factor increases the input-referred noise and degrades the integrator’s linearity. 

In contrast, cascoded current sources ensure that the I-DAC has a large output impedance across 

the entire reference range. 

 

2.4 Circuit Implementation 

2.4.1 Current-splitting DAC 

The reference for each channel is generated from a programmable 2-bit current-splitting 

DAC [102] that progressively divides a 1 mA reference current, IREF, by a factor of 10× down to 

1 nA, as shown in Fig. 2.8. Current-splitting is inherently linear, regardless of the transistor’s 

region of operation. Transistors Ma and Mb form a ratiometric current-splitting chain, like an R-2R 

ladder. The current through each branch is proportional to the transistor’s W/L where the unit 

transistor, Mb, is 10 mm/10 mm for low 1/f noise and good matching such that the relative error at 

IREF = 1 nA is within 10%. Transistors Ma are proportionally sized 90 mm/10 mm for splitting by 

a factor of 10×. All transistors are biased in subthreshold, and Ma and Mb are implemented using 

 

Figure 2.9 Circuit implementation of the CMFB amplifier (biasing not shown). 
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thick-oxide, deep n-well (DNW) devices to minimize leakage. Cascode transistors boost the output 

impedance by 160× to ensure negligible impact on overall input impedance seen by the sensor and 

precise current mirroring down to 1 nA. High output impedance in the I-DAC is also critical to 

ensure the virtual ground voltage does not modulate the current. When one of the four references 

is selected, the other three branches are shunted to VCM at 0.9 V. The tri-level functionality is 

realized with switches Mp, Mn, and Moff, whose source voltages are always maintained at the virtual 

ground voltage, thus reducing the transition delay and distortion from signal-dependent 

perturbation at the tail node, N. Cascode transistors isolate the integrator inputs from the switching 

transistors to minimize distortion from clock feedthrough. 

2.4.2 Input Common-Mode 

Since the inputs are directly connected to high impedance on-chip electrodes, a system-

level continuous-time common-mode feedback (CMFB) [142] is needed to set the input common-

 

Figure 2.10 Simulated loop gain of CMFB with LHP zero compensation. 
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mode voltage while providing a high output impedance at the current summing nodes. The CMFB  

does not affect the normal operation of the modulator since the CMFB only responds to common-

mode variation, whereas the I-DAC operates in differential-mode. As shown in Fig. 2.9, the CMFB 

consists of a two-stage differential difference amplifier (DDA) to ensure a high dc loop gain (> 90 

dB) and minimize input common-mode offset while still allowing for large input swing. In the 

DDA, the four input transistors average and compare the differential input voltage, VCMS, to the 

desired reference voltage, VCM. The difference is then amplified and converted into a common-

mode output current to adjust VCMS until it matches VCM. Similar to the I-DAC, the CMFB has a 

cascoded output stage (IQ = 500 nA) for high output impedance such that the output current is 

independent of the virtual ground voltage. In this two-stage amplifier, the second stage contributes 

a pole at ~3 kHz, and the first stage has a second pole at ~30 kHz. As such, the two low-frequency 

poles result in less than 1.5° phase margin without compensation. A left-half-plane zero was added 

by connecting VCM to a 10 pF capacitance, CC, and a long-channel triode PMOS (220 nm/1 µm), 

MC, with a ~250 kΩ impedance. These place zero near the unity-gain frequency, increasing the 

phase margin to 67°. Fig. 2.10 shows the simulated loop gain of the amplifier with and without the 

compensation. The conductance of MC, and therefore the phase margin of the CMFB, will deviate 

due to process variation. A 100-point Monte Carlo simulation showed an average phase margin of 

66° with a standard deviation of 5°, ensuring CMFB stability. At start-up, the input common-mode 

voltage is near ground. Therefore, only a PMOS-input CMFB is necessary to stabilize the input 

common-mode voltage to VDD/2 and remains within the input-common range after that. 

2.4.3 Chopper-stabilized OTA 

A conservative rule of thumb is that the OTA dc gain should be approximately equal to the 

OSR such that the increase in quantization noise due to NTF zero shift is negligible [100]. 
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However, finite integrator gain and the nonlinear nature of the quantizer can lead to dead-zones 

where the modulator is unresponsive to small input signals. Therefore, the dc gain requirement of 

the OTA in a 1st-order ΔΣ is particularly stringent. In this work, the OTA dc gain was chosen to 

be at least 80 dB. Because the feedback DAC is modulated at 16× of the sampling frequency, the 

OTA’s unity-gain frequency (UGF) should be at least 16×fs = 80 kHz to avoid increasing the in-

band noise (IBN) and nonlinearity.  

A fully-differential folded-cascode amplifier was implemented for good energy efficiency 

and large output swing, as shown in Fig. 2.11. Large PMOS input transistors (40 mm/1 mm) were 

used to reduce 1/f noise while maximizing the gm for low input-referred noise and offset. The other 

transistors are sized to have gm/ID > 18 S/A with a 1 mA bias current. Chopper stabilization was 

used at the inputs and low-impedance nodes of the cascode stage to further reduce 1/f noise and 

offset. A chopping frequency of fs/2 was chosen to avoid noise folding. The CMFB is a DDA-

based amplifier load compensated with a 10-pF capacitor to achieve a phase margin of 86°. A 1:5 

current ratio was used to partition the CMFB and bias currents for robustness.  

 

Figure 2.11 Circuit implementation of the chopper-stabilized folded-cascode OTA (biasing and CMFB not 

shown). 
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From simulation of the extracted amplifier, the OTA has an 84 dB dc gain, 8 MHz unity-

gain bandwidth, and an ~80 kHz 1/f corner. A 100-point Monte Carlo simulation shows a mean 

offset of 78 µV after chopping, with a standard deviation of 8 µV. Notably, the OTA offset voltage 

does not impact the modulator linearity but results in an offset current from the input impedance. 

The input-referred noise was reduced from 620 to 26 nV/√Hz with chopping at 100 kHz, which 

results in a negligible current noise of 4 fArms for the 20 MΩ input impedance of the modulator. 

The input-referred current noise is dominated by the shot noise and residual flicker noise of the 

CMFB (95%), while only a small fraction is contributed by the OTA (0.1%) and I-DAC (5%).  

In current front-ends, the input impedance, Rin, is a critical parameter because an Rin too large will 

result in in-band noise peaking when combined with a large input capacitance, Cin, which 

considerably impacts the total noise performance [143]. The simulated input-impedance of the 

proposed front-end with the CMFB is ~110 kΩ at 10 Hz, which is sufficiently low to push the 

noise zero out of band with the load from the capacitance interface. 

2.4.4 Comparator 

The comparator is implemented by a preamplifier followed by a regenerative latch, as 

shown in Fig. 2.12. The preamplifier has a moderate gain of ~5 V/V to attenuate the noise from 

 

Figure 2.12 Circuit implementation of the dynamic comparator (SR-latch not shown). 
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the latch. The propagation delay is less than 10 ns to minimize dead-zones and ELD. The output 

nodes of the latch, VM and VP, connect to an SR latch with high skew inverters to prevent false 

triggering and minimize dynamic errors. The input-referred noise of the comparator was simulated 

with transient noise (noisefmax = 10 MHz) and fitting the averaged comparator decisions to an 

error function for a given range of input offset [144]. The 6.2 mVrms comparator noise is not a 

concern because the NTF significantly attenuates it. 

 

2.5 Measurement Results 

This design was fabricated in a 180 nm CMOS process and occupies 3×3 mm2. As shown 

in Fig. 2.13, there are eight recording channels with four shared reference electrodes. The majority 

of the chip area is dedicated to on-chip sensors implemented on the top metal layer. The active 

area per readout channel is 0.11 mm2, including the bias circuits. Electrical and in-vitro 

measurements were performed with the circuit enclosed in a dark faradic cage to suppress 60 Hz 

interference.  

 

Figure 2.13 Measured power breakdown for each readout channel. 
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2.5.1 Electrical Characterization 

 

Figure 2.15 Die micrograph annotated with microfluidic channels. 

 

Figure 2.14 Measured input-referred current noise PSD with open input and different instruments. 
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With a 1.8 V supply and IREF = 1 µA, the power consumption per channel is 50.3 µW, and 

the power breakdown is shown in Fig. 2.14. The digital IIR filter and tri-level PWM logic were 

implemented off-chip in an FPGA (Opal Kelly XEM6310). These circuits would consume 50 nW 

based on simulations using synthesized logic if implemented on-chip. Unless stated otherwise, all 

measurements were made with fs = 5 kHz at an OSR of 250.  

The total integrated input-referred noise (IRN) measured with the input floating (open 

input) was 96.2 fArms over a 10 Hz bandwidth, as shown in Fig. 2.15. For sensitive current sensing 

AFEs, capacitive loading at the input introduces a noise zero that directly amplifies the current 

noise and limits the resolution. Due to the added capacitive loading, using a sub-fA SourceMeter 

 

Figure 2.16 Measured SNDR vs. input amplitude of single-bit and IIR-ΔΣ.  

 

Figure 2.17 Measured cross-scale dynamic range of IIR-ΔΣ. 
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(Keithley 6430), the measured IRN was 821 fArms. Isolating the instrument’s capacitive loading 

through a 100 MΩ resistor reduced the noise to 132 fArms. The electrode's estimated electrical 

double-layer (EDL) capacitance in 1× HEPES is ~90 nF (~1 pF/µm2). This large capacitive load 

increases input-referred current noise to ~1.2 pArms (890 fArms in simulation) in a 10 Hz bandwidth. 

For ac measurements, a sinusoidal input current was generated by connecting a low-

distortion function generator (SRS DS360) in series with a large resistor for V-to-I conversion. The 

resistor introduces a negligible current noise while significantly attenuating the voltage noise of 

the instrument. The series resistance and the input capacitance of the AFE also low-pass filter the 

instrument noise. Resistances of 1, 10, 100, and 5000 MΩ were used for input ranges of 1000, 100, 

10, and 1 nA, respectively. With a 100 MΩ input resistance, it is shown in Fig. 2.15 that the V-to-

I configuration leads to comparable IRN as the open-input configuration.  

Fig. 2.16 shows the measured spectra of single-bit and IIR-ΔΣ with a –2 dBFS sinusoidal 

input at 3.052 Hz. The peak SNDR of the IIR-ΔΣ was 78.2 dB – an 11.5 dB improvement over its 

single-bit counterpart. This is slightly lower than the simulated 14.6 dB improvement shown in 

 

Figure 2.18 Measured peak SNDR for a single-bit and IIR-ΔΣ at -2 dBFS input 
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Fig. 2.4 due to increased harmonic distortion (HD), specifically HD3 and HD5 at -66.7 dB and -

71.8 dB, respectively. The increased HD is due to mismatch in the tri-level PWM DAC. The 

measured relative error (from a stand-alone DAC test structure) increases as IREF scales down from 

0.12% at 1 µA to 9.9% at 1 nA.  

Fig. 2.17 shows the SNDR plotted against the input amplitude. The measured DR 

demonstrates that the modulator has performance commiserate with a multi-bit quantizer by 

exhibiting a 21.5 dB improvement in the DR for low input amplitudes, where a significant amount 

of the current source  

noise is shunted from the input by the "0" state of the tri-level PWM DAC. The SNDR of the IIR-

ΔΣ rolls off much more sharply than its 1-bit counterpart for inputs larger than full-scale. To plot 

the entire working range of the reported AFE, a sub-fA SourceMeter was used to sweep the dc 

current from 100 fA to 1.1 µA. As shown in Fig. 2.18, the minimum was limited by the instrument 

and measured to be 1.33 pA, which is consistent with the integrated input-referred noise measured 

for the instrument shown previously. The sensitivity of 123 fA was defined by the peak SNDR 

measured at 1 nA reference. This AFE achieves a 78.2 dB DR and a 139 dB cross-scale DR. 

2.5.2 in-vitro Measurements 

The top metal of most CMOS processes is aluminum, which is prone to oxidation in ionic 

solutions. Therefore, before microfluidic assembly, the µTIMES chip was treated with an 

electroless nickel immersion gold (ENIG) to coat the sensor surface with gold. Fig. 2.19(a) shows 

the ENIG post-processed device. The microfluidics used in this work consists of two layers of 

polydimethylsiloxane (PDMS) to deliver reagents to the sensing area, as shown in Fig. 2.19(b). 

The microfluidic mold was fabricated by patterning a positive photoresist (SU8-2050) on a four-

inch silicon wafer. The silicon wafer was cleaned with acetone, methanol, and isopropanol 
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sequentially with sonication. The surface was then treated with O2 plasma (Technics PEIIB Planar 

Etcher). SU8 was spin-coated and patterned. Two 30-µm thick molds were formed on the wafer. 

The microfluidic flow cell was fabricated by pouring PDMS on the mold and curing it at 65 °C 

overnight. To bond the PDMS and µTIMES chips, ultraviolet/ozone treatment was used to activate 

the surface. Finally, the microfluidic blocks were aligned and bonded using an acrylic plate to 

apply pressure for sealing. 

In the following proof-of-principle in-vitro experiment, Lysozyme, an enzyme that 

hydrolyzes polysaccharide chains, and its specific ligand, N,N,N"-triacetylchitotriose (NAG3), 

were prepared in 1× HEPES buffer at 7.16 pH. A standard dialysis procedure was performed for 

the HEPES buffer to maintain buffer consistency throughout the experiment. A washing buffer 

 

Figure 2.19 (a) Optical images of aluminum sensor surface post-treated with ENIG and (b) top and side view of 

PDMS microfluidic flow cell. 
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containing 25 mM tris, 150 mM NaCl, and 1% CHAPS was used to remove biomolecule residues 

and preserve ENIG integrity between experiments. All in-vitro experiments were performed at a 

pump rate of 10 µL/min to avoid channel leakage. Signals were decimated to a 10 Hz bandwidth 

without additional post-processing, such as offset removal and filtering. Each experiment was 

performed multiple times to verify the reproducibility. More TIMES experimental data can be 

found in [123]–[125]. 

At the start of an in-vitro flow experiment, the microfluidic channel with the reference 

sensor was filled with 1× HEPES buffer, and the channel with the working electrode was soaked 

in 1× HEPES buffer containing Lysozyme at different concentrations (100 − 400 μM). At t = 20 

s when the syringe pump was turned on to displace the solution over the working electrode with 

buffer, the output current rose and settled at a new level dependent upon the Lysozyme 

concentration (Fig. 2.20). Between each Lysozyme run, the channel was rinsed with washing 

buffer to preserve sensor integrity and remove sensing artifacts due to the experiment sequence. 

This can be verified that the initial baseline for each run settled to a consistent value of 30 nA in 

Fig. 2.20.  

The baseline signal (i.e., response from 1× HEPES without Lysozyme) between running buffer 

over the working electrode and the still buffer over the background electrode is from the electro-

osmosis effect where the pressure-driven flow caused a net ionic current near the electrode. In 

electro-osmotic flow, the velocity profile is constant along the cross-section of the channel, as 

opposed to a parabolic profile for a laminar flow. Assuming the system has a negative zeta 

potential, cations accumulate at the electrolyte/electrode interface, and the cations flow produces 

a net current immediately above the electrode. This ionic flow creates a voltage drop, thus 

changing the oxidation rate of the Au electrode. By adding Lysozyme to the buffer, the Lysozyme 
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adsorbed to the electrode and increased the effective spacing between the ions and the electrode, 

reducing the electro-osmosis-induced oxidation current. When the buffer solution is introduced to 

the channel, the absorbed Lysozyme are desorbed from the electrode surface, generating the signal 

corresponding to this dynamic process in Fig. 2.20. We demonstrate that the coupling of the 

microfluidic device and the electronic circuit allows us to characterize molecular coating on a 

surface, a key parameter for electrochemical biosensors where capture probes need to be deposited 

on metal surfaces with an optimal surface coverage. 

Fig. 2.21 shows measured transient signatures for different protein-ligand configurations. 

The in-vitro data was sampled (50 kHz) and decimated (100 Hz) at a 10× faster rate to show clearer 

 

Figure 2.20 in-vitro measurement results of Lysozyme at various concentrations. 

 

Figure 2.21 in-vitro measurement results of Lysozyme, NAG3, and 1:1 mixture of Lysozyme and NAG3. 
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temporal details. This experiment investigates the biochemical reaction produced by Lysozyme 

(protein), NAG3 (ligand), and a 1:1 mixture of Lysozyme and NAG3, which produces Lysozyme-

NAG3 complex having its concentration determined by the dissociation coefficient (i.e., the inverse 

of the reaction constant) of the two molecules. In parallel experiments, sample solutions 

(Lysozyme, NAG3, and Lysozyme-NAG3 complex) were injected into the working channel to 

displace the buffer solution pre-filled at the start of each recording. The difference in the signal 

can be attributed to the dipole moment difference of each biomolecule compound as they approach 

the electrode. For the same concentration of Lysozyme and NAG3, the resulting current of NAG3 

is noticeably lower than Lysozyme due to a much smaller dipole moment. On the other hand, even 

though the size, molecular weight, and dipole moment of NAG3 are much smaller than those of 

Lysozyme, NAG3 still significantly alters the structure stability and the dipole moment direction 

Table 2-2 Comparison To Prior current sensing AFEs 

 

[97] 

Stanacevic 

TBCAS’07 

[77] 

Li 

TBCAS’16 

[96] 

Son 

TBCAS’17 

[133] 

Ghoreishizadeh 

TBCAS’17 

[99] 

Hsu 

ISSCC’18 

[100] 

Wu 

ISSCC’21 

[131] 

Lu 

TBCAS’21 

This work 

Toplogy Inc. ΔΣ Inc. ΔΣ ΔΣ TIA + SAR Hourglass ΔΣ ΔΣ CC + I-to-F IIR-ΔΣ 

Process (nm) 500 500 350 350 180 55 180 180 

On-chip 

Sensors? 
× × × Yes × × × Yes 

# of Channels 16 50 1 1 1 1 1 8 

Area/ch. 

(mm2) 
0.25** 0.157 0.5 0.6 0.2 0.585 3.17 0.11 

Power/ch. 

(µW) 
3.4 241 16.8 9,300 295 1011 25 50.3 

Max Input 

(µA) 
1 16 2.8 20 10 200 10 1.1 

IRN* (fA) 

@ BW (Hz) 

100 

@ 0.1 

100 

@ 1 

22,000 

@ 10 

470 

@ 10 

100 

@ 1.8 

2,000,000** 

@ 4k 

87,000 

@ 0.15 

96 

@ 10 

DR (dB) 40** 54** 77.5 65.9** 160 140 58 78.2 

Cross-scale 

DR (dB) 
140 164 - 156 - - - 139 

IRN Density 

(fA/√Hz) 
316 100 6,960 149 74.5 31,600 225,000 30.3 

FoM*** 

(pA2µJ) 
0.34 2.4 810 210 1.0 1,000,000 1,300,000 0.046 

*Measured with open input **Not explicitly given  ***FoM=resolution2×energy/conversion 

Cross-scale DR = IMAX/IMIN IRN: input-referred noise  Inc. ΔΣ: incremental ΔΣ   

CC: current conveyor 



71 

 

of Lysozyme, giving rise to differently induced electrical responses. The signal produced by the 

mixture of NAG3 and Lysozyme in a 1:1 ratio is not a superposition of signals from the individual 

molecules, suggesting that the two molecules react to form a protein-ligand complex. A detailed 

analysis of the waveforms allows one to obtain the dissociation coefficient of the reaction. 

Table 2-2 compares this work to other state-of-the-art current sensing front-ends. This work 

achieves the best input-referred current noise density of 30.3 fA/√Hz by utilizing linear prediction 

and a return-to-open I-DAC in the feedback loop. The added digital logic contributed little power 

(and area) overhead. The resolution-to-power tradeoff was captured by the resolution-FoM, which 

is widely used to characterize the power efficiency of sensor front-ends [4], [14], [145]. This work 

achieves the best FoM of 0.046 pA2µJ, which is 7.4× better than other current sensing front-ends. 

While it is tempting to scale down the reference current, IREF, to attempt a better resolution-FoM, 

the overall signal-to-noise ratio (SNR) is compromised with a smaller input range. Therefore, it is 

not a good design strategy to shrink IREF only for noise purposes. The merit of this work is that it 

achieves the best resolution-FoM while having a comparable dynamic range to other work listed 

in Table 2-2. It is also worth noting that the high resolution achieved by this work is not from 

having a small I-DAC reference. Instead, it is from the advantage of using a tri-level PWM I-DAC 

where most I-DAC noise is shunted away from input. 

Chapter 2, in part, is based on the material from Da Ying, Chi-Yang Tseng, Ping-Wei Chen, 

Yu-Hwa Lo, and Drew A. Hall, “A 30.3 fA/√Hz Biosensing Current Front-End with 139 dB 

Cross-Scale Dynamic Range, IEEE Transactions on Biomedical Circuits and Systems (TBioCAS), 

vol. 15, no. 6, Dec 2021. The dissertation author was the primary investigator and author of this 

paper.
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Chapter 3. NEUROTRANSMITTER CURRENT FRONT-END 
 

3.1 Introduction 

The nervous system controls nearly all bodily functions by directing communication 

between the various organs. This coordination occurs through electrical (i.e., action potentials 

propagating along axons) and chemical (i.e., release and uptake of neurotransmitters across 

synaptic junctions) signaling [146]–[149]. Accurate action potential monitoring has been achieved 

with large-array extra-/intra-cellular voltage recording front-ends [150]–[153]. Quantitatively 

studying neurotransmitters is also important in neurological research as disturbances in these 

chemical messengers influence numerous health conditions, including addiction, anxiety, 

cognition, and movement disorders [154]–[157]. Dopamine is a neurotransmitter closely linked to 

 

Figure 3.1 (a) Overview of a neurotransmitter model and typical FSCV readout system; (b) practical challenges in 

FSCV front-end designs. 
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reward-motivated behavior, and its dysfunction is often involved in many psychiatric disorders 

like schizophrenia and Parkinson’s disease [158].  

Several techniques have been proposed for neurotransmitter detection and real-time 

monitoring to diagnose and analyze neurological diseases. For example, nuclear medicine 

tomographic imaging (single-photon [159]  and two-photon [160]) detects photon emission from 

a radioactive tracer injected intravenously to map neuronal activity in three dimensions. Optical 

techniques such as Raman spectroscopy [161] or Forster resonance energy transfer (FRET) [162] 

can also observe neurotransmitters with high sensitivity. Since most neurotransmitters are 

electroactive, electrochemical techniques such as amperometry [163] and fast-scan cyclic 

voltammetry (FSCV) [164]–[166] have gained popularity as a non-optical alternative. Fig. 3.1(a) 

illustrates a typical FSCV system in which microelectrodes rapidly sweep the potential to oxidize 

and reduce analytes of interest. The redox current is measured and plotted as a function of the 

applied potential. The resulting voltammogram provides a “fingerprint” for analyte identification 

and quantification [167]. As such, FSCV can achieve excellent spatial and temporal resolution.  

Like most current-sensing circuits, an FSCV analog front-end’s (AFE) performance is 

heavily affected by capacitive loading from the sensor. With electrochemical sensors, the input 

capacitance is dominated by the double-layer capacitance, Cdl, due to the electrode-electrolyte 

interface, which is typically a few nanofarads [40], [168]. This large Cdl is particularly problematic 

in FSCV since the working electrode (WE) is swept at 300-400 V/s for high temporal resolution, 

which unavoidably introduces a large (300-400 nA) non-faradaic current, IBG, superimposed on 

the much smaller faradaic signal current, Iredox (< 10 nA), as shown in Fig. 3.1(b).  

There has been increasing effort in integrating FSCV AFEs with wireless telemetry to 

enable real-time monitoring of dopamine release in freely moving small animals necessitating low-
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power designs [169], [41], [170]–[173], [78], [174], [175], [130]. These designs have two main 

issues: the non-faradaic background current and the input impedance since it is tied to the noise 

performance. The large IBG has typically been dealt with by recording a reference scan at the start 

of the experiment to capture a neurotransmitter-free background signal that is subtracted from 

subsequent scans in software. However, resolving the quasi-repetitive large background current 

requires an AFE with a high dynamic range (DR), increasing the power consumption. Therefore, 

several techniques have been reported to cancel IBG such that the AFE output is primarily Iredox 

from the neurotransmitter of interest. In [41], a digital signal processor (DSP) performed 

background subtraction on-chip, but with a significant area and power cost. In [170] and [176], a 

two-step approach stored and subtracted IBG after the transimpedance stage; however, this still 

requires the ADC and DAC to have high DR. The lowest power design, described in [177], cancels 

IBG prior to it seeing the front-end with a coarse subtraction, but the nonlinear nature of an FSCV 

signal requires sophisticated calibration to be effective. The second challenge described in Fig. 

3.1(b) is the need for a low input impedance, Rin. A small Rin is crucial so that the noise zero 

introduced by sRinCdl is beyond the signal bandwidth.  

In this work, we overcome the aforementioned challenges using a pseudo-differential 

sensing scheme and a common-mode rejection (CMR) circuit that cancels IBG before seeing the 

front-end. When the electrode properties (e.g., electrolyte, material, size) are nominally the same, 

Cdl (and therefore IBG) track and can be turned into a common-mode (CM) signal that is canceled 

by a CMR circuit in the front-end. In Fig. 3.2, the proposed in-vivo system is shown, where the 

main WE is placed in the dorsal striatum, and a replica WE is placed in a less active region. The 

two WEs are surrounded by cerebrospinal fluid (CSF), a common body fluid found in vertebrates’ 

brains, and thus present similar Cdl at the front-end input. The resulting differential current is only 
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the faradaic and residual background current copied to a current-mode ADC by a class-AB 

regulated current conveyor (RCC) for low input impedance. The ADC is implemented as a 1st-

order delta-sigma (ΔΣ) modulator with an assisted-operational transconductance amplifier (OTA) 

and an infinite impulse response (IIR) quantizer for high energy efficiency [97], [178]. The 

proposed architecture can tolerate IBG up to 290 nA without a differential linearity penalty, 

achieving an effective DR of 83 dB. Furthermore, it has the lowest input-referred noise (39.2 

pArms) over a 5 kHz bandwidth when loaded with a 1 nF input capacitance (26.5 pArms with open 

input) while consuming only 3.7 µW since the AFE power was optimized to only resolve the small 

redox current. 

 

3.2 System Architecture 

The key concept in this work is the combination of a pseudo-differential sensing scheme 

and a CM rejection circuit at the AFE input such that a significant portion of IBG is eliminated. As 

a result, the front-end’s DR can be reduced, thus decreasing the system power. Fig. 3.2 shows the 

proposed FSCV architecture, which measures the current from two carbon-fiber microelectrodes 

 

Figure 3.2 System architecture of the proposed pseudo-differential FSCV front-end with background current 

cancellation. 
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(CFM) and a shared Ag/AgCl reference electrode (RE). The double-layer capacitance, Cdl, given 

by the Helmholtz model, is  

𝐶dl =
𝜖0𝜖r𝐴

𝑡
 3.1 

where 𝜖0  and 𝜖r  are the free space permittivity and the electrolyte’s relative permittivity, 

respectively, A is the electrode’s surface area, and t is the Helmholtz double-layer thickness in CSF 

[40], [168]. According to Equation 3.1, CFMs with similar physical properties (e.g., material, 

dimension) in the same electrolyte have similar capacitances. For a CFM with a µm diameter, Cdl 

is ~1 nF, which is much larger than the capacitance from electrode interconnects (<10 pF) and 

AFE input (~ pF). The large capacitance at the AFE input makes designing an FSCV front-end 

challenging, specifically the DR, frequency response, and noise performance. 

From an architectural perspective, existing FSCV AFEs can be categorized by their domain of 

operation. In voltage-mode AFEs [170], [175], the input current is converted into a voltage 

followed by a voltage-mode quantizer. The transimpedance elements are sized proportionally to 

the DR, often in a large array when the input signal spans many orders of magnitude. Whereas in 

current-mode AFEs, for example, a current-mode ΔΣ (I-ΔΣ), directly quantize current signals 

without area and power consumed by an extra transimpedance stage [41], [171], [176]. However, 

the DR often necessitates a higher-order modulator and cannot be directly connected to the 

electrode since the 1.4 Vpp FSCV waveform introduces a large voltage excursion on the DAC, 

compromising the linearity of the modulator. This work uses a current-mode architecture for a 

compact design and high current efficiency while isolating the ADC from the FSCV waveform to 

prevent linearity degradation seen in prior work [41], [169]. 

In an FSCV measurement, the WE is swept across a voltage range to observe the two-

electron redox reaction between dopamine and its oxidized form, dopamine-ortho-quinone. The 
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oxidization and reduction potentials for dopamine are 0.7 and –0.1 V, respectively [146]. Due to 

CSF’s high conductivity and the small currents in FSCV, a two-electrode setup with no counter 

electrode (CE) was chosen over a potentiostat [165]. The WEs are swept from –0.4 to 1.0 V relative 

to the RE at 300 V/s with a 10 Hz interval, resulting in a 9.3 ms scan time. To ensure sufficient 

headroom, a 3.3 V supply was used for the AFE, while a 1.8 V supply was used for the ADC for 

better energy efficiency. The Ag/AgCl RE is biased at the AFE CM voltage (VCM), 1.65 V. To 

center the VCM of the AFE and ADC, the ADC ground is biased at 0.75 V requiring that all NMOS 

transistors in the ADC are in a deep N-well such that they are isolated from the substrate. Using a 

1.8-V supply for the ADC more than doubles the energy efficiency; however, such a dual-supply 

scheme complicates the supply generation, possibly reducing the benefit of doing so when fully 

integrated. 

As shown in Fig. 3.2, the large IBG resulting from charging and discharging Cdl is a CM 

input to the front-end and absorbed by a class-AB CMR circuit. The push-pull nature helps handle 

large bidirectional CM signals with a quiescent current that is a small fraction of the peak current. 

This allows the proposed AFE to have low average power. The FSCV voltage waveform modulates 

the positive terminal of the CMR circuit, which drives both WEs at the negative terminals to the 

desired scan voltages through negative feedback.  

The CMR circuit absorbs half of the signal due to the pseudo-differential configuration. 

The Iredox and residue IBG from mismatch enter the RCC serving as a current buffer before the 

ADC. Dynamic element matching (DEM) was implemented to remove flicker (1/f) noise and 

mismatch from the current mirrors. A current gain of 3× was chosen to balance the noise and ADC 

DR. Unlike other CC variants [179], the RCC is fully-differential with the quiescent current, IQ, 

well-defined by a translinear input stage, which also operates in class-AB and has a well-defined 
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Rin. An IQ of 50 nA was budgeted to be 2.5× more than the current needed to support a maximum 

dopamine concentrations of 1 µM. This allows the AFE to tolerate a ~10% mismatch in Cdl when 

swept at 300 V/s. For a typical nF value of Cdl, Rin needs to be less than 30 kΩ for the noise concern 

described above, which is difficult to achieve with an open-loop CC structure whose Rin is ~1/gm 

and on the order of a few hundred kΩ. Therefore,  amplifiers were used to cascode-regulate the 

CC to further reduce its input impedance for low input-referred noise in the presence of large Cdl.  

The physiological range of dopamine means Iredox can span up to 60 dB. To not have the 

ADC limit the DR, a 12-bit 1st-order I-ΔΣ digitizes the RCC output current at a moderate 

oversampling ratio (OSR) of 128. Compared to a conventional 1-bit modulator, this work utilizes 

an IIR filter after the comparator to realize an equivalent multi-bit quantization for improved 

resolution at a low power and area overhead. A single-bit R-DAC is used for low noise and 

inherently linear tri-level feedback. In addition, the OTA output is assisted with a replica of both 

the input (simply with an extra mirror branch in CC) and feedback signals such that it can be low 

power while achieving >70 dB linearity. 

 

3.3 Circuit Implementation 

3.3.1 Class-AB Common-Mode Rejection (CMR) Circuit 

The CMR circuit shown in Fig. 3.3 is implemented by a two-stage differential-difference 

amplifier (DDA) with two input pairs and a class-AB output stage. The structure is connected in 

unity-gain feedback such that it acts similar to current-mode common-mode feedback (CMFB) 

with bipolar current driving capability [180]. The operation of the CMR circuit can be described 

as follows. During a measurement, the 1.4 Vpp FSCV waveform, VFSCV, directly modulates the 

positive terminals of the DDA, which drive the WEs to the same voltage through negative 
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feedback. When both VI1 and VI2 are equal to VFSCV, the DDA is in equilibrium and drives zero 

current from output VO1 and VO2. Now suppose both VI1 and VI2 are momentarily larger than VFSCV 

with the drains of M1/M4 and M2/M3 shorted, the DDA input pairs inject more current to the drain 

of M10 than M9, raising VN, therefore, causing M13 to sink more current (than M14 sources) and 

pulls down VI1 and VI2 until they match VFSCV. When the DDA is in equilibrium, M13 and M14 each 

carry a 50-nA quiescent current, IQ. If VI1 and VI2 are significantly larger than VFSCV, VN increases 

and turns off M8 (more). This causes M12 to source less current and VP to go up, turning off M14 

 

Figure 3.3 (a) Block diagram of the class-AB CMR circuit and (b) schematic. 
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further while M13 is sinking more current. This push-pull operation allows the bi-directional 

current driving capability of more than 6× IQ.   

All transistors in the CMR circuit are I/O devices operating in subthreshold with VDSAT ≈ 

100 mV and remain in strong inversion even with large CM voltage variation. The DDA input 

pairs, M1 – M4, were sized to have a large aspect ratio with a gm/ID of 22 S/A. Two floating current 

sources, M5/M6 and M7/M8, each carry 250 nA such that a total of 300 nA flows through M9 and 

M10. Simulation showed that a large current in the cascode stage is necessary for fast settling during 

an FSCV scan cycle. The floating current sources bias the cascode stage precisely and allow VN 

and VP to swing near the supplies. As a result, the class-AB output stage can sink or source the 

amount of current necessary to maintain the correct voltages on both terminals. The simulated dc 

loop gain was 105 dB with a unity-gain frequency of 8.2 kHz, which is accurate and fast enough 

to settle a 1.4 Vpp FSCV triangular waveform. 

Since the CMR circuit is connected in unity-gain feedback, its current noise is directly 

referred to the input. With the folded DDA stage shared between the two output stages, M1 – M12 

contribute only CM noise. Chopping (fchop = 100 kHz) removes the amplifier’s 1/f noise and offset. 

After chopping, the CMR input-referred current noise was reduced from 86 to 17.36 pArms in 

simulation. In practice, input imbalance (electrode impedance, transistor mismatch, etc.) will lead 

to imperfect CM noise cancellation from the CMR amplifier. With a 10% electrode and CMR 

amplifier mismatch, the input-referred noise increased by 15% in Monte-Carlo simulations.  

Stability is another design concern, especially when interfaced with a large reactive load. 

Cascode compensation was chosen over Miller compensation because the former offers a faster 

transient response (from having a smaller CC) and does not introduce a right-half-plane zero [181]. 
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As shown in Fig. 3.3, a 4.5 pF capacitor is connected from VO1 to the drain of M10 (and another to 

M13), an internal low impedance node, resulting in an 80° phase margin at Cdl = 1 nF. 

3.3.2 Fully-Differential Regulated Current Conveyor (RCC) 

The RCC isolates the ADC from the electrodes preventing the large CM excursion from 

deteriorating the ADC linearity while also providing a low input impedance for noise purposes. 

Fig. 3.4 shows the implementation of the RCC, which stems from a classic second-generation 

current conveyor (CCII) biased by a translinear (TL) stage for class-AB operation [81]. The TL 

principle ensures accurate voltage tracking from node X to Y while defining a PVT-insensitive 50 

nA IQ flowing through transistors MN1,2 and MP1,2. With a 3.3-V supply, all transistors are in strong 

inversion, tolerating up to a 2 Vpp input with a negligible impact on the linearity. 

 

Figure 3.4 Circuit implementation of the class-AB RCC. 



82 

 

One issue with the original TL-based CC is that its input impedance is solely determined 

by the transconductance, gm, of the input transistors, which is highly dependent on process and IQ. 

The transistors have a small gm for a low power design, resulting in a large input impedance. For 

example, Rin ≈ 500 kΩ at IQ = 50 nA, placing the noise zero from sRinCdl at 320 Hz, well below 

the targeted 5 kHz bandwidth, thus significantly increasing the input-referred noise. To address 

this, a regulated common-gate (RCG) structure was integrated within the TL loop with a high-gain 

opamp actively driving the gates of the input transistors, MN1,2 and MP1,2, reducing Rin by the 

opamp’s open-loop gain, Areg. The opamp was designed with a complementary, current-reuse 

structure for high current efficiency. The opamp has a 41-dB dc gain and 13-MHz unity-gain 

frequency in simulation. The regulated TL operation can be intuitively understood as follows: 

when an influx of current tries to raise the input voltage, the opamps steer the gates of MN1,2 and 

MP1,2 in the opposite direction. This simultaneously reduces and increases the current through MN1,2 

and MP1,2, respectively, counterbalancing the input voltage while maintaining the class-AB 

operation of the TL loop. The loop was simulated and had more than 70° phase margin across the 

1.4 Vpp input range. 

Fig. 3.5 shows the simulated bandwidth improvement from RCC, with an Rin of ~4.5 kΩ. 

The dc operating point of MN1,2 and MP1,2 is maintained by setting the opamp output CM voltage 

to VN-AB and VP-AB, the original bias voltage defined by the TL stage. Fig. 3.6 shows the simulated 

noise contribution from the combined CMR and RCC blocks. If the PMOS and NMOS input 

transistors have equal gm, then the total input-referred current noise, including the CMR stage, can 

be written as 

𝑖𝑛,𝑟𝑚𝑠
2 = 2𝑞(𝐼CMR + 𝐼CC) (1 + 𝑠

1

2𝐴reg𝑔m
𝐶dl)

2

+ 𝑣𝑛,op
2 (

1 + 𝑠𝑅ct𝐶dl

𝑅ct
)

2

 3.2 
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where q is the electron charge, ICMR and ICC are the bias currents of the CMR and CC, respectively, 

𝑣𝑛,op
2  is the input-referred noise voltage of the opamp, and Rct is the electrode’s charge transfer 

resistance, which is >100 MΩ for CFMs. The first term in Equation 3.2 is the shot noise of the 

CMR and CC, whereas the second term is the opamp noise reflected into a current by the input 

impedance (i.e., Rct||1/sCdl). For the opamp to contribute negligibly to the overall noise, it was 

designed to have a 40-nV/√Hz noise floor for a noise efficiency factor (NEF) of 2.4. DEM reduces 

the 1/f noise and mismatch from the 1:3 current mirror. The total input-referred noise current with 

 

Figure 3.5 Simulated bandwidth improvement from the RCC. 

 

Figure 3.6 Simulated input-referred noise of the CMR and RCC. 
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Cdl = 1 nF was reduced from 689.6 to 31.2 pArms with DEM in simulation. The dominant inband 

noise is the shot noise from the CMR circuit, while the opamp dominates the high-frequency noise. 

3.3.3 Energy-Efficient IIR-ΔΣ 

It was shown in [97] that modifying a 1st-order 1-bit ΔΣ with an IIR predictor and tri-level 

pulse width modulated (PWM) DAC can realize the equivalent performance of a multi-bit ΔΣ in 

an area- and power-efficient manner. As shown in Fig. 3.7, the IIR filter can be implemented as a 

delay-free, discrete-time integrator and a unity-gain feedforward path from the 1-bit quantizer 

output, q, to the modulator output, d. It was also shown that d[n] could be derived from the 

cumulative sum of all q[n], i.e., 𝑑[n] = 𝑞[n] + ∑ 𝑞[𝑖]𝑛
𝑖=1 . Therefore, the IIR predictor can be 

simply realized with a digital accumulator and adder [97]. The same digital implementation was 

used in this work, and 𝑑 has a 4-bit resolution.  

A multi-bit DAC is needed to close the loop, and it must be as linear as the modulator. 

Taking advantage of a 1st-order continuous-time ΔΣ being insensitive to the shape of the feedback 

waveform, 𝑑 is encoded in time by modulating the duty cycle of a single DAC unit. In [178], where 

the noise was critical, the tri-level feedback DAC was modulated by a tri-level control sequence 

 

Figure 3.7 Block diagram of the current-mode IIR-ΔΣ. 
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(0 and ±1) such that the “0” state shunts away DAC noise for smaller inputs. But without mismatch 

shaping, the intrinsic DAC linearity was not preserved across codes, as shown in Fig. 3.8(a). This 

work solves this problem by splitting the tri-level DAC into two 1-bit DACs and summing the 

currents at the modulator’s virtual ground to improve linearity without using a multi-bit current 

source. As shown in Fig. 3.8(b), each split DAC is controlled by a 1-bit PWM signal with 

complementary phases such that the sum of the two pulses is a return-to-zero (RZ) waveform 

symmetric around the mid-point in each sample period. By not having a discrete “0” feedback 

level, the resulting tri-level DAC is linear by averaging the mismatch across codes, similar to a tri-

level DAC with rotational DEM [182].  

 

Figure 3.8 Block diagram and linearity of (a) non-linear tri-level feedback DAC and (b) proposed linearized tri-

level feedback DAC. 

 



86 

 

A resistive DAC (R-DAC) was used for lower thermal noise than a current-steering DAC. 

The impact of reduced loop-gain due to the DAC impedance was negligible with OTA assistance, 

where a DAC current replica, I-DACa, is injected directly at the OTA output, effectively bypassing 

 

Figure 3.9 Comparison of the harmonic content from PWM DAC and an ideal 1b/4b DAC at the virtual ground of 

the IIR-ΔΣ. 

 

Figure 3.10 (a) Block diagram and (b) circuit implementation of feed-forward inverter-based OTA. 
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the OTA from processing the DAC signals, therefore improving the linearity [183], as shown in 

Fig. 3.7. Since the nonlinearity, noise, and mismatch (to the R-DAC) of the assistance DAC are 

suppressed when input-referred, an I-DAC was used to provide minimum loading at the OTA 

output. Shunting also improves the OTA tolerance to an increased harmonic content at the virtual 

ground due to the PWM DAC compared to its single-bit and multi-bit counterparts, as shown in 

Fig. 3.9.  

 

Figure 3.11 Simulated spectrua of IIR-ΔΣ with OTA-assistance at -2 dBFS. 

 

Figure 3.12 Die micrograph of proposed FSCV AFE. 
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The OTA was implemented with high energy efficiency (NEF = 1.7) by a two-stage 

current-reuse amplifier, as shown in Fig. 3.10. The first-stage amplifier was designed with a low 

quiescent current of 200 nA and long-channel (L = 1 µm) input devices with a 40 dB gain and a 

dominant pole at ~20 kHz. The second stage provides an additional 20 dB of gain. The feedforward 

transconductance stage, gm3, adds a left-half-plane (LHP) zero controlled by the ratio of gm2 and 

gmf (1:2) and cancels the non-dominant pole contributed by the 2nd stage. Feedforward 

compensation was chosen to avoid energy consumed by charging/discharging the compensation 

capacitor, CC, and the extra assistant branch needed for Miller compensation [183]. In extracted 

simulations, the two-stage OTA has a 64 dB dc gain and a 54 MHz unity-gain bandwidth (UGBW). 

The OTA stability was verified with a 200-point Monte Carlo simulation and showed a mean phase 

margin of 72° (σ = 1.4°). As shown in Fig. 3.11, transient noise simulation shows that the ADC's 

peak SNDR with the assisted-OTA is 72.1 dB, which is >5 dB better than the unassisted case and 

>11 dB more than the IIR-disabled case. 

 

3.4 Measurement Results 

The proposed FSCV front-end was fabricated in a 180 nm CMOS process with the digital 

IIR filter and tri-level PWM logic synthesized on-chip. As shown in Fig. 3.12, the AFE and ADC 

have an active area of 1.28 × 0.2 mm2. The AFE was implemented with thick-oxide (3.3 V) devices 

to tolerate a 1.4 Vpp FSCV waveform, whereas the ADC and digital back-end used 1.8 V core 

devices. The ADC and synthesized logic were placed inside a deep n-well with an elevated ground 

voltage of 0.75 V to center the AFE output and ADC input CM voltage at 1.65 V. With a deep n-

well, substrate coupling between the digital and analog circuits is minimized. Electrical and in-
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vitro measurements were performed with the device enclosed in a dark faradic cage to suppress 60 

Hz interference and photodiode leakage currents. 

3.4.1 Electrical Characterization 

The measured static power consumption of the proposed FSCV front-end is 35.25 µW, 

among which the AFE and ADC consume 24.8 µW and 10.44 µW, respectively. When averaged 

over a 10-Hz FSCV cycle (9.3 ms active), the average active power consumption is 3.74 µW. The 

power breakdown is shown in Fig. 3.13. Unless stated otherwise, all measurements were taken 

with fs = 1.28 MHz for an OSR of 128, which is sufficiently large for the IIR filter not to affect the 

modulator's STF and NTF [178]. The integrated input-referred noise (IRN) current measured with 

open inputs was 26.5 pArms in a 5 kHz bandwidth, as shown in Fig. 3.14, demonstrating that 

 

Figure 3.13 Measured power breakdown of proposed FSCV AFE. 

 

Figure 3.14 Measured input-referred current noise PSD (open input). 



90 

 

chopping reduces the IRN by more than 6×. For sensitive current sensing, capacitive loading at 

the AFE input introduces a noise zero, amplifying the current noise and limiting resolution. The 

CFM electrode's double-layer capacitance in 1× HEPES is ~1 nF. Due to the relatively low input 

impedance, this capacitive loading increases the input-referred current noise from 26.5 to 39.2 

pArms in a 5 kHz bandwidth. Fig. 3.15 shows the measured IRN at four discrete input loading 

conditions (100, 250, 500, and 1000 pF).  

 

Figure 3.15 Measured input-referred current noise vs. input capacitance. 

 

Figure 3.16 Measured spectra with a -2 dBFS differential-mode (DM) and common-mode (CM) input. 
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For ac measurements, a sinusoidal input current was generated by connecting a low-

distortion function generator (SRS DS360) in series with a large resistor for V-to-I conversion. The 

resistor introduces a negligible current noise while significantly attenuating the instrument’s 

voltage noise. The series resistance and the AFE’s input capacitance also low-pass filter the 

instrument noise. With a 100 MΩ input resistance, the IRN is comparable to the floating input 

configuration. Fig. 3.16 shows measured spectra of the proposed front-end with a –2 dBFS 

sinusoidal differential-mode (DM) and CM input at 469 Hz. The peak SNDR measured in DM and 

CM are 61.4 and -9.98 dB, respectively, thus achieving a common-mode rejection ratio (CMRR) 

of 71.4 dB. The measured spurious-free dynamic range (SFDR) is 71.8 dB. Fig. 3.17 shows the 

measured SNDR versus the input amplitude where a 300 Hz CM signal was superimposed on the 

maximum DM signal, and no SNDR degradation was observed up to 290 nApp, effectively 

extending the DR from 70 to 83 dB. 

 

Figure 3.17 Measured dynamic range vs. input current. 



92 

 

3.4.2 in-vitro Measurements 

Electrochemical measurements were performed with CFMs (BASi, MF-2007) in a custom 

fabricated Y-channel flow cell, as shown in Fig. 3.18. The flow cell is composed of two milled 

acrylic plates bolted together. A rubber gasket between the plates creates a seal and prevents leaks. 

The channels are 4 mm wide to accommodate the CFM and Ag/AgCl electrodes. Rubber o-rings 

were placed around the electrodes to create a seal. The Y-channel design was specifically chosen 

to isolate the two working electrodes from each other while still being electrically referenced to 

the same reference electrode. An Ag/AgCl reference electrode was used in an artificial CSF 

solution composed of 140 mM NaCl, 5 mM KCl, 2.5 mM CaCl2, 1 mM MgCl2, and 10 mM HEPES 

(pH 7.4) [170]. A dopamine and buffer mixture was pumped through one inlet, while buffer 

solution was pumped through the other so that each WE was submerged in either background 

 

Figure 3.18 Flow cell (a) rendering and (b) photograph. 
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solution or analyte. The two solutions were combined at the output to flow past the RE, linking 

the two WEs to the same reference while keeping each working electrode separate. The solution 

was pumped in at 2 mL/min using LabSmith valves and a syringe pump. The tubing lengths were 

matched so that both solutions would reach the flow cell and thus each WE simultaneously. 

LabSmith valves were used to switch analyte or buffer into the analyte side of the flow cell. 

Continuously moving the solutions through the flow cell allowed for the exposure of both WEs to 

their corresponding solutions. Due to the laminar flow, there is little to no mixing once the flows 

are combined and no backflow.  

 

Figure 3.19 in-vitro FSCV measurement results with 500 nM dopamine. 

 

Figure 3.20 Reconstructed FSCV waveforms at various dopamine concentrations without background subtraction. 
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A 300 V/s triangular waveform was generated using a Keysight Trueform 33622A 

waveform generator. The waveform spanned from –0.4  to 1 V and was pulsed at 10 Hz. Dopamine 

and buffer solutions were pumped through the flow cell for 30 seconds, over which CV 

measurements were recorded. Fig. 3.19 shows a real-time recording of 500 nM dopamine without 

post-processing. Redox peaks were visible even in the raw recording due to the low-noise front-

end with CM rejection. Dopamine measurements were taken at 100, 250, 500, 750,  and 1000 nM 

to characterize the response. Post-processing averaged 20 scans and reconstructed the 

voltammograms, as shown in Fig. 3.20. The peak current versus concentration is shown in the 

calibration curve in Fig. 3.21, where the error bars were calculated from 20 consecutive scans. The 

measured sensitivity was 19.5 nA/µM. 

Table 3-1 compares this work to the state-of-the-art FSCV front-ends. This work achieves 

the lowest input-referred current noise (26.5 pArms) with an open input due to the low input 

impedance input structure. Even with 1 nF of input capacitance, this work achieves excellent noise 

performance at 39.2 pArms. The resolution-to-power tradeoff is captured by the resolution-FoM, 

which is widely used to characterize the power efficiency of sensor front-ends [4], [14], [145]. 

This work achieves an FoM of 0.52 pA2µJ, which is 17.4× better than the state-of-the-art. 

 

Figure 3.21 Measured dopamine sensitivity curve. 
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Chapter 3, in part, is based on the material from Da Ying, Joshua Rosenberg, Naveen K. 

Singh, and Drew A. Hall, “A 26.5 pArms Neurotransmitter Front-End with Class-AB Background 

Subtraction,” IEEE Transactions on Biomedical Circuits and Systems (TBioCAS), In Press. The 

dissertation author was the primary investigator and author of this paper. 

 

Table 3-1 Comparison To Prior FSCV AFEs 

 

[177] 

Nasri 

TBCAS’17 

[175] 

Zamani 

MWCAS’20 

[131] 

Lu 

TBCAS’21 

[170] 

Dorta 

TBCAS’16 

[41] 

Bozorgzadeh 

TBCAS’16 

[169] 

Bozorgzadeh 

JSSC’14 

This work 

Process (nm) 65 180 180 65 350 350 180 

Topology Dual slope 1st-ord. ΔΣ I-to-F + TDC TIA + SAR 3rd-ord. ΔΣ 3rd-ord. ΔΣ 
CC + 1st-ord.  

IIR-ΔΣ 

Scan rate (V/s) 400 400 0.008 - 400 300 400 400 300 

Sample freq. (Hz) 5k 1.6M 50k 10k 625k 625k 1.28M 

Bandwidth (Hz) 2.5k 5k 25k 2k 4.88k 5k 5k 

Background 

cancellation 

Constant 

offset 

subtraction 

Two-step 

cyclic 
- 

Two-step 

cyclic 

On-chip 

DSP 
- 

Class AB 

CMR 

Input range (nA) 165 1000 10000 430 900 950 375 

CMRR (dB) - - - - - - 71.4 

Sensitivity 

(nA/µM) 
10 35.9 - 8.6 23.3 52.2 19.5 

Avg. power* 

(µW) 
3.1 14.1 1.77 14.4 9.5 9.3 3.7 

Resolution 

(pArms) 
125.2† 710† 25000 92† 68.2† 55† 

26.5 (open) 

39.2 (1 nF) 

FoM** (pA2µJ) 19.4 1422 425000 60.9 9.05 5.6 0.52 

 

*Average power during 10 Hz scan **FoM=resolution2×energy/conversion  
†Input loading not explicitly stated 



96 

 

Chapter 4. SUMMARY 
 

4.1 Dissertation Summary 

This dissertation presented a comprehensive review of current-sensing analog front-ends 

and described techniques to achieve high-accuracy current readout circuits tailored to particular 

biosensing applications. In this section, some key results are summarized. 

Chapter 1 aims to provide the reader with a background of current-sensing front-ends by 

reviewing a selection of state-of-the-art current readout circuits. Current sensors can be categorized 

by their transduction method into capacitive, resistive, diode/FET-based, and MEMS sensors. Each 

type was individually reviewed, focusing on applications, circuit models, and nonidealities. A 

more in-depth discussion of current-sensing front-ends, specifically TIAs, CC, and current-mode 

delta-sigma (I-ΔΣ) modulators, was carried out later in the chapter to focus on analyzing in terms 

of gain, bandwidth, stability, noise, and general design considerations. Last, general guidelines for 

designing low-leakage PCBs were also provided.  

In Chapter 2, a novel label- and immobilization-free biosensing technique, transient 

induced molecular electronic spectroscopy, was introduced. And an 8-channel array of low-noise 

current sensing front-ends with on-chip microelectrode electrochemical sensors was proposed to 

observe real-time protein-ligand interactions. The analog front-end consists of a 1st-order 

continuous-time delta-sigma modulator with a novel digital predictor design for high power 

efficiency.  

In Chapter 3, an AFE for fast-scan cyclic voltammetry with analog background subtraction 

using a pseudo-differential sensing scheme to cancel the large non-faradaic current before seeing 

the front-end. As a result, the AFE can be compact and low-power compared to conventional 
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FSCV AFEs with dedicated digital back-ends to digitize and subtract the background from 

subsequent recordings. The proposed AFE, fabricated in a 0.18-µm CMOS process, consists of a 

class-AB common-mode rejection circuit, a low-input-impedance current conveyor, and a 1st-

order I-∆Σ modulator with an improved IIR-ΔΣ from the previous work. This readout front-end 

was tested with carbon-fiber microelectrodes scanned at 300 V/s using flow-injection of dopamine.  

 

4.2 Future Work 

The two current-sensing front-ends presented in this dissertation can be expanded in 

several ways. In µTIMES, the input impedance of the current-mode ΔΣ needs to be studied further. 

As addressed in Chapter 3, typical ΔΣ could present a large resistive load to the current sensors, 

which in some applications might result in signal attenuation or alter the underlying physiological 

current transduction and lead to untruthful data interpretation. In addition, the tri-level DAC logic 

resulted in an increased level of linearity degradation due to DAC mismatch. This issue was 

alleviated in the neurotransmitter front-end at an area tradeoff from using the resistive DAC. In 

both works, a 1st-order ΔΣ, however, the area and power penalty beyond the first stage in a ΔΣ can 

actually be marginal if properly designed. So even increasing the order of the I-ΔΣ by one can 

substantially improve dynamic range with higher immunity to limit cycle, which could result in 

in-band tones for quasi-dc biological signals and degrade linearity. However, the PWM DAC 

current implementation is built upon the insensitive nature of 1st-order CT-ΔΣ to DAC pulse shape. 

Further study must ensure the stability of PWM DAC in higher-order ΔΣ and could be an 

interesting research topic.  
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