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A generalization of the achievable rate of a MISO
system using Bode-Fano wideband matching theory
Nitish Deshpande, Student Member, IEEE, Miguel R. Castellanos, Member, IEEE, Saeed R. Khosravirad, Senior
Member, IEEE, Jinfeng Du, Senior Member, IEEE, Harish Viswanathan, Fellow, IEEE, and Robert W. Heath Jr.,

Fellow, IEEE

Abstract—Impedance-matching networks affect power transfer
from the radio frequency (RF) chains to the antennas. Their
design impacts the signal to noise ratio (SNR) and the achievable
rate. In this paper, we maximize the information-theoretic achiev-
able rate of a multiple-input-single-output (MISO) system with
wideband matching constraints. Using a multiport circuit theory
approach with frequency-selective scattering parameters, we
propose a general framework for optimizing the MISO achievable
rate that incorporates Bode-Fano wideband matching theory.
We express the solution to the achievable rate optimization
problem in terms of the optimized transmission coefficient and
the Lagrangian parameters corresponding to the Bode-Fano
inequality constraints. We apply this framework to a single
electric Chu’s antenna and an array of dipole antennas. We
compare the optimized achievable rate obtained numerically
with other benchmarks like the ideal achievable rate computed
by disregarding matching constraints and the achievable rate
obtained by using sub-optimal matching strategies like conjugate
matching and frequency-flat transmission. We also propose a
practical methodology to approximate the achievable rate bound
by using the optimal transmission coefficient to derive a phys-
ically realizable matching network through the ADS software.

Index Terms—Bode-Fano matching theory, achievable rate
maximization, scattering parameters, matching network design

I. INTRODUCTION

As wireless systems exploit higher bandwidths, it is crucial
to design matching networks that support the desired power
transfer in the band of interest to achieve the target data rate
[1]–[4]. For narrowband systems, matching networks are opti-
mized for power transfer between source and load at a single
frequency. For wideband arrays, it is challenging to design
matching networks because the load depends on the frequency-
selectivity of the array including mutual coupling between
antennas [4]. The Bode-Fano theory captures these practical
matching constraints with a frequency-selective circuit theory
approach based on scattering parameters [2], [5]. In this paper,
we incorporate these constraints in achievable rate analysis
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unlike conventional wideband MIMO literature which does
not treat matching networks as a part of the analysis [6], [7].

The problem of matching a source impedance to a load
impedance in conventional RF literature is mostly based on
power transfer based metrics [5], [8]–[11]. In general, the
transmit matching network is designed to maximize power
transfer efficiency while the receive matching network to min-
imize the noise figure. For a narrowband system, the conjugate
matching network is designed such that the effective load
impedance equals complex conjugate of the source impedance.
For broadband matching, the constant quality factor circle
technique can be used [5]. Designing matching networks for
systems operating at higher fractional bandwidths is challeng-
ing because of the frequency-selectivity of the load. Recently,
a globally optimal approach to designing wideband matching
networks defined a unique trajectory connecting source and
load on Smith chart using the power transfer efficiency metric
[10]. Although power transfer efficiency is important, it only
quantifies the power transfer from the RF chain to the antennas
within a transmitter. From a communication theoretic perspec-
tive, the most relevant metric is the end-to-end achievable
data rate. The communication rate depends on factors like
the bandwidth, wireless propagation channel, beamforming
response at both receiver and transmitter, mutual coupling
between antenna elements, and their radiation patterns. The
achievable rate metric captures all factors. Hence, wireless
devices should optimize the matching network to maximize
the rate rather than the power transfer efficiency.

For analysis of wideband systems, it is essential to un-
derstand the fundamental design tradeoffs between gain and
bandwidth [12]. In large phased-arrays operating at higher
fractional bandwidths, there is a phase mismatch between
the frequency-flat phase-shifter and frequency-selective ar-
ray response [13]. The frequency-selectivity of antennas and
matching networks was considered for analysis of dense array
wideband massive MIMO [14]. The results in [14], [15]
showed that for systems which use matching networks based
on the conjugate matching strategy, the SNR drops drastically
for frequencies away from the center frequency. A matching
network based on a narrowband assumption is sub-optimal in a
wideband setting. Hence, it is necessary to optimize physically
realizable matching networks over the bandwidth of interest.
These examples show that the shift from frequency-flat to
frequency-selective models is necessary as wireless systems
transition from narrowband to wideband operation [12]–[16].

The circuit theory approach to modeling wireless commu-



2

nication systems enables incorporating physically consistent
frequency-selective models for the antennas, arrays, wireless
channel, and the RF chain components in the analysis [17].
This approach captures effects like mutual coupling in the
form of impedance or scattering matrices thus making the
system analysis more realistic and tractable [4], [15], [17]–
[24]. Although circuit theoretic abstractions have been used
for decades for the design of individual RF components like
antennas [25], [26], matching networks [5], and amplifiers
[27], the application of circuit models for MIMO communica-
tion systems is more recent. Phenomena like super-directivity
[19] and super-bandwidth [23] that occur in tightly coupled
arrays can be explained with the circuit theory approach.
Hardware effects like amplifier current constraints [14] and
matching network limitations [15] can also be incorporated
through circuit models. Hence, the circuit theory approach
to communication is useful to design matching networks for
optimizing achievable rate.

Prior work has studied achievable rate maximization
through impedance-matching only for specific matching net-
work topologies [4], [21], [22], [28], [29]. In [21], an upper
bound on the MIMO-OFDM capacity was proposed by op-
timizing the receiver matching network parameters based on
a T-network topology. In [4], the achievable rate of a MISO
and SIMO system was optimized in terms of the inductances
and transformer turns ratio of a single port matching net-
work. Although [4] and [21] used a communication theoretic
objective, the methods used for optimizing the matching
network parameters are specific to a given topology and do
not guarantee optimality over a general family of passive and
linear matching networks.

From a circuit theory perspective, there exists a fundamental
limit on the wideband performance of a passive matching
network, popularly known as the Bode-Fano limits [5], [8],
[9]. Recent work derived an upper bound on the single-input-
single-output (SISO) achievable rate by applying the Bode-
Fano wideband matching constraints at the receiver [22] and
transmitter [30]. The main challenge for extending the achiev-
able rate analysis in [22] and [30] to a MISO system includes
incorporating the mutual coupling and analog beamforming
network to derive the Bode-Fano upper bound required for
optimizing the achievable rate. The optimization framework
for a SISO system was limited to a fixed number of constraints.
In MISO system, the number of constraints are dependent on
the analog beamforming too which necessitates the generaliza-
tion of the optimization framework to an arbitrary number of
Bode-Fano constraints. Recently, a multiport extension of the
Bode-Fano matching theory proposed new bounds applicable
to a system with multiple transmit antennas driven by multiple
sources [2], [31]. The application of the improved Bode-Fano
matching limits to a MIMO system from an achievable rate
perspective is not investigated in prior work. For the SISO
case, the bounds in [22] and [30] were based on closed-form
models for the Chu’s antenna. In the present work, we extend
such analysis to a generalized MISO system by leveraging
advanced numerical tools such as MATLAB Antenna Toolbox,
MATLAB RF Toolbox, and Keysight ADS.

In this paper, we analyze a MISO system from a joint

circuit and communication theoretic perspective. We answer
two fundamental questions. The first question is “What is the
upper bound on the achievable rate of a MISO system over
all physically realizable linear and passive matching networks
that satisfy the Bode-Fano wideband matching constraints?”
We demonstrate how ignoring the Bode-Fano constraints leads
to an over-estimation of the rate for wideband systems. The
second question is “How to design impedance-matching net-
works that achieve rate close to the proposed upper bound?” In
contrast to prior work, we design realizable matching networks
that maximize achievable rate. The main contributions of this
paper are as follows.

• We derive a frequency-selective circuit theoretic model of
a MISO system with a single RF chain at the transmitter
that supplies power to the antenna array through an
impedance-matching network and an analog beamform-
ing network. This model is used in our proposed general
framework for optimizing the achievable rate of wideband
MISO systems. For deriving the constraints, we use a
rational and passive approximation of the equivalent load
comprising of the analog beamforming network and the
transmit antennas. The maximum achievable rate is ex-
pressed in terms of the optimized transmission coefficient
and Lagrangian parameters associated with the Bode-
Fano inequalities.

• We propose a three step procedure to design circuits
that approximate the desired optimal response obtained
through the achievable rate optimization solution. Our
simulation results show that the matching network de-
signed using this procedure achieves rates close to the
maximum achievable rate bound. We demonstrate this
three step procedure for two specific models: a single
Chu’s electric antenna and an array of dipole antennas.
We use a practical LC ladder matching network topology
whose components are numerically optimized in ADS to
fit the corresponding optimal transmission coefficient.

• We compare our proposed bound and the performance of
the designed matching network with the ideal Shannon’s
bound, frequency-flat transmission, conjugate matching at
center frequency, and the no matching case. We also an-
alyze the achievable rate trend with bandwidth. We show
the existence of an optimal bandwidth for the achievable
rate bound obtained with Bode-Fano constraints and the
corresponding circuit simulations.

• We show that the achievable rate performance can be
further improved for higher bandwidths by optimally
designing the transmit power spectral density using a
water-filling approach instead of equal power allocation
for all frequencies. Through simulations, we show that
the insights and bandwidth trends are also generalizable
to the case where impact of receiver matching network
and intrinsic noise is included in the receiver model.

This paper is organized as follows: In Section II, we
discuss the choice of the modeling framework in comparison
with other frameworks used in literature. Choosing a circuit
theoretic modeling methodology, we formulate a frequency-
selective model for a MISO system where the linear network
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Fig. 1: A diagram of the considered multi-antenna transmitter and single-antenna receiver. In this paper, the focus is on designing the transmit
matching network to maximize achievable rate.

parameters are described using the scattering parameter no-
tation. In Section III, we discuss the general form of the
Bode-Fano matching constraints followed by the achievable
rate optimization problem formulation and derivation of the
optimal transmission coefficient. In Section IV, we propose a
methodology to design matching networks based on the de-
rived transmission coefficient supported by circuit illustrations
using ADS software. In Section V, we present numerical re-
sults for SNR and achievable rate using the derived theoretical
bounds, circuit simulations, and comparison with conventional
matching benchmarks. In Section VI, we summarize the key
takeaways and discuss future research directions. The simula-
tion code for generating achievable rate optimization results
and the corresponding circuit ADS files are made publicly
available to facilitate reproducibility1.

Notation: A bold lowercase letter a denotes a column vector,
a bold uppercase letter A denotes a matrix, (·)∗ denotes
conjugate, (·)T denotes transpose, | · | indicates absolute value,
IN represents the identity matrix of size N , 0N represents an
all zero matrix of size N , R(z) denotes the real part of a
complex number z, {i}N1 is shorthand for i = {1, 2, . . . , N},
[z]+ = max(0, z).

II. SYSTEM MODEL

A. Modeling frameworks for wireless communication system

With every wireless generation, there has been evolution in
the communication system modeling approach. The analysis
of a wireless system is impacted by the choice of model. It
is important to choose a model that encompasses the proper
assumptions and ensures the validity and applicability of the
insights to the target wireless application.

We overview different frameworks that are used for mod-
eling physical layer wireless communication. In terms of
frequency dependence, the system model is classified as
frequency-flat or frequency-selective. For frequency-flat mod-
els, the network parameters are evaluated at a specific center
frequency and assumed to be fixed over the narrow bandwidth
of interest. For narrowband wireless applications like sensor
networks, RFID [32], and narrowband Internet of Things [33],
it suffices to use a frequency-flat modeling framework. For
wideband wireless applications like satellite communication,
Wi-Fi, and cellular [34], frequency-selective models are re-
quired to guarantee that the analytical or numerical results
from the model are useful for the desired frequency range.

In terms of the modeling methodology, the models can be
classified as dimensionless (non-circuit theoretic models) and

1https://github.com/nvdeshpa/AchievableRateWidebandMatching

physically consistent (circuit theoretic models). Non-circuit
theoretic models have been useful for analyzing achievable
rate, interference analysis, power allocation [7], and beam-
forming optimization. However, the definition of power with
these models is based on a single complex dimensionless
variable. The power definition using circuit models is based
on a pair of variables like the current and voltage or incident
and reflected root power waves [17], [5]. For problems like
impedance-matching network design which relate to power
flow [4], or analysis of new array architectures like dynamic
metasurface antennas [35], it is essential to use a circuit model
to capture the relevant hardware and electromagnetic effects
like mutual coupling [20] and polarization [36].

The circuit theoretic MIMO models can be further classified
based on impedance/admittance versus scattering parameters.
Although impedance and scattering parameters can be con-
verted to each other through algebraic transformations, the
scattering parameters are more applicable because they can be
easily measured for any general load and directly relate to the
flow of power [5]. Scattering parameters are widely recognized
in the RF community for design of individual RF components
like antennas [26], matching networks [5], and amplifiers [27].
The use of scattering parameters for the analysis of wireless
communication systems allows us to leverage several results
on matching network analysis developed in the microwave
and antenna community [2], [31]. It also makes our work
generalizable to any practical RF system. As we target the
achievable rate analysis and matching network design problem
for wideband systems, we use the circuit theoretic frequency-
selective model with scattering parameters.

B. A two-port linear network model of communication system

In Fig. 1, we present the MISO communication system
model. The conventional MISO communication system rep-
resentation includes DSP, DAC, transmit RF chain, analog
beamforming, and multiple antennas at the transmitter whereas
the receiver includes receive RF chain, ADC, and DSP. Besides
these typical components, we include the transmit and receive
matching network in this representation. The focus of this
paper is on transmit matching network which is an important
component in a communication link. In Fig. 2(a), we provide
an abstraction of the communication system with a single
source and single load using a two-port network model [22].
On the transmitter side, the source generates the transmit
signal obtained from the output of the transmit RF chain,
i.e., the signal obtained after up-conversion and amplification.
This signal is input to a cascade of linear networks effectively
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Fig. 2: In (a), a communication system with one RF chain at both receiver and transmitter is modeled as a two-port network. In (b), the
two-port network model is specified for a MISO system with one transmit RF chain connected to N antennas through impedance-matching
network and analog beamforming network.

modeled as a linear two-port network. The two-port network is
used to model several linear blocks of a communication system
like the impedance-matching network, analog beamforming
network, transmit antenna array network, wireless propagation
channel, and receive antenna as shown in Fig. 2(b) and
described in Section II-C. We model the noise contribution
from background radiation at the receive antenna by a voltage
source at the output of the linear two-port network [17]. The
receiver RF chain is modeled as a load. For simplifying the
analysis in Section III, we do not model the low noise amplifier
(LNA), receive matching network, and intrinsic noise source.
In Section V-D, we investigate the impact of LNA and intrinsic
noise sources through simulations and show that the insights
from Section III are also valid for a practical receiver model.

We use a frequency domain representation for describing
the signal flow through the two-port network. The subscript
“T” indicates transmitted signal while subscript “R” indicates
received signal. Let the voltage of the real-valued passband
transmit signal in time domain at the input of the two-port
network be vT(t). Let the current entering the two-port net-
work be iT(t). We assume that the stochastic signals vT(t) and
iT(t) are Gaussian wide-sense stationary random processes
so that these signals are completely described by their mean
and second-order moments [37]. As these signals do not have
finite energy, a windowed Fourier transform with interval T0

is used for defining the spectrum [38]. For frequency domain
representation, we use frequency f in Hertz. Let the frequency
domain voltage and current be defined as

vT(f) =

∫ T0
2

−T0
2

vT(t)e
−j2πftdt

[
V
Hz

]
, (1a)

iT(f) =

∫ T0
2

−T0
2

iT(t)e
−j2πftdt

[
A
Hz

]
. (1b)

The main purpose of using the frequency domain representa-
tion is to simplify the analysis.

For further simplification, we use a root power wave rep-
resentation of the signals which directly relates to the flow of
power [5]. The root power waves at different ports are related
by the scattering parameters, which can be easily measured
compared to impedance or admittance parameters. The root
power wave is a stochastic process which can be expressed
as a linear combination of the current and voltage stochastic
processes. In terms of the voltage and current, assuming
characteristic impedance of the transmit circuit as Z0, the root

power wave incident on the two-port network is defined as [5,
Eq 2.118]

aT(f) =
vT(f) + Z0iT(f)

2
√

R{Z0}

[√
W

Hz

]
. (2)

The root power wave reflected back from the two-port network
on the transmit side is defined as [5, Eq 2.118]

bT(f) =
vT(f)− Z∗

0iT(f)

2
√

R{Z0}

[√
W

Hz

]
. (3)

The power spectral density of the power incident (or available)
on the transmitter side of the two-port network is [5], [22]

PT(f) = lim
T0→∞

1

T0
E[|aT(f)|2]

[
W
Hz

]
. (4)

Although currents and voltage signals can be used for for-
mulating the communication system model, the root power
wave notation is a good mathematical tool for simplifying the
impedance-matching problem in terms of metrics like power
loss ratio and transmission coefficient [39].

On the receiver side, we assume an ideal load termination
Z0 to avoid reflected root power wave from the load and
simplify the analysis. This load termination requires the use of
a receive matching network that transfers all incident power
to the receive RF chain. The modeling of a practical receive
matching network was done in [22] while we focus only on the
practical transmit matching network analysis and design. The
root power wave at the output of the linear two-port network
represents the received signal component bRS(f). The voltage
source at the receiver port models the noise from background
radiation. The noise voltage source is denoted as vN(f). The
resulting root power wave is [20]

bRN(f) =
vN(f)√
R{Z0}

. (5)

Adding the signal and noise root power waves, the resulting
root power wave incident on the load is denoted as bR(f) [20].
By replacing aT(f) with bRS(f) in (4), we obtain the received
signal power spectral density PRS(f). Similarly, by replacing
aT(f) with bRN(f) in (4), we obtain the received noise spectral
density PRN(f). Let kB be the Boltzmann constant in J/K and
T be temperature in K. We set PRN(f) = N0 = kBT

[W
Hz

]
. At

the receiver, we define

SNR(f) =
PRS(f)

N0
. (6)
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The SNR(f) is non-zero in the band for which PT(f) is non-
zero.

Assuming Gaussian channel noise, the mutual information
per unit time (bits/s) between the transmit and received Gaus-
sian random process is

MI =

∫ ∞

−∞

1

2
log2(1 + SNR(f))df. (7)

For a real-valued passband signal, SNR(f) is symmetric about
f = 0. This simplifies the definition to an integral over positive
frequencies as

MI =

∫ ∞

0

log2(1 + SNR(f))df. (8)

Although integration upper limit is unbounded, SNR is posi-
tive only for a specific frequency range corresponding to the
signal bandwidth which results in a finite integral value. In
Section II-C, we describe the model of a MISO communica-
tion system and define SNR(f) in terms of PT(f) and the
scattering parameters of the individual linear sub-networks.

C. Circuit model of a MISO communication system in terms
of scattering parameters

We analyze the achievable rate of a MISO wireless system
consisting of a transmit array with N antennas and a single
receive antenna. The transmitter hardware consists of a single
RF chain connected to N antennas through an impedance-
matching network and an analog beamforming network. The
proposed model is applicable to any general type of antenna,
array, analog beamformer, and matching network. In this
paper, we focus on the design of transmit matching network.

The circuit theoretic model of the MISO communication
system is shown in Fig. 2(b). The transmit array with N
antennas and the single receive antenna form an (N + 1)
port network. Let ST(f) ∈ CN×N be the scattering pa-
rameter matrix for the transmit array and SR(f) ∈ C be
the scattering parameter of the receive antenna. The wireless
propagation channel scattering parameter is sTRT(f) ∈ C1×N ,
which accounts for the antenna gains and frequency-selective
fading between receiver and transmitter. The dependence of
sTRT(f) on parameters like the number of channel paths, large-
scale, and small-scale fading is described in (41). Similarly,
sTR(f) ∈ CN×1 [17]. We assume that the transmit array is
sufficiently far from the receive antenna such that the signal
attenuation between them is large [17], [20]. Hence, we can
use the unilateral approximation by setting sTR(f) = 0N×1,
i.e., we assume that the transmitter is unaffected by the
electromagnetic fields at the receiver. The (N+1) port network
block scattering parameter matrix is defined and simplified as

SH(f) =

[
ST(f) sTR(f)
sTRT(f) SR(f)

]
=

[
ST(f) 0N×1

sTRT(f) SR(f)

]
. (9)

The incident root power wave vector on the transmit antenna
array is denoted as aA(f) ∈ CN×1 and the reflected root power
wave vector is bA(f) ∈ CN×1, as shown in Fig. 2(b). The root
power wave vectors at the receiver and transmitter ports are
related using SH(f) as

[bTA (f), bRS(f)]
T = SH(f)[a

T
A (f), 0]

T . (10)

With the unilateral approximation, we can isolate the trans-
mitter circuit model by writing

bA(f) = ST(f)aA(f). (11)

Using (9) and (10), the received signal root power wave is

bRS(f) = sTRT(f)aA(f). (12)

The unilateral approximation enables simplification of the
communication system analysis and design. It is also reason-
able from a practical perspective because the signal attenuates
heavily from transmitter to the receiver [17].

The transmitter network is characterized through the trans-
mit impedance-matching network and analog beamforming
network. The scattering parameter matrix of the analog beam-
forming network is denoted as the (N+1)×(N+1) complex
matrix

SF(f) =

[
SF,11(f) sTF,12(f)
sF,21(f) SF,22(f)

]
, (13)

where SF,11(f) ∈ C, sTF,12(f) ∈ C1×N , sF,21(f) ∈ CN×1,
and SF,22(f) ∈ CN×N . The combination of the antenna array
and the analog beamforming network can be treated as an
equivalent load with scattering parameter denoted as Seq(f).
We express Seq(f) in terms of the scattering parameter matrix
elements of the array and the analog network as [2]

Seq(f) = SF,11(f) + sTF,12(f)ST(f) (14)

× (I− SF,22(f)ST(f))
−1sF,21(f).

The scattering parameter matrix of the transmit impedance-
matching network, which connects the transmit source to the
equivalent load, is denoted as

SM(f) =

[
SM,11(f) SM,12(f)
SM,21(f) SM,22(f)

]
. (15)

For the single antenna case, the transmitter network only
consists of the matching network. As there is no analog
beamformer for the single antenna, the scattering parameter of
the equivalent load is the scattering parameter of the antenna,
i.e., Seq(f) = ST(f).

To establish a linear relationship between the received signal
root power wave bRS(f) and the transmit signal root power
wave aT(f), we apply the scattering parameter definition
for each block shown in Fig. 2(b). Let the incident root
power wave on the combined load of antennas and analog
beamforming network be denoted as aF(f). The reflected root
power wave from the combined load is

bF(f) = Seq(f)aF(f). (16)

We express aA(f) in terms of aF(f) using the scattering
parameter matrix elements as

aA(f) = (I− SF,22(f)ST(f))
−1sF,21(f)aF(f). (17)

Finally, aF(f) is expressed in terms of the incident root power
wave on the transmit impedance-matching network

aF(f) =
SM,21(f)

1− SM,22(f)Seq(f)
aT(f). (18)
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Using (12), (14), (17), (18), we relate bRS(f) to aT(f) using
a channel coefficient corresponding to an equivalent SISO
channel

HSISO(f) =
sTRT(f)(I− SF,22(f)ST(f))

−1sF,21(f)SM,21(f)

1− SM,22(f)Seq(f)
.

(19)
Hence, we have bRS(f) = HSISO(f)aT(f). The equivalent
channel in (19) depends not only on the wireless propagation
channel but also captures the frequency-selectivity effect of
antennas and matching network.

The equivalent channel expression is used for relating the
received signal power spectral density to that available from
the transmitter side. Using (19) and the definition of the power
spectral density in (4), we relate PRS(f) to PT(f) as

PRS(f) = |HSISO(f)|2PT(f)

[
W
Hz

]
. (20)

The SNR(f) in terms of PT(f) and the equivalent channel is

SNR(f) = |HSISO(f)|2
PT(f)

N0
. (21)

The mutual information per unit time is∫∞
0

log2

(
1 + |HSISO(f)|2 PT(f)

N0

)
df . It depends on the

design of the matching network and the transmit power
allocation at each frequency. We assume a bandlimited source
that supplies a maximum power per frequency Es

[W
Hz

]
for

f ∈ [fmin, fmax] [22]. For the bandwidth B = fmax − fmin, we
assumed a fixed total supplied power BEsW. Assuming that
the source supplies the maximum available power at each
frequency, we define the achievable rate in bits/s as

R =

∫ fmax

fmin

log2

(
1 + |HSISO(f)|2

Es

N0

)
df. (22)

In Section III, we optimize the achievable rate R by optimally
designing the matching network.

III. OPTIMIZING ACHIEVABLE RATE UNDER BODE-FANO
MATCHING CONSTRAINTS

In this section, we propose a general framework for optimiz-
ing the achievable rate as a function of the matching network.
The rate depends on the matching network through the term
HSISO(f) as shown in (19) which depends on the matching
network scattering parameter matrix elements SM,21(f) and
SM,22(f). The values for these elements at each frequency
are hardware specific, i.e., dependent on the actual physical
elements like the inductors and capacitors used for building the
matching network circuit. One approach of optimizing rate is
to define the rate objective in terms of the physical component
values for a fixed structure [4]. A limitation of this approach is
that it does not guarantee that the specific circuit gives better
performance theoretically than any other physically realizable
matching network. In this paper, instead of optimizing the rate
in terms of the physical components of a specific matching
circuit, we formulate and solve a general problem that applies
to any matching network made of passive and linear elements.
In Section III-A, we describe the constraints associated with
any general passive matching network.

A. General form of the Bode-Fano matching constraint

The first systematic approach to study the bandwidth limita-
tion of a matching network was proposed by Bode for a special
type of reactive load [8]. The work by Bode was generalized
by Fano for arbitrary reactive loads [9]. These results on
the bandwidth limitation of matching networks are popularly
known as Bode-Fano limits [5]. Recently, a generalization of
the Bode-Fano matching limits was proposed for arbitrary
loads like an antenna array with an analog beamforming
network [2], [31]. We use these results from [2], [31] to
formulate the matching network constraints in the achievable
rate optimization problem.

The Bode-Fano constraints place a bound on the power loss
ratio metric [2]. The constraints are expressed in terms of the
power loss ratio, which indicates the ratio of expected power
lost (due to reflection and dissipation) to the expected input
power where the expectation is over the input random signal.
Mathematically, it is given as

r2(f) = 1− E[|aF(f)|2 − |bF(f)|2]
E[|aT(f)|2]

(23)

(a)
= 1− |SM,21(f)|2

|1− SM,22(f)Seq(f)|2
(1− |Seq(f)|2),

where equality (a) follows from the definition of bF(f) and
(18). We also define the transmission coefficient as

T (f) = 1− r2(f). (24)

A lower value of r2(f) or a higher value of T (f) for a
specified bandwidth indicates a better power transfer to the
equivalent load in the desired band.

Cauchy’s integral relations in complex variable calculus can
be applied to any linear circuit model for deriving Bode-Fano
constraints [9]. Mathematically, it is convenient to analyze
the circuit model as a function of the complex frequency
s = σ + j2πf [9] [31]. Similar to the original Bode-Fano
constraints, we assume that the load should be realizable
by means of finite passive lumped elements [9]. Therefore,
we use a rational approximation of Seq(f) defined in the
whole complex plane and denoted as Ŝeq(s) [31]. We assume
that Ŝeq(s) should be in the rational form and satisfy the
passivity condition [31]. The guidelines for obtaining Ŝeq(s)
from Seq(f) are discussed in detail in [31]. Note that Ŝeq(s) is
not unique and depends on the technique used to approximate
Seq(f). We briefly summarize the approximation techniques
from [31] in Appendix A.

The Bode-Fano theory provides a set of constraints on the
power loss ratio r2(f) for any passive and linear impedance-
matching network terminated with a passive load realized
using lumped elements. These constraints are expressed as
bounds on the integral of logarithm of the power loss ratio
[2], [9], [15]. For a simple load of resistor R and capacitor C
in parallel, there is only one Bode-Fano constraint expressed
as [5] ∫ ∞

0

log

(
1

r2(f)

)
df ≤ 1

RC
. (25)

For an arbitrary load, the number of necessary constraints
for the physical realizability of r2(f) is determined using
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a Darlington equivalent representation of the load. From
Darlington’s theory, any physically realizable impedance is
equivalent to the input impedance of a reactive two-port
network terminated with a 1Ω resistor [40]. The number of
such necessary constraints on r2(f) equals the number of in-
dependent parameters used to define the Darlington equivalent
network of the load [9]. For example, for a load of resistor,
inductor, and capacitor in series, the Darlington equivalent
is specified using the quality factor value and the resonant
frequency which results in two Bode-Fano bounds [15, Eq
11].

For an equivalent load with rational approximation Ŝeq(s),
we assume there are NBF number of distinct constraints for
describing the physical realizability of the power loss ratio.
For the ith constraint where i ∈ {1, 2, . . . , NBF}, we define
two positive terms ξBF,i(f) and BBF,i. The term ξBF,i(f) is
a prelog term in the integrand which is multiplied by the
logarithm of the power loss ratio. The term BBF,i is an upper
bound on the Bode-Fano integral. For a load whose scattering
parameter after rational approximation is Ŝeq(s), the NBF

distinct constraints required for the realizability of power loss
ratio r2(f) are [2]∫ ∞

0

ξBF,i(f) log

(
1

r2(f)

)
df ≤ BBF,i, for {i}NBF

1 , (26)

where ξBF,i(f) and BBF,i are positive terms evaluated using
Ŝeq(s) as discussed in Appendix B. The value of NBF, in
general, equals the number of unique non-repeating solutions
to (50) in Appendix B. In case of repeating solutions, the
maximum value of NBF equals the multiplicity of the root
[31]. The detailed proof of the general form of the Bode-
Fano constraint is given in [31].

In Section III-B, we will use the constraints defined in (26)
for formulating the achievable rate optimization problem as a
function of the transmission coefficient T (f) defined in (24).
Before proceeding to the problem formulation, we first rewrite
the achievable rate in terms of the transmission coefficient so
that both constraints and objective in the optimization can be
expressed as function of the variable T (f).

B. Achievable rate optimization problem formulation

The achievable rate metric depends on the matching network
through the scattering parameters SM,21(f) and SM,22(f) as
shown through (19) and (22). Using (19), (21), (23), and (24),
we express SNR(f) in terms of T (f) as

SNR(f) = |sTRT(f)(I− SF,22(f)ST(f))
−1sF,21(f)|2 (27)

× PT(f)T (f)

(1− |Seq(f)|2)N0
.

From (27), the achievable rate expression is

R =

∫ fmax

fmin

log2

(
1 +

|sTRT(f)(I− SF,22(f)ST(f))
−1sF,21(f)|2

(1− |Seq(f)|2)
(28)

× Es

N0
T (f)

)
df.

In the ideal matching network case, i.e., no power loss due
to reflection or dissipation, T (f) = 1, and the ideal lossless
SNR is expressed as

SNRideal(f) =
|sTRT(f)(I− SF,22(f)ST(f))

−1sF,21(f)|2

(1− |Seq(f)|2)
Es

N0
.

(29)
The achievable rate for the ideal case is

Rideal =

∫ fmax

fmin

log2 (1 + SNRideal(f)) df. (30)

The ideal SNR depends on the wireless propagation channel,
the scattering parameters of the antenna array, and the analog
beamforming network but does not depend on the match-
ing network. For a physically realizable matching network,
T (f) ≤ 1. Therefore, R ≤ Rideal meaning that the achievable
rate is over-estimated when Bode-Fano constraints are disre-
garded.

We formulate the achievable rate optimization problem to
optimally design the transmission coefficient T (f). In (28), we
defined the optimization objective in terms of T (f). Similarly,
the Bode-Fano inequalities from (26) can be expressed in
terms of T (f) using (24). The achievable rate optimization
problem in terms of T (f) using (26), (28), and (29) is

Rmax = max
T (f)

∫ fmax

fmin

log2(1 + SNRideal(f)T (f))df, (31a)

s.t.
∫ ∞

0

ξBF,i(f) log

(
1

1− T (f)

)
df ≤ BBF,i, for {i}NBF

1

(31b)
0 ≤ T (f) ≤ 1. (31c)

The constraint in (31c) follows from the definition of the
transmission coefficient in (24). Comparing this formulation
to [22], the key difference is that T (f) was defined on the
receiver side between a single antenna and the low-noise
amplifier in [22]. This led to T (f) appearing in both signal
power and the extrinsic noise power in [22, Eq 21]. The
problem formulation in our work expressed in (31) uses the
T (f) defined between the transmit RF chain and the equivalent
load of multiple transmit antennas and analog beamforming
network. So T (f) appears only in the signal power leading to
an optimal solution expression different from [22, Eq 25].

C. Optimal transmission coefficient

We use the Lagrangian to solve the optimization problem
in (31). The total number of constraints in (31b) and (31c)
is NBF + 2. For the ith constraint, we denote the Lagrangian
parameter as µi. The Lagrangian is [41]

L
(
T (f), µi|NBF+2

i=1

)
= −

∫ fmax

fmin

log2(1 + SNRideal(f)T (f))df

+

NBF∑
i=1

µi

(∫ ∞

0

ξBF,i(f) log

(
1

1− T (f)

)
df −BBF,i

)
− µNBF+1T (f) + µNBF+2(T (f)− 1). (32)

The solution to (31) is obtained after applying Karush-Kuhn-
Tucker (KKT) conditions in Appendix C [22]. The maximum
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rate is defined in terms of the optimal transmission coefficient
T ⋆(f) as

Rmax =

∫ fmax

fmin

log2(1 + SNRideal(f)T ⋆(f))df. (33)

The expression for T ⋆(f) is in terms of the optimal La-
grangian parameters µ⋆

i |
NBF
i=1 described as follows.

Theorem 1: The relationship between the variables T ⋆(f)
and µ⋆

i |
NBF
i=1 corresponding to the optimal solution of the

optimization problem in (31) is as follows.

T ⋆(f) =

 1− ln 2
∑NBF

i=1 µ⋆
i ξBF,i(f)

SNRideal(f)

1 + ln 2
∑NBF

i=1 µ
⋆
i ξBF,i(f)

+

, µ⋆
i |

NBF
i=1 ≥ 0,

(34a)

µ⋆
i

(∫ ∞

0

ξBF,i(f) log

(
1

1− T ⋆(f)

)
df −BBF,i

)
= 0, {i}NBF

1 ,

(34b)(∫ ∞

0

ξBF,i(f) log

(
1

1− T ⋆(f)

)
df −BBF,i

)
≤ 0, {i}NBF

1 .

(34c)

Proof: Refer to Appendix C for proof. □
The expression for the optimal transmission coefficient

computed using (34) can be interpreted as waterfilling in the
frequency domain which is a fundamental result by Shannon in
information theory [42]. From (34a), we observe that T ⋆(f) is
higher for frequencies with better SNRideal(f). As SNRideal(f)
is inversely proportional to bandwidth, the peak gain in T ⋆(f)
for higher bandwidths is lower and vice versa. This shows
that the fundamental gain-bandwidth tradeoff of matching
networks is captured in the expression of T ⋆(f) in (34a).

The solution approach to derive the optimal transmission
coefficient is different from the classical waterfilling problem.
The classical [7] and generalized version of the waterfilling
problem [43] involve summation over discrete terms unlike
the formulation in our work which involves a continuous
function of frequency. We leverage variational calculus in
Appendix C to derive the optimal transmission coefficient.
Due to the numerical integration in constraints, it is difficult
to apply the algorithm from classical and generalized water-
filling based on discrete power allocation [43]. Moreover,
the variables T ⋆(f) and µ⋆

i |
NBF
i=1 corresponding to the optimal

solution of the optimization problem in (31) are tightly coupled
in the equations (34a), (34b), and (34c). We use a numerical
approach to compute a sub-optimal solution. We set all but
one Lagrangian parameters to 0, apply a bisection search on
the non-zero parameter till (34b) is satisfied within a thresh-
old, and repeat this process for all parameters to obtain the
values of µ⋆

i |
NBF
i=1 that maximize the rate. This low-complexity

numerical approach ensures that (34b) is satisfied for NBF−1
parameters and within a specific tolerance for one parameter.
The approximate solution for T ⋆(f) is obtained by substituting
the optimized values of µ⋆

i |
NBF
i=1 in (34a).

All passive and linear matching networks will provide an
achievable rate less than the value of Rmax. This maximum
achievable rate based on Bode-Fano bounds is more accurate
than Rideal which disregards the matching theory. This rate

Rmax is a new benchmark for designing matching networks
instead of a metric like power transfer efficiency which does
not capture the effect of wireless propagation channel.

IV. MATCHING NETWORK CIRCUIT DESIGN
METHODOLOGY AND ILLUSTRATIONS

From a system design perspective, it is crucial to provide a
practical methodology to approximate the theoretical achiev-
able rate bound from Section III. In this section, we address
the second question, “How to design impedance-matching
networks to approximate this achievable rate bound?” We
propose a practical matching network design approach using
T ⋆(f) from (34a).

A. General methodology to design matching network

We provide a three step procedure to design a matching
network based on the achievable rate upper bound as follows.

1) Evaluation of Bode-Fano constraints
a) For a given scattering matrix of an antenna ST(f)

and analog beamforming network SF(f), obtain a
passive rational approximation as a function of the
complex frequency to evaluate the rational function
of the scalar equivalent load Ŝeq(s).

b) Evaluate NBF Bode-Fano constraints using the ex-
pression of Ŝeq(s) based on Table I in Appendix B.

2) Optimal transmission coefficient
a) Solve the optimization problem (31) for the NBF

Bode-Fano constraints by numerically solving the
system of equations and inequalities given by (34).

b) Compute T ⋆(f) for the optimized µ⋆
i |

NBF
i=1 using

(34a).
3) Approximating T ⋆(f) with a practical matching

network topology
a) Choose a general reactive ladder circuit with a

fixed order.
b) Optimize the component values of the matching

network circuit topology to fit the desired fre-
quency response of the optimal transmission co-
efficient T ⋆(f).

In the first step, overfitting when approximating Seq(f) with
Ŝeq(s) can result in loose Bode-Fano bounds. Sometimes, there
exists poles and zeros in the rational approximation which
are close to each other. As observed from expression of BBF

from Table I in Appendix B, overfitting may result in higher
bounding values of BBF [31]. Overfitting is an issue if the
computed value of T ⋆(f) is close to one even for higher
bandwidths. The gain-bandwidth tradeoff will not be captured
due to overfitting. This issue can be avoided by reducing the
model order.

B. Application of matching network design methodology to a
single Chu’s antenna

We present numerical illustrations for the matching network
design methodology. For simulations, we use Chu’s antenna
at receiver and transmitter, similar to [22], to provide generic
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Fig. 3: Circuit model of the 4th order LC ladder in ADS software.
This simple topology can be used to approximate the transmission
coefficient response obtained from the optimization problem.
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(a) Bandwidth of 4.2 GHz.
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Transmission coefficient versus frequency for a bandwidth of 0.7 GHz

Optimal or frequency-flat transmission (theoretical)

Optimal or frequency-flat transmission (circuit in ADS)

Conjugate matching at center frequency

(b) Bandwidth of 0.7 GHz.

Fig. 4: For (a), the optimal transmission curve is higher than the
frequency-flat transmission curve for frequencies greater than 6.1
GHz. For (b), the optimal transmission coincides with the frequency-
flat transmission curves. Conjugate matching response is same for
both bandwidths whereas the proposed optimal transmission and
frequency-flat transmission responses change with the bandwidth.

insights without using a specific antenna design. Although
Bode-Fano bounds depend on the antenna type, the achievable
rate optimization methodology is general and can be applied
to any antenna design.
Chu’s antenna model: Let the Chu’s antenna structure be
enclosed in a spherical volume with radius a. Let the speed of
light be denoted as c and characteristic resistance be denoted as
R. The Chu’s electric antenna is modeled with an equivalent
circuit consisting of a capacitor C = a

cR in series with a
parallel combination of an inductor L = aR

c and resistor R
[22, Fig. 2]. The input impedance is

ZT(f) = ZR(f) =
R

j2πf a
c

+
R

1 + (j2πf a
c )

−1
. (35)

The scattering parameter in rational form is

ŜT(s) =
1

(2s2 a2

c2 + 2sa
c + 1)

. (36)

For a single antenna, there is no analog beamforming network,
hence, Ŝeq(s) = ŜT(s).
Bode-Fano bounds for a single Chu’s antenna: Substituting
Ŝeq(s) in (50), we obtain s4 = 0. For repeated roots with
multiplicity 4, we apply [31, Eq. 22] to derive the bounds∫ ∞

0

1

2π2f2
log

(
1

1− T (f)

)
df ≤ 2a

c
, (37a)∫ ∞

0

1

8π4f4
log

(
1

1− T (f)

)
df ≤ 4a3

3c3
. (37b)

The bounds are in the form specified in (31b) with NBF = 2.
Parameter setup: Let fc = 7 GHz. The corresponding
wavelength λc = 4.29 cm. Let a = λc

10 = 4.29 mm, bandwidth
B ∈ {0.1fc, 0.6fc} = {0.7, 4.2} GHz, Es = 0.25

B

[W
Hz

]
, and

R = 50Ω. Let the distance between receiver and transmitter
be dtx−rx = 500m and the antenna gain G = 1.5. The wireless
channel is known at the transmitter and defined as [20]

SRT(f) =
1− ST(f)

Z0 + ZR(f)

c

2πfdtx−rx
GR(ZT(f)). (38)

Using kB = 1.38× 10−23 J/K and T = 290K, we get N0 =
4× 10−21

[W
Hz

]
.

Optimal transmission coefficient approximation with an
LC ladder: We compute the optimal transmission coefficient
by solving the achievable rate optimization problem using two
Bode-Fano bounds in (37). To approximate this transmission
coefficient, it suffices to use a simple 4th order LC ladder
shown in Fig. 3. We use Keysight ADS which is a circuit
simulation software for characterizing and optimizing RF
systems. The built-in optimization tool of ADS is leveraged
for our simulations. In ADS, we define 8 design variables,
Li and Ci for {i}41, and set the optimization goal based
on the optimal transmission coefficient. The output is the
optimized values of Li and Ci. The optimization tool in
ADS provides the optimized values for the chosen design
variables by minimizing the weighted mean squared error
between the simulated data points and desired data points
on the transmission coefficient curve [44]. The transmission
coefficient corresponding to the optimized circuit is used as a
comparison benchmark.
Frequency-flat transmission coefficient approximation with
an LC ladder: For comparison with the box-car matching
approach in [15], we assume frequency-flat transmission co-
efficient in a band spanning fmin to fmax, i.e., T (f) = Tff for
f ∈ [fmin, fmax]. The value of Tff should satisfy both (37a)
and (37b). We define

r1 = exp

(
−2a/c∫ fmax

fmin
1/(2π2f2)df

)
, (39a)

r2 = exp

 −4a3/(3c3)∫ fmax

fmin
1/(8π4f4)df

 . (39b)
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The value of Tff satisfying both constraints is Tff = 1 −
Max{r1, r2}. The frequency-flat transmission coefficient is
approximated similarly using a 4th order LC ladder in ADS.

In Fig. 4, we plot the transmission coefficient versus fre-
quency for the theoretical case and the 4th order LC ladder
circuit in Fig. 3 optimized in ADS. We see that the circuit
implemented in ADS provides a good approximation of the
desired transmission coefficient in the bandwidth of interest.
This shows that with a simple matching network topology, it
is possible to approximate the transmission coefficient. We
also show the conjugate matching transmission coefficient
benchmark in Fig. 4 which remains the same irrespective of
the bandwidth. The proposed optimal transmission coefficient
curves are dependent on the bandwidth. In Fig. 4a, although
conjugate matching transmission has higher T (f) than the
optimal transmission for frequencies 6.5 GHz to 7.4 GHz,
this is because the optimal transmission is optimized for
a larger band from 4.9 GHz to 9.1 GHz. In Fig. 4b, the
optimal transmission is optimized for 6.65 GHz to 7.35 GHz
and is higher than fixed conjugate matching. We use these
transmission coefficients in Section V to compute the SNR,
achievable rate, and its comparison with other benchmarks.

C. Application of matching network design methodology to a
generalized MISO system

In Section IV-B, the design methodology illustration was
for a single Chu’s antenna for which closed-form model
was available. For any general antenna array, the closed-
form impedance model is not available. In this section, we
present numerical illustrations for the matching network de-
sign methodology applied to a generalized MISO system
consisting of dipole antenna array generated using MATLAB
Antenna Toolbox.
Dipole antenna array simulation setup: We assume an
array of N = 8 strip dipole antennas in a single plane. The
length of each dipole antenna is ℓdip = λc

4 and the width
is wdip = 0.1ℓdip. The inter-antenna spacing is d = λc

2 .
The scattering parameter matrix ST(f) is generated using
the function sparameters(·) in MATLAB RF toolbox. The
impedance parameter matrix is calculated using the s2z(·)
function in MATLAB.
Analog beamforming network model: For the scattering
matrix of the analog beamforming network, we assume
SF,11(f) = 0, SF,22(f) = 02, and sF,12(f) = sTF,21(f)
represents the beamforming vector corresponding to an ideal
frequency-flat phased array. We also assume no insertion loss.

From (19), we see that HSISO(f) depends on the analog
beamforming vector sF,21(f). In practice, sF,21(f) can also
be designed. In this paper, the focus is on the design of
matching networks. We consider a simple approach to design
the analog beamforming vector which influences HSISO(f). To
avoid complicated analog beamforming designs, we use a 1-bit
resolution phased array model, i.e., the phase at each antenna
belongs to the set {−1, 1}. The optimal analog beamformer
is chosen from this discrete set of feasible phase-shifts such
that it maximizes |SNRideal(fc)|2.
Parameter setup: For fc = 7 GHz, let bandwidth B =
0.6fc = 4.2 GHz, and Es =

0.25
B

[W
Hz

]
. The channel is based
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(a) Beamforming off-broadside at θ = π
4
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(b) Beamforming at broadside, i.e., θ = 0

Fig. 5: For an array of N = 8 dipole antennas, the optimal trans-
mission curves are higher than the frequency-flat transmission curves
for a major portion of the bandwidth. As matching network order is
fixed for both beamforming modes, the gap between theoretical and
circuit response is different.

on the geometric frequency-selective multipath model with one
dominant line-of-sight surrounded by several non-line-of-sight
paths in a small angular spread. Let the line-of-sight path be
at angle θ from broadside. We provide simulation for two
cases: broadside beamforming, i.e., θ = 0 and off-broadside
beamforming with θ = π

4 . We model the multipath scattering
with L = 8 non-line-of-sight paths at θℓ ∼ U(θ − π

20 , θ +
π
20 )

and amplitude αℓ ∼ CN (0, 1). The frequency selective array
steering vector is

a(θ) =

[
1, . . . , exp

(
j2πf

(N − 1)d sin(θ)

c

)]T
. (40)

The wireless multipath channel scattering parameter is [20]

sRT(f) =
cGR(ZT(f))(I2 − ST(f))(a(θ) +

∑L
ℓ=1 αℓa(θℓ))

2πfdtx−rx(Z0 + ZR(f))
.

(41)
In (41), the mutual coupling effect between antennas is cap-
tured through the dependence on ST(f).
Bode-Fano bounds for dipole antenna array: For both
cases, we compute Ŝeq(s) and substitute it in (50) to solve
for s. We obtain three unique roots with R(s0) > 0 which
correspond to three Bode-Fano inequalities computed using
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Table I in Appendix B. Through simulations, we observed
that the value of NBF does not significantly change for more
number of antenna elements in the array. However, it may
vary across different antenna types. The work on investigating
the dependence of NBF on factors like antenna type, mutual
coupling between elements, and analog beamforming is a
direction for future work.
Optimal transmission coefficient approximation with an
LC ladder: We compute the optimal transmission coefficient
by solving the achievable rate optimization problem using
three Bode-Fano constraints. For approximating T ⋆(f), it
suffices to choose a 7th order LC ladder. In ADS, we define 14
design variables: Li and Ci for {i}71 and set the optimization
goal based on T ⋆(f). Note that the choice of model order can
be changed depending on other design requirements.
Frequency-flat transmission coefficient approximation with
an LC ladder: For comparison with the box-car matching
approach in [15], let Tff satisfy all Bode-Fano constraints.
Using Table I in Appendix B, for {i}31, we define

ri = exp

 log
(∣∣∣Ŝeq(si)∏Nz

ℓ=1(si+zeq,ℓ)∏Nz
ℓ=1(si−zeq,ℓ)

∣∣∣)∫ fmax

fmin
R{(si − j2πf)−1 + (si + j2πf)−1}df

.
(42)

The value of Tff satisfying both constraints is Tff = 1 −
Max{r1, r2, r3}. The frequency-flat transmission coefficient
can be approximated similarly using a 7th order LC ladder
in ADS.

In Fig. 5, we plot the transmission coefficient versus fre-
quency for the theoretical case and the 7th order LC ladder
circuit optimized in ADS. We observe that for a major portion
of the 4.2 GHz bandwidth for both beamforming angles,
optimal transmission response is higher than frequency-flat
transmission response. This leads to a higher SNR and achiev-
able rate.

V. SNR AND ACHIEVABLE RATE SIMULATIONS

In this section, we present the results for SNR and achiev-
able rate corresponding to the following seven cases.
Upper bound (Shannon): This bound corresponds to the case
when the Bode-Fano constraints are ignored, i.e., T (f) = 1∀f .
The ideal SNR denoted as SNRideal(f) is defined in (29).
Proposed upper bound (Shannon and Bode/Fano): This
upper bound is obtained as a solution to problem (31) which
maximizes the achievable rate over all physically realizable
matching networks at transmitter.
Conjugate matching at center frequency: The main objec-
tive of the conjugate matching scheme is to ensure optimal
power transfer at the center frequency, i.e., T (fc) = 1. The
matching network is designed using the L matching scheme
from [5, Section 6.5] such that the load impedance and source
impedance are complex conjugates at the center frequency. At
center frequency, the impedance of the equivalent load can
be modeled as a capacitor Ccenter in series with a resistor
Rcenter. As Rcenter < R, the quality factor value is set as
Q =

√
R

Rcenter
− 1. By fixing this quality factor and using an
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Fig. 6: For a single Chu’s antenna: In (a), the SNR curve for the
optimal transmission ADS circuit is higher than the frequency-flat
transmission curve for frequencies above 6.1 GHz. In (b), the SNR
curves for the optimal and frequency-flat transmission coincide.

LC ladder matching topology as shown in Fig. 3 with just one
LC block, we obtain

L1 =
QRcenter

2πfc
+

1

4π2f2
c Ccenter

, (43a)

C1 =
Q

2πfcR
. (43b)

The transmission coefficient for conjugate matching circuit
equals 1 at the center frequency as shown in Fig. 4 and Fig. 5.
Proposed optimal transmission (circuit in ADS): This
case corresponds to the optimized matching network design
obtained through the three step procedure in Section IV-A. The
third step in this procedure is sub-optimal because it is based
on an iterative numerical solver from the ADS optimization
toolbox.
Benchmark of frequency-flat transmission coefficient: This
case corresponds to the frequency-flat transmission coefficient
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Tff derived using (42) (also known as box-car matching
approach in [15]).
Benchmark of frequency-flat transmission (circuit in
ADS): The matching network is designed to approximate the
frequency-flat coefficient Tff satisfying Bode-Fano constraints.
Benchmark of no matching: Finally, we also compare with
the case when matching network is absent, i.e., the source is
directly connected to the antenna array. The resulting SNR is
defined as

SNRNo-match(f) =
|sTRT(f)(I− SF,22(f)ST(f))

−1sF,21(f)|2Es

N0
.

(44)

A. Simulation results for a single Chu’s antenna

In Fig. 6(a), we use the parameter setup and the transmis-
sion coefficient based on circuit design in Section IV-B for
computing the SNR versus frequency for the seven cases. We
observe that the SNR solely based on Shannon’s upper bound
is higher than that of the bound which incorporates Bode-
Fano wideband matching theory. The Shannon upper bound
technique overestimates the SNR. This upper bound cannot
be attained by any practical matching network. The bound
proposed by combining Shannon’s theory and Bode-Fano
theory is more realistic as it incorporates the gain-bandwidth
tradeoff in matching networks. We show that this bound can
be approximated using a practical matching network topology
optimized using ADS as discussed in Section IV-B. For a
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Fig. 7: Achievable rate versus bandwidth for a single Chu’s antenna
with center frequency 7 GHz. The circuit based on optimal transmis-
sion significantly outperforms the frequency-flat transmission circuit
for larger bandwidths. Also, the optimal bandwidth for getting the
highest achievable rate is 2.8 GHz beyond which rate decreases.

major portion of the 4.2 GHz bandwidth, the SNR for the ADS
circuit corresponding to the optimal transmission is greater
than that of the frequency-flat transmission circuit. This leads
to a higher achievable rate as well for the optimal transmis-
sion based circuit. The SNR corresponding to the conjugate
matching network is higher than the optimal transmission for
frequencies 6.5 GHz to 7.4 GHz but drastically decreases
outside this range. As rate depends on the SNR for the
whole band from 4.9 GHz to 9.1 GHz, the achievable rate

for conjugate matching is less than the rate for optimal trans-
mission and frequency-flat transmission. Even for a bandwidth
of 0.7 GHz as shown in Fig. 6(b), conjugate matching is still
worse compared to the proposed approach because the optimal
transmission solution in (34a) depends on bandwidth unlike
conjugate matching as shown in Fig. 4.
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(a) Beamforming off-broadside at θ = π
4
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(b) Beamforming at broadside, i.e., θ = 0

Fig. 8: For an array with N = 8 dipole antennas with frequency-flat
analog beamforming. SNR degradation for θ = π

4
compared to θ = 0

because of beam squint effect.

In Fig. 7, we plot the achievable rate as a function of
bandwidth. The achievable rate plot based on the Shannon
upper bound continuously increases with the bandwidth. A
realistic trend is observed for the upper bound obtained after
incorporating Bode-Fano theory, i.e., we observe that the rate
decreases beyond a certain bandwidth. The results highlight
how the matching network limits the bandwidth and achievable
rate of the system. We show the existence of an optimal band-
width which gives the highest possible achievable rate because
of the gain-bandwidth tradeoff of matching networks. From the
proposed upper bound plot and the corresponding ADS circuit
simulation, the optimal bandwidth for highest achievable rate
is 2.8 GHz. For conjugate matching, this optimal bandwidth
is 2.1 GHz. It is lower than the optimal bandwidth of the
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proposed ADS circuit because conjugate matching response is
invariant of the bandwidth. The proposed matching approach
accounts for the bandwidth dependence and enables use of
higher bandwidth for maximizing rate. Comparing with the
frequency-flat transmission coefficient approach from [15], we
see that the proposed optimal transmission approach performs
better beyond 2.8 GHz. At higher bandwidths, more power
is transferred through the matching network for frequencies
with higher SNRideal(f). Below 2.8 GHz bandwidth, the rate
performance of the optimal transmission is nearly same as
frequency-flat transmission.
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(a) Beamforming off-broadside at θ = π
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(b) Beamforming at broadside, i.e., θ = 0

Fig. 9: Achievable rate versus bandwidth for an array with N = 8
dipole antennas with broadside and off-broadside analog beamform-
ing. At larger bandwidths, achievable rates of beamforming off-
broadside are lower than broadside beamforming because of beam
squint.

B. Simulation results for an array of dipole antennas

In Fig. 8, we use the parameter setup and the transmission
coefficient based on circuit design in Section IV-C for com-
puting the SNR versus frequency for the seven cases. Most of
the SNR comparison and trends are similar to that discussed
in Section V-A. At broadside incidence, i.e., θ = 0, there
is no relative phase difference between two antennas. Hence,

frequency-flat beamforming works well. For off-broadside
incidence, i.e., θ = π

4 , the phase-difference between two
antennas varies as a function of frequency as shown in
(41). Using a frequency-flat beamforming for off-broadside at
higher bandwidths results in a phase mismatch and subsequent
SNR reduction. This effect is commonly known as beam
squint. So, we observe SNR degradation for off-broadside
compared to broadside in Fig. 8.

In Fig. 9, for θ = π
4 , we observe that the achievable

rate corresponding to the frequency-flat transmission decreases
beyond 2.8 GHz whereas the proposed optimal transmission
bound as well as circuit performs better. For θ = 0, the
achievable rate increases faster with bandwidth compared to
θ = π

4 because there is no phase mismatch. Frequency-
selective true time delay (TTD) beamforming can be used to
mitigate the beam squint effect. The achievable rate variation
with bandwidth for TTD systems is a future direction.

From the achievable rate results in Fig. 7 and Fig. 9,
we see that the rate corresponding to the proposed optimal
transmission coefficient is higher than the baseline frequency-
flat transmission coefficient from [15] especially for larger
bandwidths because T ⋆(f) is higher for frequencies with
better SNRideal(f) unlike Tff which is frequency-flat and does
not depend on SNRideal(f). Both optimal and frequency-flat
transmission coefficient provide higher rate than the conju-
gate matching scheme for all bandwidths because conjugate
matching solution is based on providing optimal power transfer
only at the center frequency, i.e., T (fc) = 1. Moreover, the
conjugate matching solution is independent of the bandwidth
unlike T ⋆(f) and Tff which depend on the bandwidth. As
a result, conjugate matching is increasingly inefficient as
bandwidth grows wider.

C. Comparison of equal power allocation and water-filling
over frequency for Es(f)

In the previous simulations, we used an equal power al-
location scheme, i.e., Es(f) was frequency flat and set to
Es(f) ≡ Es = 0.25

B

[W
Hz

]
. These plots from Fig. 9a are

labeled as ‘EPA’ (Equal power allocation) in Fig. 10. We
now analyze the case where Es(f) is frequency-selective and
optimally designed using the water-filling (WF) algorithm [7].
We optimize Es(f) based on the following problem.

E⋆
s (f) = argmax

Es(f)

∫ fmax

fmin

log2

(
1 +

SNRideal(f)

Es
Es(f)

)
df,

(45a)

s.t.
∫ fmax

fmin

Es(f)df ≤ 0.25, (45b)

Es(f) ≥ 0. (45c)

The optimal solution for this problem is defined in terms of
the Lagrangian parameter η as

E⋆
s (f) =

(
1

η
− Es

SNRideal(f)

)+

, (46)

where η is found numerically using bisection search to satisfy∫ fmax

fmin
E⋆
s (f)df = 0.25 within a threshold.
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Fig. 10: Achievable rate versus bandwidth for a dipole array with
center frequency 7 GHz. Water-filling approach outperforms equal
power allocation approach especially at larger bandwidths because
more power is allocated to frequencies with higher SNRideal(f).

We now compute Rmax using E⋆
s (f) from (46) instead of

frequency-flat Es. The plots corresponding to E⋆
s (f) are labeled

as ‘WF’ in Fig. 10. We observe that the achievable rate for
‘EPA’ and ‘WF’ are similar upto 2.1 GHz bandwidth. Beyond
2.1 GHz bandwidth, we see that the ‘WF’ approach performs
better than ‘EPA’ for all three cases. The achievable rate
performance is improved because ‘WF’ approach allocates
more power to frequencies with higher values of SNRideal(f).

+−
Noise

Load

+−
Intrinsic noise

Load

Receive 

matching 

network

+−
Extrinsic noise

Fig. 11: Extrinsic noise and signal component in bR(f) are equally
impacted by the receive matching network whereas intrinsic noise
component is not impacted by receive matching.

D. Impact of receiver matching network and intrinsic noise

To study the impact of receiver matching network and
intrinsic noise, let us assume a system model shown in Fig. 11,
where the modified receiver model includes a receive matching
network block and intrinsic noise sources ṽN(f) and ĩN(f)
[17]. The resulting root power wave incident on the load after
passing through the receive matching network is b̃R(f). Let
the transmission coefficient at the receiver be defined as

Trx(f) =
E[|b̃R(f)|2]
E[|bR(f)|2]

. (47)

For the sake of simplicity in simulations, we assume that
Trx(f) is frequency-flat and set to Trx(f) ≡ Trx.

For the LNA, let the noise factor NF = 2 as in [22]. As
intrinsic noise is added after the receiver matching block, it is
not impacted by Trx. The intrinsic noise contribution is NLNA =

N0(NF− 1) [22]. Both signal and extrinsic noise components
in bR(f) are equally impacted by the receiver matching block.
The total noise is TrxN0 +NLNA = N0(Trx + NF − 1). Hence,
the resulting receive SNR incorporating receiver matching
network and intrinsic noise is defined as

S̃NR(f) = SNRideal(f)T (f)
Trx

Trx + NF − 1
. (48)

From (48), we see that the resulting SNR is scaled by the
factor Trx

Trx+NF−1 < 1. Hence, the SNR and the achievable
rate obtained after incorporating transmit matching, receiver
matching, and intrinsic noise is lowered compared to the case
when only transmit matching network is included. We verify
this in Fig. 12 where the achievable rate for Trx = 0.7 is lower
than the case of the ideal receiver. We also observe that the
inclusion of receive matching network and intrinsic noise only
lowers the achievable rate but does not change the achievable
rate trend with bandwidth. Hence, the insights and comparison
trends from previous simulations are also valid for a practical
receiver.
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Fig. 12: Achievable rate versus bandwidth for a dipole array
with center frequency 7 GHz. Modeling transmission coefficient Trx

for receive matching network lowers the achievable rate but does
not change the bandwidth trend. This ensures generalization of the
insights from previous simulations to a practical receiver.

VI. CONCLUSION

In this paper, we generalized the achievable rate analysis for
a MISO system by incorporating constraints from Bode-Fano
wideband matching theory. We proposed a general optimiza-
tion framework which maximizes the achievable rate over all
physically realizable linear and passive matching networks.
The proposed upper bound based on the combination of
Shannon’s theory and Bode-Fano theory is more realistic
because it captures the gain-bandwidth tradeoff of matching
networks. We also proposed a simple three step procedure to
design matching networks that approximate this bound. We
demonstrated this procedure for a single Chu’s antenna and
an array with dipole antennas. From the derived theoretical
bound and the ADS circuit simulations, an optimal bandwidth
behavior is observed in the achievable rate analysis as function
of the bandwidth.



15

TABLE I: Evaluation of ξBF,i(f) and BBF,i (Based on [2, Table 1])

Location in WCP ξBF,i(f) BBF,i

si = j2πfi
1

4π2

[
1

(fi−f)2
+ 1

(fi+f)2

]
-
[∑Np

ℓ=1(peq,ℓ − j2πfi)−1 +
∑Nz

m=1(zeq,m + j2πfi)−1
]

R{si} > 0 R{(si − j2πfi)−1 + (si + j2πfi)−1} − log

(∣∣∣∣Ŝeq(si)∏Nz
m=1(si+zeq,m)∏Nz
m=1(si−zeq,m)

∣∣∣∣)
si = ∞ 1 −1

2

[∑Np

ℓ=1 peq,ℓ +
∑Nz

m=1 zeq,m
]

In future work, we propose the application of this methodol-
ogy to other antenna types like patch antenna. The main chal-
lenge is to numerically compute the upper bound because the
number of Bode-Fano constraints increases for complicated
antenna geometries. In future work, we plan to extend this
work to MIMO systems with multiple RF chains and study
the bandwidth-multiplexing tradeoff [31]. For NRF number
of RF chains, the two-port matching network will expand
to 2NRF × 2NRF matrix. This will lead to a transmission
coefficient matrix instead of a scalar transmission coefficient.
The formulation and optimization for the NRF RF chain system
is a direction for future work. Another open challenge in
extension to MIMO is the joint optimization of multiport
transmit and receive impedance-matching networks.

APPENDIX A
COMPUTING THE SCATTERING PARAMETER Ŝeq(s) IN

RATIONAL FORM [31]

Case 1: The impedance parameter of the load is analytically
known in the rational form in the whole complex plane and
denoted as Ẑeq(s). The corresponding scattering parameter of
the load in the rational form is

Ŝeq(s) =
Ẑeq(s)− Z0

Ẑeq(s) + Z0

. (49)

Case 2: The measured value of the scattering parameter of the
load Seq(f) is available for the frequency f in the range of
interest [f1, f2]. A passive and rational approximation Ŝeq(s)
is obtained such that Ŝeq(j2πf) is close to Seq(f) for f ∈
[f1, f2] within a specified error tolerance. This can be done
numerically using the rationalfit function in MATLAB [45].

APPENDIX B
COMPUTING ξBF,i(f) AND BBF,i FOR {i}NBF

1 FROM Ŝeq(s)

Using closed-form expression of Ŝeq(s), we first solve the
following for s [2].

Ŝeq(−s)Ŝeq(s)− 1 = 0. (50)

Let si be a distinct root of (50). The value of si in (50)
can be obtained analytically or numerically by using vpasolve
function in MATLAB. Let {zeq,1, . . . , zeq,m, . . . , zeq,Nz} be
the zeros and {peq,1, . . . , peq,ℓ, . . . , peq,Np} be the poles of
the rational equivalent load Ŝeq(s). For each si, there is a
corresponding ξBF,i(f) and BBF,i depending on the location
of si in the whole complex plane (WCP) categorized in Table I.
For the case of multiplicity of si more than one, i.e. there are
repeated roots, ξBF,i(f) and BBF,i can be computed using [31,
Eq 21- Eq 23] for each repeated root.

APPENDIX C
PROOF OF THEOREM 2

The variables T ⋆(f) and µ⋆
i |

NBF+2
i=1 satisfy the KKT condi-

tions [22], [41] applied to (31).
Primal feasibility:∫ ∞

0

ξBF,i(f) log

(
1

1− T ⋆(f)

)
df −BBF,i ≤ 0, {i}NBF

1 ,

(51a)
T ⋆(f)− 1 ≤ 0, (51b)
− T ⋆(f) ≤ 0. (51c)

Dual feasibility: µ⋆
i ≥ 0.

Complementary slackness:

µ⋆
i

(∫ ∞

0

ξBF,i(f) log

(
1

1− T ⋆(f)

)
df −BBF,i

)
=0, {i}NBF

1 ,

(52a)
µ⋆
NBF+1T ⋆(f)= 0, (52b)

µ⋆
NBF+2(T ⋆(f)− 1) = 0. (52c)

Stationarity: Let χ(f) be an arbitrary shaped function
and ϵ represents the magnitude of variation [22]. Using
variational calculus and the stationarity condition, we set
d
dϵ [L (T ⋆(f) + ϵχ(f))]

∣∣∣∣
ϵ=0

= 0, simplified using chain rule as

=
d (T ⋆(f) + ϵχ(f))

dϵ

d [L (T ⋆(f) + ϵχ(f))]

∣∣∣∣
ϵ=0

d (T ⋆(f) + ϵχ(f))

=
d [L (T ⋆(f) + ϵχ(f))]

d (T ⋆(f) + ϵχ(f))
χ(f)

∣∣∣∣
ϵ=0

(a)
=

∫ ∞

0

χ(f)

ln 2

[(
−SNRideal(f)

1 + SNRideal(f)T ⋆(f)

)
+ (53)

NBF∑
i=1

µ⋆
i

ln 2ξBF,i(f)

(1− T ⋆(f))

]
df − µ⋆

NBF+1χ(f) + µ⋆
NBF+2χ(f),

where (a) follows from (32). Let µ⋆
NBF+1 = 0 and µ⋆

NBF+2 = 0
to satisfy (52b) and (52c) respectively. Setting µ⋆

NBF+2 = 0
allows T (f) < 1 for any finite frequency range which is
required for the Bode-Fano integral in (51a) to be bounded.
Note that T (f) = 1 is possible only at a discrete point. For
example, in the case of conjugate matching at center frequency,
T (fc) = 1. Equating (53) to 0 is equivalent to setting the
integrand inside the integral to 0. As χ(f) is an arbitrary
function, the non-trivial condition is[(

−SNRideal(f)

1 + SNRideal(f)T ⋆(f)

)
+

NBF∑
i=1

µ⋆
i

ln 2ξBF,i(f)

(1− T ⋆(f))

]
= 0.

(54)
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Simplifying (54), we obtain

T ⋆(f)

(
1 + ln 2

NBF∑
i=1

µ⋆
i ξBF,i(f)

)
= 1−

ln 2
∑NBF

i=1 µ
⋆
i ξBF,i(f)

SNRideal(f)
.

(55)
For (51a) to be satisfied, T ⋆(f)−1 ≤ 0 which requires atleast
one µ⋆

i to be strictly positive based on the expression of T ⋆(f)
from (55). Combining (51c) and (55), we get (34a).
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