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Abstract 

In the dynamic landscape of life sciences data, the inherent noise and lack of machine-

friendliness present significant challenges. The pressing need arises to transform this 

complex and unstructured data into a machine-friendly format, fostering efficient 

utilization for the generation of novel scientific discoveries in a faster and more cost-

effective manner. This dissertation presents a comprehensive exploration of automated 

knowledge management and discovery across various domains using advanced machine 

learning techniques. We first address the challenges associated with the manual creation 

and maintenance of food ontologies. A semi-supervised framework employing word 

embeddings is proposed, demonstrating an 89.7% improvement in precision compared 

to the expert-curated FoodOn ontology. Second, a machine learning framework is 

introduced for automated knowledge discovery through the construction of a 

comprehensive Escherichia coli antibiotic resistance knowledge graph. Iterative link 

prediction and wet-lab validation led to the identification of 15 antibiotic-resistant genes, 

including 6 previously unassociated with antibiotic resistance. Third, the Knowledge 

Graph Language Model (KGLM), which incorporates a novel entity/relation embedding 

layer, achieves state-of-the-art performance in link prediction tasks on benchmark 

datasets. Finally, an integrated pipeline is presented for the automated generation of 

large-scale knowledge graphs in an active learning setting. Applied to 155,260 scientific 

papers, the pipeline extracts 230,848 food-chemical composition relationships, the 

largest in the domain. This dissertation exemplifies evidence-driven decisions in 

automating knowledge discovery, providing high confidence, and accelerating the pace 

compared to traditional methods.  
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Chapter 1  

 

Introduction 

 

1.1 Introduction to knowledge graphs and ontologies 

A knowledge graph (KG) is defined as a directed, multi-relational graph where entities 

(nodes) are connected with one or more relations (edges)1. It is represented with a set of 

triplets, where a triplet consists of (head entity, relation, tail entity) or (h, r, t) for short. In 

the contemporary landscape of information and data-driven decision-making, the concept 

of knowledge graphs, a term first coined by Google in 20122, has emerged as a pivotal 

paradigm for representing and organizing knowledge in a structured and interconnected 

manner3. By leveraging semantic relationships, knowledge graphs facilitate a nuanced 

comprehension of information, enabling more sophisticated queries and analyses. This 

inherent semantic richness empowers applications ranging from information retrieval4,5 

and recommendation systems6,7 to advanced artificial intelligence algorithms that thrive 

on a deeper understanding of contextual relationships. 

A knowledge graph is a powerful framework that transcends traditional data models by 

capturing the relationships and connections inherent in information, providing a more 

holistic and context-rich representation of knowledge. Compared to relational databases 

that store data in tables with predefined schemas and are often limited by their scalability8, 

graph databases are optimized for the efficient processing of dense, interrelated datasets, 
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and allow for fast traversals along the edges between vertices9,10. This design structure 

has a few advantages including the ability to detect correlations and patterns, discover 

explanations, and construct predictive models11–13. 

An ontology, which shares a similar structure as the knowledge graph, is defined as the 

body of formally represented knowledge in some area of interest expressed by objects 

and concepts, and the relationships that hold among them14. The structure of an ontology 

is based on the triplet of (subject, predicate, object) similar to that of knowledge graphs15, 

yet there exist subtle distinctions. Ontologies are usually smaller in size, are domain-

specific, capture complex relationships between the classes and instances, and can 

enforce their structure by applying sets of restrictions and rules16,17. Moreover, compared 

to the multi-relational knowledge graphs where different types of predicates can exist, 

ontologies connect concepts predominantly through subsumption or hypernymy 

relationships.  

 

1.2 Current efforts for knowledge graph construction 

1.2.1 Existing knowledge graphs 

Due to their effectiveness in identifying patterns among data and gaining insights into the 

mechanisms of action, associations, and testable hypotheses18,19, there is a constant 

effort to construct knowledge graphs in diverse domains. Some of the prominent 

examples include YAGO20, NELL21, Freebase22, and Google Knowledge Graph23 for 

storing general facts like people, cities, etc. Notable examples in the biological domain 
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include KnowLife24, which houses information regarding health and life sciences, and 

BioGraph25, which comprises information between biomedical entities. In the case of 

antibiotics, limited efforts curate large-scale knowledge graphs for predicting drug-drug 

similarity, and contain comprehensive molecular information, mechanisms, interactions, 

and targets about drugs26,27. To curate the relationship between chemicals and human 

health, knowledge bases like CTD28 and KEGG29 curate information about the 

interactions among chemicals, genes, and/or disease entities, while other resources, 

including ChemFont30 and GO31, are dedicated to creating an ontology of chemicals. 

When it comes to food production and composition, various initiatives have proposed data 

repositories and ontologies regarding ingredients, processes, and final food products. 

Some examples of food compositional databases are USDA’s FDC32 which provides 

nutrient composition data for approximately 300,000 food entries and FooDB33 which 

provides quantitative chemical composition data in foods covering 80,000 chemicals in 

800 foods. Other databases highlight non-ontological aspects, for instance, the GPC 

database34 contains barcodes for food products, the European EFSA database35 is a 32-

feature categorization system, KNApSAcK36 houses information regarding 24,704 plant 

species and 62,647 metabolites, and Phenol-Explorer37 documents 501 polyphenol 

contents of 459 foods. Concomitantly, there are multiple ontologies in various stages of 

development and usage38,39. A notable example is FoodOn39, an open-source and formal 

food ontology curated by the FoodOn consortium, which represents food by its properties, 

and adheres to the FAIR standards40.  

1.2.2 Automated knowledge graph construction 
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While knowledge bases have traditionally been curated manually from text data41, recent 

approaches utilize deep learning-based models for constructing knowledge bases. For 

example, language models were utilized to construct domain-specific knowledge graphs 

from unstructured texts42–47, with some combined with active learning (AL) to reduce 

human annotation48–50. Moreover, relation extraction models, a task in natural language 

processing that extracts semantic relations between entities in natural language 

sentences51 (e.g., given a sentence ‘Joe Biden is the president of United States’, a 

relation extraction model extracts a relation of ‘isPresidentOf’ between the entities ‘Joe 

Biden’ and ‘United States’), have been used for constructing knowledge bases52. Aside 

from simply extracting knowledge from natural language sentences that require a well-

defined knowledge graph schema to populate the extracted relationships, there also exist 

efforts to automatically construct knowledge graphs from scratch without any manual 

intervention53,54. 

 

1.3 Limitations and challenges 

Existing approaches to creating and expanding these knowledge bases are often 

bottlenecked by the need for time-consuming manual annotation processes that often 

require the expertise of domain experts. Although manual extraction by the domain 

experts is often precise, it does not scale well with bibliographic literature sources such 

as PubMed55, which contains 34 million citations and abstracts, and PubMed Central 

(PMC)56, which includes 7.6 million full-text scientific literature articles. From PMC, we 

estimate we can extract at least 2 million unique food-chemical associations from the 
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unstructured text data (Appendix A.3.1.2). The sheer amount of available scientific 

literature necessitates the need for an automated framework for constructing knowledge 

graphs. Moreover, these KGs often suffer from incompleteness. For example, 71% of the 

people in FreeBase have no known place of birth57. To address this issue, knowledge 

graph completion (KGC) methods aim at connecting the missing links in the KG. 

When it comes to creating the AI-ready knowledge graph in the domain of biological 

sciences, key challenges still exist despite the numerous attempts at applying the 

knowledge graphs. First, although knowledge conflicts exist and are reported in the 

literature58,59, these inconsistencies are not curated in the existing knowledge bases. The 

inconsistencies are especially prevalent between high-throughput measurements and 

biological networks, making it non-trivial to draw biologically meaningful conclusions in an 

automated way60. Second, negative findings are not curated well in existing biological 

knowledge bases despite their importance in training the machine learning models to 

classify what knowledge is likely to be true61. Finally, existing knowledge bases do not 

annotate temporal information about antibiotic exposure despite its importance in the 

emergence of antibiotic resistance62,63, which obscures understanding of the time series 

dynamics of antibiotic resistance mechanisms. 

 

1.4 Knowledge graph completion 

The incomplete nature of knowledge graphs spurred the research topic of knowledge 

graph completion61, a task commonly referred to as link prediction in the field of statistical 

relational learning (SRL)64 and aims at automatically augmenting the missing knowledge. 
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For instance, suppose that a given knowledge graph does not contain information about 

Obama’s birthplace. An SRL model can use pre-existing related facts about Obama (such 

as his profession being US president) to infer that he was born in the USA. In the case of 

antibiotic resistance, there is a strong possibility that all genes conferring resistance to a 

certain antibiotic are not currently represented in the knowledge graph. This leads to the 

use of machine learning to perform knowledge graph completion. 

Graph feature models like path ranking algorithm (PRA)65,66 attempt to solve the KGC 

tasks by extracting the features from the observed edges over the KG to predict the 

existence of a new edge61. For example, the existence of the path Jennifer Gates 

𝑑𝑎𝑢𝑔ℎ𝑡𝑒𝑟𝑂𝑓
→          Melinda French 

𝑑𝑖𝑣𝑜𝑟𝑐𝑒𝑑𝑊𝑖𝑡ℎ
←           Bill Gates can be used as a clue to infer the triplet 

(Jennifer Gates, daughterOf, Bill Gates). Other popular types of models are latent feature 

models such as TransE67, TransH68, and RotatE69 where entities and relations are 

converted into a latent space using embeddings. TransE, a representative latent feature 

model, models the relationship between the entities by interpreting them as a translational 

operation. That is, the model optimizes the embeddings by enforcing the vector operation 

of head entity embedding 𝒉 plus the relation embedding 𝒓 to be close to the tail entity 

embedding 𝒕 for a given fact in the KG, or simply 𝒉 + 𝒓 ≈ 𝒕. 

Recently, pre-trained language models like BERT70 and RoBERTa71 have shown state-

of-the-art performance in all of the natural language processing (NLP) tasks. As a natural 

extension, models like KG-BERT72 and BERTRL73 that utilize these pre-trained language 

models by treating a triplet in the KG as a textual sequence, e.g., (Bill Gates, founderOf, 

Microsoft) as ‘Bill Gates founder of Microsoft’, have also shown state-of-the-art results on 
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the downstream KGC tasks. Although such textual encoding74 models are generalizable 

to unseen entities or relations73, they still fail to learn the intrinsic structure of the KG as 

the models are only trained on the textual sequence. To solve this issue, a hybrid 

approach like StAR74 has recently been proposed to take advantage of both latent feature 

models and textual encoding models by enforcing a translation-based graph embedding 

approach to train the textual encoders. Yet, current textual encoding models still suffer 

from entity ambiguation problems75 where an entity Apple, for example, can refer to either 

the company Apple Inc. or the fruit. Moreover, there are no ways to distinguish forward 

relation (Jennifer Gates, daughterOf, Melinda French) from inverse relation (Melinda 

French, daughterOf-1, Jennifer Gates). 

1.5 Overview of the dissertation 

This document consists of four studies covering knowledge graph construction and 

hypothesis generation using machine learning in the domains of food science and 

biomedical science domains. Chapter 2 addresses the challenge of creating a better food 

ontology using word embeddings. Chapter 3 utilizes statistical machine learning methods 

to find novel antibiotic resistance genes using manually curated knowledge about E. coli 

antibiotic resistance. Chapter 4 proposes a state-of-the-art knowledge graph completion 

method that utilizes natural language processing techniques for better hypothesis 

generation. Chapter 5 addresses semi-automated knowledge graph construction using 

natural language processing in an active learning setting. We conclude in Chapter 6. 
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Chapter 2  

 

Using word embeddings to learn a better food 

ontology 

 

Disclaimer. All the work that is presented in this chapter has been published in Frontiers 

in Artificial Intelligence76. 

 

2.1 Introduction 

In the realm of knowledge representation, ontologies serve as structured frameworks that 

formalize and define the relationships among entities within a particular domain. These 

conceptual models not only capture the semantics of a domain but also provide a shared 

understanding of human and machine reasoning77. As we delve into the landscape of 

information organization, ontologies seamlessly intertwine with the concept of knowledge 

graphs. Knowledge graphs, characterized by their interconnected entities and relations, 

extend the principles of ontologies into a dynamic, graph-based structure. By leveraging 

ontological principles, knowledge graphs transcend static categorizations, facilitating the 

representation of complex relationships and enabling a more fluid, interconnected 

representation of knowledge. The synergy between ontologies and knowledge graphs 

thus becomes integral in enhancing the depth and flexibility of knowledge representation 

systems, paving the way for more nuanced and context-aware applications. 
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Due to the structural similarities between knowledge graphs and ontologies, several 

methods developed for the knowledge graph can also be applied to the area of ontology 

learning which includes tasks ranging from creating ontologies to extending and 

populating existing ontologies. However, in practice, the choice of embedding depends 

on the available corpus, and the method is specific to the task at hand. A task commonly 

seen in knowledge graphs is link prediction where the starting state is a knowledge graph 

and the end result is a more accurate and/or more complete knowledge graph. Link 

prediction uses methods that explain the triplets using latent features like Poincaré 

embeddings78 or extract triplets using contextual patterns from some text data. In the area 

of ontology learning, word embeddings created from text data are used to create and 

populate an ontology in a one-shot fashion using unsupervised methods like clustering79, 

or to populate a skeleton knowledge graph initialized with seed instances in an iterative 

fashion21,80. As we move towards a detailed atlas of chemical food composition81, there 

is a current and present need for tools and frameworks that are data-driven and 

automated, to support the creation and/or extension of evidence-based, detailed 

ontologies at scale. 

Here, we address the challenge of how to populate new instances into an existing 

ontological structure. We introduce LOVE (Learning Ontologies Via Embeddings), a semi-

supervised framework for automated ontology population (Figure 2.1), that uses word 

embeddings trained on a corpus obtained from Wikipedia. The required memory and 

computational time of the proposed method scales linearly with the increasing number of 

instances. LOVE was applied to the FoodOn dataset to create the first food ontology using 

word embeddings. We evaluate the predicted ontology against FoodOn and achieve an 
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increased precision of 89.7% when compared to the best alternate non-embedding-based 

method that uses Hamming distance (0.34 vs. 0.18 respectively, with baseline precision 

of 4.7×10-4). 

 

2.2 Methods 

2.2.1 Data preprocessing and training of word embeddings 

There are a total of 2,764 classes and 10,865 instances in FoodOn. Every class or food 

instance is identified by its label. For example, ‘cow milk cheese’ is a class label, and ‘Brie 

cheese food product’ is a food instance label. These labels are constructed using 4,139 

unique words (e.g. ’cow’, ’milk’ ‘cheese’, ‘brie’, ‘food’, ‘product’). We searched both the 

labels and their unique constituent words to obtain corresponding Wikipedia pages 

(Figure 2.1), which we refer to as Wikipedia corpus. We preprocessed the corpus as 

follows: lower-case conversion, synonym mapping, punctuation stripping, white space 

stripping, numeric stripping, stop-word removal, short words stripping, and lemmatization. 

Note that the Wikipedia corpus consists of 142,948 unique words. For their training, we 

used the gensim82 implementation of the word2vec skip-gram model83. Default settings 

of the gensim word2vec model were used except for the following parameters: number of 

epochs of 100, window size of 5, and minimum count of 1. We trained 4 different 

dimensions of word embeddings for word2vec: 50d, 100d, 200d, and 300d. In addition to 

word2vec, we also tested using the pre-trained word embeddings trained with GloVe84 

and fastText85,86. For GloVe, we downloaded pre-trained word embeddings of dimensions 

50d, 100d, 200d, and 300d known as glove.6B. For fastText word embeddings, we used 
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two different versions of word embeddings of size 300d that have been trained using 

different training corpora. Please refer to Table 2.1 for complete information. 

2.2.2 Ontology population 

As illustrated in Figure 2.1, our algorithm aims to map a food instance (e.g. ‘plum’) 

through an ‘is a’ relationship to its parent (e.g. ‘fruit’ ideally), which we refer to as its target 

class. If we let 𝑖 be a food instance and 𝑐 be a target class, then 𝑖 ∈ 𝐼 and 𝑐 ∈ 𝐶, where 𝐼 

is the group of all food instances we seek to map, and 𝐶 is the group of target classes to 

which we map the food instance. We also define 𝐼𝑐 to be all the food instances within a 

class 𝑐. To map the instance to its appropriate target class, we propose an approach 

based on the similarity of word embeddings. Our criteria for optimal population consider 

a linear combination of two scores 

𝑠𝑐𝑜𝑟𝑒(𝑐; 𝑖) =  𝛼 ∙ 𝑠𝑐𝑜𝑟𝑒𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑐; 𝑖) + (1 − 𝛼) ∙ 𝑠𝑐𝑜𝑟𝑒𝑝𝑎𝑟𝑒𝑛𝑡(𝑐; 𝑖), 

where 𝛼 controls the ratio of the two terms. The 𝑠𝑐𝑜𝑟𝑒𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠  is the similarity of the food 

instance 𝑖 with the seed instances in 𝐼𝑐: 

𝑠𝑐𝑜𝑟𝑒𝑠𝑖𝑏𝑙𝑖𝑛𝑔𝑠(𝑐; 𝑖) = 𝑠𝑖𝑚(𝑖, ∑
𝑖′⃗⃗⃗

|𝐼𝑐|
𝑖′∈𝐼𝑐

), 

where ∙⃗ is the word embedding vector created by taking the average of the constituent 

word embeddings, |𝐼𝑐| is the number of all the seed instances in 𝐼𝑐 , and 𝑠𝑖𝑚() is the 

measure of similarity between the two word embedding vectors. The 𝑠𝑐𝑜𝑟𝑒𝑝𝑎𝑟𝑒𝑛𝑡 is the 

similarity of the food instance 𝑖 with the target class 𝑐: 
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𝑠𝑐𝑜𝑟𝑒𝑝𝑎𝑟𝑒𝑛𝑡(𝑐; 𝑖) = 𝑠𝑖𝑚(𝑖, 𝑐). 

Finally, predicting which target class 𝑐̅ the food instance 𝑖 will get mapped to can be 

formulated as follows: 

𝑐̅ = 𝑎𝑟𝑔max
𝑐

𝑠𝑐𝑜𝑟𝑒(𝑐; 𝑖). 

For the scope of this work, we map the food instance to a single target class even if it was 

originally mapped to multiple classes. For the case of FoodOn, we observed that the 

precision of the ontology learning increases as the number of seed food instances per 

class (𝑛𝑠𝑒𝑒𝑑) increases (Supplementary Figure 1), as a class is better represented as 

the number of seed instances increases. For 𝑠𝑖𝑚(), we used Euclidean distance and 

cosine similarity, with the latter having better performance and being used throughout this 

work (Supplementary Figure 2). We empirically set 𝛼 = 0.8  after testing all values 

between 0.0 and 1.0 with an interval of 0.1 (Supplementary Figure 3). 

2.2.3 Evaluation metrics of the ontology structure 

The granularity and cohesiveness metrics have to do with fundamental design questions 

of ontologies such as the optimum number of classes and whether a class is overspecified 

or underspecified87. Granularity is semantically defined as the ability to represent different 

levels of detail in data88. In our work, we quantitatively define the granularity of a certain 

ontology superclass 𝑐𝐴 as 

𝑔𝑟𝑎𝑛𝑢𝑙𝑎𝑟𝑖𝑡𝑦(𝑐𝐴) =
|𝐼𝐶𝐴|

|𝐶𝐴|
, 
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where 𝐶𝐴 ⊆ 𝐶 is the set of all the classes that have 𝑐𝐴 as their superclass, 𝐼𝐶𝐴 is the set 

of all food instances belonging to 𝐶𝐴, and 𝑐𝐴 is a superclass of 𝑐𝐵 if every instance of 𝑐𝐴 

is also an instance of 𝑐𝐵
89. Cohesiveness of a superclass is a measure of subclass 

semantic relevance, and by corollary, the degree its subclasses have the same relation 

to each other90. Here, we quantitively define the cohesiveness of a certain ontology 

superclass 𝑐𝐴 as 

𝑐𝑜ℎ𝑒𝑠𝑖𝑣𝑒𝑛𝑒𝑠𝑠(𝑐𝐴) =
|𝐶′𝐴|

|𝐶𝐴|
, 

where 𝐶′𝐴 is the set of all correct subclasses within the superclass 𝑐𝐴. For example, in the 

superclass “cheese food product by the organism” in FoodOn, the subclasses “cow 

cheese”, “goat cheese”, “sheep cheese”, and “buffalo milk cheese” are correct, while the 

subclass “blue cheese” is not, since it describes a method/process and not the point of 

origin. In this case, the cohesiveness value would be 4/5 = 0.8. Another example is in the 

case of the bean superclass where the subclasses that are bean varieties are correct and 

subclasses for processed forms of beans such as ‘bean flour’ are not. The cohesiveness 

of the cheese superclass is 0.52 implying that only half the subclasses are correct and 

the bean superclass has a higher cohesiveness of 0.93. 

2.2.4 Success metric of ontology population 

We use precision to assess the performance of the ontology population and define it as 

follows: 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 +  𝐹𝑃)
, 
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where a food instance 𝑖 ∈ 𝐼𝑐  is considered a 𝑇𝑃  if and only if the mapping function 

correctly placed 𝑖 under 𝑐, and 𝐹𝑃 otherwise. In addition, we define path distance to be 

the shortest distance (hops) between the predicted class and the ground truth class, 

where a perfect ontology population algorithm would have a path distance of 0. 

 

2.3 Results 

2.3.1 Structural topology of FoodOn 

Figure 2.2a provides a visualization of the ontology structure for the 2,764 classes in 

FoodOn. At the highest level of the ontology, every food is described by various features, 

which minimally includes its source organism and up to 11 other features, with each 

feature represented as a class (processes and material quality, among others; Figure 

2.2b). A complete examination indicates that the ontology structure is heterogeneous in 

its granularity, with some classes having many subclasses and interconnectivity, while 

others have only one subclass. In a similar trend, while some classes have hundreds of 

instances, other classes have only one (Figure 2.2c,d). Figure 2.2e illustrates the 

variation in ontology depth for a given class, which is defined as the number of 

intermediate classes present in a given path that connects it to the root91. Considering all 

factors mentioned above, the FoodOn ontology is highly granular with an average of 3.15 

food instances per class. 

2.3.2 Granularity and cohesiveness impair the precision of automated methods 
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We trained word embeddings for the 13,629 instance and class labels in FoodOn to use 

in our method. These embeddings capture latent information about the food type as 

revealed by dimensionality reduction92 and subsequent analysis (Figure 2.3a). Regarding 

the structure of FoodOn, the granularity differs substantially as shown in Figure 2.3b-e, 

where we compare the superclasses ‘wine’ and ‘beans’, with a granularity of 5.64 vs 1.96, 

respectively. We also noticed inconsistencies in the further classification of each 

superclass which we quantify by the cohesiveness. Relevant to our work of ontology 

learning, we found that both the cohesiveness and the granularity are positively 

associated with better ontology population performance (PCC of 0.56 and 0.51, 

respectively; p-value = 2.5×10-2 and 4.5×10-2, respectively) (Supplementary Figure 4). 

2.3.3 Learning ontology via embeddings leads to substantially better performance 

We kept the ontological structure of FoodOn unchanged with 2,433 target ontology 

classes and created 100 different seeded-skeleton ontologies to test the statistical 

significance of the methods by selecting two random seeds for each target class. This 

process resulted in 3,124 food instances used as seeds from a total of 10,865 instances, 

and the task was to map the remaining 7,741 food instances to the target classes (Figure 

2.4a). The LOVE-generated ontology, which uses the word embeddings of size 300d 

trained using the Wikipedia corpus, had a significantly reduced path distance from what 

is expected from random chance (p-value = 4.8×10-102; Figure 2.4b). Moreover, ontology 

population methods based on the word embeddings performed better when compared to 

the traditional text similarity methods regardless of the embedding size or the training 

algorithm, with an 89.7% increased precision (0.34 vs. 0.18, respectively, p-value = 
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2.6×10-138) and a 43.6% shorter path distance (2.91 vs. 5.16, respectively, p-value= 

4.7×10-84; Figure 2.4c and Table 2.1). 

 

2.4 Discussion 

As shown in Figure 2.3a, there is an alignment of the word embeddings and the FoodOn 

classes at a high level. However, through deeper analysis of the ontology structure and 

the results of the automated ontology learning, we discovered the causes for 

discrepancies between the user-defined ontology and ontology representation from the 

corpus. The granularity and cohesiveness issues impacting the precision, have to do with 

a well-known and fundamental design question of how many classes are too few or too 

many89. The classes with lower than average granularity of 4, combine several features 

of a food like its source, process, and organoleptic quality. However, the nomenclature is 

not consistent, as it varies from a long and precise class name to less precise 

representations. This is not a scalable approach to a data-driven automated ontology 

since it will require manually curated classes when mapping foods of yet unknown 

features like sources and processes. Moreover, it will lead to errors in mapping class-

class and class-instance relations if done manually, as the ontology grows. To avoid these 

issues, an extension would be for every variety-specific subclass to contain a flat list of 

instances. For example, in Figure 2.3e the food instance ‘adzuki bean flour’ is mapped 

to two parent classes, in the bean superclass. Instead, the ’product by process’ class at 

a depth of one, can have a subclass of ’milled food’ which aggregates all the flour variants 

and notably the ‘bean flour’ class. This also addresses the problem of cohesiveness 
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described in Methods. The ontology learning function can then be applied to each of the 

12 highest parent classes (Figure 2.2b). 

Taking into account the structural similarity between ontology and knowledge graph, we 

considered applying observable and latent feature-based link prediction models65,93,94 to 

populate the ontology. However, such models either are dependent on external data or 

require at least one pre-existing path connecting the candidate instance to the target class. 

A possible extension to our work is to train the word embeddings using other related 

corpora such as food-related literature and databases, for example, the FDC database32. 

Moreover, the pertinent information can be extended to chemical composition, phenotypic 

effects, and association with health states. Another natural extension would be to train 

methods that encode the hierarchical structure of the knowledge graphs, such as 

Poincaré embeddings78, with hierarchical food domain data95 for the ontology population 

task. Along with an optimally designed skeleton ontology, we expect that these 

improvements would lead to much-improved accuracy of the automatically generated 

ontology. 
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Figure 2.1. Overview of the LOVE ontology population framework. The hierarchical 

structure of the ontology is organized as a directed acyclic graph, where a class connects 

to its parent classes through directed edges. The target class is the parent class of the 

food instances. Note that some classes are part of the hierarchical ontological structure 

and do not contain any instances. All class and instance labels are used to query the 

Wikipedia corpus, which is then used to train food word embeddings. The mapping 

function then uses the word embeddings to map the candidate instances to the target 

classes. All relations between the instances and classes are of type ‘is a’. We compare 

the predicted ontology to the ground truth ontology and report the performance using 

precision.  
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Figure 2.2. FoodOn structure analysis. a Visualization of the 2,764 classes in FoodOn. 

The 10,865 food instances that are mapped to the classes are not shown in the 

visualization. All classes in FoodOn branch out from a single root class ‘foodon product 

type’ located at depth 0. b Pie-chart showing the proportion of subclasses for each of the 

12 classes in the highest, i.e. the first, level of the ontology. Each of these classes 

represents one of the 12 features of a food. c Histogram showing the number of paths to 

the root class for each of the 2,764 classes. The number of paths considers the multi-

parent architecture. d Histogram showing the number of instances in each class. Only 

2,433 of 2,764 classes have instances. Certain classes only have subclasses aimed at 

providing further levels of differentiation. The vast range in instances per class indicates 

that specialized classes with fewer instances are more typical to the ontology, though 

there are some classes with up to 100s of instances. e Histogram showing the number of 

the target classes at the respective ontology depth. This representation defines the 

ontology depth of class as the number of intermediate classes in a path connecting it to 

the root class, and it varies from 1 to 16 for FoodOn.  
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Figure 2.3. Analysis of word embeddings. a t-SNE plot of the FoodOn class and 

instance labels based on the word embeddings. The distribution pattern of the 

embeddings shows an ordering consistent with that of the FoodOn hierarchy (p-value < 

0.0001). b Wine subsection follows the uniform spatial distribution of instances and 

classes. c Bean subsection shows regional crowding of instances/classes due to the 

repetitive words in the label. d,e Wine and Bean-related ontologies, with the bean being 

significantly more granular (more classes) than expected. Classes and food instances are 

highlighted in red and blue, respectively.
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Figure 2.4. Evaluation of the LOVE framework on a food ontology. a The number of 

ontology classes and food instances that were used for the LOVE-derived ontologies. 

Candidate instances are mapped to one of the target classes by LOVE, and each target 

class is initialized by seed instances. Classes without instances are not considered target 

classes. b Distribution of precision and number of true positives of the mapped ontology 

as a function of shortest distance (hops) between the predicted class and the ground truth 

class, for LOVE (black) and random assignment (grey) (p-value = 4.8×10-102). c Precision 

of ontology population for different similarity methods.  



22 
 

Table 2.1. Comparison of word similarity methods and their performance. Average 

distance denotes the average path distance between the predicted class and the ground 

truth class among 100 multiple randomly selected seed instances. All methods were run 

parallel on 8 core CPU (16 threads) with 32GB of memory. Note that running time 

excludes the time used for training the word embeddings. 

Method Training Corpus 
Average 
Precision 

Average 
Distance 
(hops) 

Running 
time (s) 

- Random n/a 4.6×10-4 8.23 65.1 

Non-

embedding 

Jaccard96 
n/a 

0.097 6.45 169.9 

Hamming97 0.181 5.16 111.7 

GloVe84 

50d 

Wikipedia 2014 + 

Gigaword 5 

0.192 4.29 

201.8 

100d 0.228 3.87 

200d 0.261 3.53 

300d 0.297 3.32 

fastText85,86 
Wiki-news 

Wikipedia 2017 + 

UMBC webbase + 

statmt.org 

0.313 2.98 

Crawl Common Crawl 0.317 3.00 

Word2Vec83 

50d 

Subset of Wikipedia 

2020 

0.262 3.32 

100d 0.295 3.09 

200d 0.318 2.99 

300d 0.344 2.91 
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Chapter 3  

 

Knowledge integration and decision support for 

accelerated discovery of antibiotic resistance genes 

 

Disclaimer. All the work that is presented in this chapter has been published in Nature 

Communications98. 

 

3.1 Introduction 

The pace of knowledge discovery within the life sciences domain has long been hindered 

by the intricate and multifaceted nature of biological systems. The complexity of biological 

processes, coupled with the vastness of available data, has resulted in a painstakingly 

slow and often costly process of unraveling new insights. Traditional methods of 

hypothesis generation and experimentation can be time-consuming, resource-intensive, 

and may not efficiently explore the expansive landscape of potential relationships within 

biological data99,100. In this context, the integration of advanced machine learning models 

for hypothesis generation emerges as a transformative solution. These models101–103, 

equipped with the ability to analyze large-scale datasets, discern intricate patterns, and 

make data-driven predictions, offer a means to expedite the discovery of novel biological 

knowledge. By leveraging these sophisticated tools, researchers can navigate the 

complexities of the life sciences domain more efficiently, accelerating the pace of 
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discovery and potentially mitigating the associated costs, thereby ushering in a new era 

of precision and innovation in biological research. 

For computational methods to be effective, the integration and ingestion of biological data 

at scale are paramount102,104,105. To this end, various initiatives106–108 have transitioned 

from relational databases that store data using tables and are often limited by their 

scalability8 to graph databases that efficiently process dense interrelated datasets9 by 

utilizing the Resource Description Framework (RDF) triplet of subject, predicate, and 

object15. This design helps to identify patterns among data, and to utilize the information 

content they carry to gain insights into the mechanisms of action, associations, and 

testable hypotheses105,109. In the biomedical domain, knowledge graphs17 with thousands 

to millions of RDF triplets are used to organize knowledge in life sciences24,110, including 

health conditions such as cancer111 and cardiovascular disease112. In the case of 

antibiotic resistance genes (ARGs), there exist both graph databases like CARD113 and 

ARDB114 that represent ontologies, as well as traditional databases like MEGARes115, 

ARGO116, and ARG-ANNOT100 that store ARG sequencing data. Current challenges 

include unreported or unresolved conflicted information between two or more sources58,59, 

lack of negative findings117,118 that is necessary to train machine learning models, focus 

on only one relation type119, inability to directly integrate results across sources due to 

incompatible meta-data120, all of which limits their suitability as a training set for machine 

learning models. Similarly, extracting training data from published literature is challenging 

as it is often hidden in supplementary tables and figures121,122, may be inaccessible or 

incompatible123,124, which hinders any knowledge synthesis and analysis125,126. 
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Automating the integration of heterogeneous biomedical data and their organization so 

they are machine learning-ready for downstream analysis and knowledge discovery is 

important for any life science field. One such area is the discovery of ARGs and 

relationships. Antibiotic resistance poses a major threat to the efficacy of antibacterial 

drugs, which leads to increased mortality and costs127. Identification of ARGs has 

traditionally been performed through time-consuming and expensive culture-based 

methods128 and more recently through bioinformatics analysis of whole-genome 

sequencing samples, including BLAST-based100,129 and deep learning-based130,131 

methods. Outside of the domain of antibiotic resistance, there have been multiple 

attempts to discover biological knowledge from knowledge graphs132–136 by formulating it 

as a knowledge graph completion (KGC)137 problem, where the objective is to complete 

(discover) the missing links (new knowledge) in the graph. Graph feature models65,138 and 

latent feature models139,140 have traditionally been used for KGC, whereas models that 

utilize pre-trained language models141,142 have recently achieved state-of-the-art results. 

In this study, we present a methodology (Knowledge Integration and Decision Support, 

or KIDS) that constructs an inconsistency-free knowledge graph that supports multiple 

triplet types and can be used to generate hypotheses over multiple iterations (Figure 3.1). 

We apply the KIDS framework to the area of Escherichia coli antibiotic resistance, which 

leads to a knowledge graph consisting of 651,758 triplets of 23 RDF triplet types in total, 

among which 9 triplet types are negative. To resolve inconsistencies, we computationally 

predicted, and experimentally validated 236 sets of inconsistencies with 94.07% accuracy. 

We then demonstrate how the automated process allows the discovery of previously 

unknown ARGs. KIDS achieved an average of 0.77 AUCPR and 0.86 AUROC in 
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predicting the ARGs over two iterations of hypothesis generation, validation, and 

integration with existing knowledge, with the predicted ARG probability being highly 

correlated with validated findings (R2=0.94). Furthermore, our analysis led to the 

discovery of 6 ARGs that we have validated experimentally, among which 5 homologs in 

Salmonella enterica also showed antibiotic resistance. 

 

3.2 Methods 

3.2.1 Knowledge graph constructor. 

The knowledge graph construction process is shown in Supplementary Figure 6 with 

detailed examples. 

Data integration. We merge distinctive sets of knowledge from 10 different sources 

(Appendix A.1.1.1) in a unified format using binary relationships known as an RDF triplet 

of the form (subject, predicate, object), where subject and object are the nodes (biological 

entities) in the graph, and the predicate is the edge (relation) between them. 

Synonym resolution. For entity types gene and antibiotic in the integrated knowledge 

graph, a name mapping table is applied to resolve the synonyms as multiple 

representations may exist for a single entity. For gene name mapping, Accession IDs to 

external databases and synonym lists of all E. coli genes downloaded from EcoCyc143 are 

mapped to the original gene symbol. For all antibiotics, we map all synonyms listed in 

ChemIDplus144 to their MeSH name (defined as MeSH heading in ChemIDplus). 
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Knowledge inference. As a data augmentation step, we added 15 sets of rules that we 

manually created to bridge existing gaps in the knowledge representation. As an example, 

a new triplet (sucD, has, response to antibiotic) can be inferred from an existing triplet 

(sucD, confers resistance to antibiotic, Cephradine). 

3.2.2 Inconsistency resolver. 

The inconsistency resolution process is shown in Supplementary Figure 6 with detailed 

examples. 

Inconsistency detection. To detect inconsistencies in the knowledge graph, we 

manually defined 9 sets of rules upon close inspection of the knowledge graph. In this 

work, we treat a set of triplets that share the same subject and object entities connected 

by conflicting predicates as an inconsistency. For example, triplets (atpA, confers 

resistance to antibiotic after 18 hours, Ampicillin) and (atpA, confers no resistance to 

antibiotic after 18 hours, Ampicillin) are considered one set of inconsistency. 

Inconsistency resolution. Let 𝑡 be a triplet and 𝑠 be a source, then 𝑡 ∈ 𝑇 and 𝑠 ∈ 𝑆, 

where 𝑇 and 𝑆 are the groups of all triplets and all sources, respectively. If we let 𝑇𝑠 be all 

the triplets of source 𝑠, then 𝑇 = ⋃𝑠∈𝑆𝑇𝑠. Each triplet 𝑡 ∈ 𝑇 belongs to a mutual exclusion 

set 𝑀𝑡 ⊆ 𝑇 , a set of triplets that are mutually exclusive with one another. In an 

inconsistency-free setting, a triplet 𝑡 belongs to one unique 𝑀𝑡. In other words, |𝑀𝑡| = 1 

means there exist no conflicts in 𝑀𝑡 . Assuming there exists one true triplet 𝑡̅ in each 

mutual exclusion set 𝑀, the goal of the inconsistency correction methods is to predict 𝑡̅ 

for all 𝑀 with 1 < |𝑀|. Prediction of 𝑡̅ is done by measuring the belief of triplet 𝑡, 𝐵(𝑡) (i.e., 

the level of confidence that triplet 𝑡 is true), among all 𝑡 in 𝑀 and by assigning 𝑡 with the 
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highest belief argmax
𝑡∈𝑀

𝐵(𝑡) . Although the specific way to measure 𝐵(𝑡)  varies across 

methods, it is commonly estimated based on the source trustworthiness  𝑅(𝑆𝑡) (i.e., level 

of trust assigned to the source), where 𝑆𝑡 = {𝑠 ∶  𝑠 ∈ 𝑆, 𝑡 ∈ 𝑇𝑠} is the set of sources with 𝑡. 

We compute the trustworthiness 𝑅(𝑠) and belief 𝐵(𝑡) iteratively until convergence. We 

used the AverageLog145 among others (Appendix A.1.2.1), and the equations to update 

𝑅𝑖(𝑠) and 𝐵𝑖(𝑡) for each iteration 𝑖 are as follows: 

𝑅𝑖(𝑠) = 𝑙𝑜𝑔|𝑇𝑠|
∑ 𝐵𝑖−1(𝑡)𝑡∈𝑇𝑠

|𝑇𝑠|
, (1) 

𝐵𝑖(𝑡) = ∑ 𝑅𝑖(𝑠)

𝑠∈𝑆𝑡

, (2) 

where 𝑅𝑖(𝑠) and 𝐵𝑖(𝑡) are normalized to prevent a numerical explosion by dividing with 

max
𝑠∈𝑆

𝑅𝑖(𝑠)  and max
𝑡∈𝑇

𝐵𝑖(𝑡) , respectively. 𝐵0(𝑡)  is set to 0.5 for all 𝑡 ∈ 𝑇 . Performance 

evaluation of alternative inconsistency resolution methods can be found in 

Supplementary Figure 10 through Supplementary Figure 15, Supplementary Table 

7, and Supplementary Table 8. 

3.2.3 Hypothesis generator. 

Preprocessing. There was not enough training data to train the hypothesis generator if 

we were to treat each predicate of varying temporal information distinctly. Therefore, we 

ultimately decided to modify the knowledge graph by removing the temporal information 

from the 14 predicates (e.g., ‘CRA after 15 hours’ to CRA). This process reduced the size 
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of the knowledge graph by 24.1% from 651,758 triplets to 494,819 triplets and the number 

of predicates from 23 to 12 (Supplementary Table 4). 

Path Ranking Algorithm (PRA)65,146. The set of paired entities from the training set, 

linked by the CRA predicate, is first used to identify the paths used to train the model. 

This is done by initiating a random walk at a bounded step size starting at the subject 

entity. If the random walk ends up at the object entity, this path is considered successful. 

To reduce the size of the feature space, a path will only be considered if it links at least 

one object entity. Additionally, the object entity found by a path must be supported by at 

least a fraction, α, of the training samples. Finally, L1-regularization is used during logistic 

regression to reduce the feature space even more. Each path retained for the model is 

treated as a path feature. The value of each feature is the prior probability of reaching the 

object entity from the subject entity for the given sample. These path probabilities are 

computed recursively by assuming that every step of the path, an outgoing link to an entity, 

is chosen uniformly at random. After training a regularized logistic regression model to 

identify the parameters of these features, the final score to predict the existence of an 

edge in the graph is as follows: 

𝑠𝑐𝑜𝑟𝑒(𝑠, 𝑜) = ∑ ℎ𝑠,𝑃(𝑜) ∗ 𝜔𝑃

𝑃∈𝑃𝑙

, (3) 

where 𝑠 and 𝑜 are the subject and object entities, 𝑃 is one of the paths chosen by the 

model, 𝑃𝑙, ℎ𝑠,𝑃(𝑜) is the path probability, and 𝜔𝑃 is the weights determined using logistic 

regression. We set L1-regularization to 0.008, L2-regularization to 0.0001, and the 

fraction, α , to 0.01 based on a hyperparameter search performed on 5-fold cross-
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validation. More details on computing these probabilities can be found in their original 

work. 

Multilayer Perceptron (MLP). The MLP, a fully connected feed-forward artificial neural 

network, outputs a probability of whether a given triplet is true. Each entity and predicate 

of the knowledge graph is converted to a dense numerical vector of length 50, which is 

created by taking the average of the constituent word embeddings147. These word 

embeddings are randomly initialized and treated as learnable parameters for the model. 

A dense numerical vector of length 150, which is created by concatenating the subject, 

predicate, and object embeddings, is fed as an input to the network. The network contains 

four hidden layers, each with 60 nodes. We used ReLU148 activation functions until the 

third hidden layer, followed by a Tanh activation function for the last hidden layer. Finally, 

the output layer uses the sigmoid activation function to produce a score between 0 and 

1. We used dropout149 after all but the last hidden layer to reduce overfitting. The model 

was trained to leverage the margin-based ranking loss137: 

𝑙(𝜔) = ∑∑max(0, 𝛾 − 𝑔(𝑇𝑖) + 𝑔(𝑇𝑐
𝑖)) +  𝜆‖𝜔‖2

2

𝐶

𝑐=1

𝑁

𝑖=1

, (4) 

where 𝑁 is the number of training edges, 𝐶 is the corruption size, function 𝑔() represents 

a complete forward pass of the network or scoring function on a given edge 𝑇, 𝜔 is the 

weights of the model, 𝜆 is the L2-regularization parameter, and 𝛾 is the margin that the 

correct edge must score higher than the corrupted edge. Based on a hyperparameter 

search performed on 5-fold cross-validation, we used Adam150 optimization with a 
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learning rate of 0.001, 𝜆 was set to 0.001, the dropout rate was set to 0.5, 𝐶 was set to 

100, and the margin used for training was set to 0.20. 

Stacked. We stacked the two models PRA and MLP using AdaBoosted151 decision 

stumps, in line with152. The training inputs to the model were three features: the scores 

produced by the PRA and the MLP and one binary value for the PRA to indicate whether 

the PRA was able to predict that certain sample. Note that the PRA cannot predict if no 

paths were found. We performed random search hyperparameter optimization over the 

validation set for each fold and found optimal parameters of 680 estimators and a learning 

rate of 1.65. Since our dataset is unbalanced, we also used Smote153 sampling to 

synthetically create positive samples for a balanced set of positive and negative samples. 

3.2.4 Wet-lab validation. 

To validate whether a gene confers resistance or not, wild-type Keio strain BW25113 and 

its derivative single-gene knockout (KO) strains were used154. MIC values of the following 

antibiotics were measured: Amoxicillin (Sigma, Cat# A8523), Ampicillin (Roche 

Diagnostics, Cat# 10835269001), Apramycin (Alfa Aesar, Cat# AAJ6661603), 

Cephradine (Alfa Aesar, Cat# AAJ664960), Chloramphenicol (Calbiochem, Cat# 220551), 

Geneticin (Teknova, Cat# 50841719), Hygromycin B (Calbiochem, Cat# 400050100MG), 

Kanamycin (Acros Organics, Cat# AC611290050), Levofloxacin (Chem-Impex, Cat# 

50508743), Norfloxacin (Sigma, Cat# SIAL-N9890), Novobiocin (Calbiochem, Cat# 

491207), Oxycarboxine (Sigma, Cat# 36185), Paromomycin (Chem-Impex, Cat# 

501602750), Rifampin (Alfa Aesar, Cat# AAJ6083603), Sisomicin (TCI, Cat# 

I1049250MG), Spectinomycin (RPI, Cat# 50213656), Streptomycin (Across Organics, 
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Cat# AC455340050), Sulfanilamide (Alfa Aesar, Cat#  AAA1300122), Triclosan (Cayman 

Chemical Company, Cat# 501599771), Troleandomycin (Enzo Life Sciences, Cat# BML-

EI249-0010), and Vancomycin (VWR Life Science, Cat# 97062-554). Since KO strains 

had a kanamycin resistance gene, the kanamycin resistance gene was removed from the 

required KO strains155 to measure the resistance in kanamycin. Antibiotics and strains 

were preserved at -80°C until used. 

1 µL of the required preserved strain was inoculated in 200 µL LB broth and grown 

overnight in an incubator shaker (BioTek Synergy HTX) at 37°C. ~3 µL of grown culture 

was transferred, using a replicator, to LB agar plates containing different amounts of 

antibiotics, and plates were incubated overnight (~18 hours) at 37°C in an incubator. The 

next day, the absence and presence of colonies were monitored. The minimum 

concentration of antibiotic, at which no colonies were observed, was defined as minimum 

inhibitory concentration (MIC). In the case of metronidazole, colonies were observed at 

all concentrations. Metronidazole is a pro-drug and inactive but in anaerobic conditions, 

this is converted to an active form by the bacteria156,157. The active form is toxic which 

leads to the killing of bacteria. As our experimental conditions were aerobic, 

metronidazole was converted to an active form, and we observed colonies at all 

concentrations. Subsequently, we removed metronidazole from our study. 

 

3.3 Results 

3.3.1 The landscape of E. coli antibiotic resistance genes and processes. 
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We applied the KIDS framework to the biological domain of E. coli and constructed a 

multi-relational knowledge graph158 (see Methods) that consists of 651,758 triplets 

(Figure 3.2a,b). Raw data to construct the knowledge graph were curated from a total of 

10 sources (Appendix A.1.1.1) that include information about antibiotic resistance, 

effects of antibiotics on the expression patterns, gene-regulatory relations with 

transcription factors, and the impact of genes on the biology of an organism at the 

molecular, cellular, and organism levels159, all regarding E. coli genes (Figure 3.2c). The 

resulting knowledge graph provides a comprehensive view of the positive E. coli antibiotic 

resistance with 18-fold more genes and 3-fold more antibiotics than CARD113 (Figure 

3.2d, Supplementary Table 1). Among the 23 triplet types of the knowledge graph, 14 

positive triplet types account for the 31,216 (4.8%) associations as genes are less likely 

to confer resistance to an antibiotic (Figure 3.2e). The knowledge graph contains 

antibiotic exposure times at 6 different time points ranging from 30 minutes to 7 days 

(Supplementary Table 2). From the total of 466,752 possible gene-antibiotic pairs, 

358,674 pairs (76.9%) were connected via either a positive or negative ‘confers 

resistance to antibiotic (CRA)’ predicate, with the rest being candidates for either 

association (Supplementary Figure 5). 

3.3.2 Resolved inconsistencies help discover new knowledge. 

We identified 236 sets of inconsistencies in our intermediate knowledge graph (Figure 

3.3a) between the findings of two sources Tamae et al.58 and Liu et al.160 for positive and 

negative counterparts of the predicate ‘CRA after 18 hours’ despite their identical 

experimental setup (Supplementary Table 6). We then applied the AverageLog145 
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inconsistency resolution algorithm (see Methods) to select which one of the two 

conflicting facts is more likely to be true by iteratively updating the source trustworthiness 

and belief of the triplet (Figure 3.3b). Results show that we were able to accurately 

resolve these inconsistencies (94.07% accuracy, 50.0% F1-score, 33.3% precision, 3.0% 

baseline precision) when compared to the ground truth wet-lab validation (Figure 3.3b, 

Supplementary Table 3), which was performed by measuring and comparing the 

minimum inhibitory concentrations (MICs) of the single-gene knock-out strain and the 

wild-type strain on the LB agar plate (see Methods). We then trained the hypothesis 

generator before and after resolving inconsistencies, to test how inconsistency resolution 

affects knowledge discovery. This led to two previously unidentified antibiotic-resistant 

relationships (surA, CRA, Vancomycin) and (asmA, CRA, Vancomycin) with significantly 

increased probabilities after the inconsistency resolution (0.024 to 0.882 and 0.005 to 

0.213, respectively) that we validated experimentally. 

3.3.3 KIDS accelerates knowledge discovery. 

The hypothesis generator module performs link prediction137 on the incomplete 

knowledge graph to identify the missing links (i.e., generate hypotheses). We focused on 

exploring the missing CRA links between all pairwise combinations of E. coli genes and 

antibiotics (108,078 hypotheses). To this end, we applied five different variations of the 

hypothesis generation methods (PRA65,146, MLP, a stacked model that combines PRA 

and MLP using AdaBoost161, TransE139, and TransD162; see Figure 3.4b and Methods) 

on a reduced knowledge graph without temporal information (see Methods) that has 

494,819 triplets and 12 predicate types (Supplementary Table 4). From those methods, 
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PRA65,146 finds observable predicate paths between subject (source) and object (target) 

nodes in the graph and treats them as human-interpretable features (Supplementary 

Table 9). In contrast, MLP152 is a fully connected neural network that uses the triplets 

represented by latent vector embeddings to predict whether any given edge is valid. We 

also tested translation-based graph embedding methods TransE139 and TransD162 

(Appendix A.1.3.5), but we selected the stacked model as it had superior performance 

in testing. Evaluation of these methods, which have been optimized for F1-score, using 

5-fold cross-validation shows that the stacked model had the best performance in terms 

of AUCPR with a 154.4% increase when compared to PRA (0.28 vs. 0.11, respectively, 

p-value = 2.1x10-6) and a 27.7% increase when compared to MLP (0.28 vs. 0.22, 

respectively, p-value = 3.0x10-3) (Figure 3.4c, Supplementary Table 5), while the 

baseline was 0.02. 

We used the stacked model to generate 226 CRA hypotheses of varying probability that 

we subsequently tested experimentally. Of those hypotheses, 64 (28.3%) were validated 

as positives (Figure 3.5a). After adding those results to the knowledge graph, we ran a 

second iteration of KIDS, which produced another 90 hypotheses, from which 29 (28.8%) 

were positively validated (Figure 3.5a). From these two iterations, we computationally 

predicted and experimentally validated, similar to the wet-lab validation performed for the 

inconsistency resolver (Appendix A.1.3.12), a total of 93 CRA hypotheses for 83 E. coli 

genes that confer resistance to one or more of 15 antibiotics (Figure 3.5e). The KIDS-

generated hypotheses are reliable as the calibrated output for each hypothesis is a highly 

correlated confidence score (R2=0.94) with the validated outcome (Figure 3.5a). For 

instance, hypotheses with probability >0.8 have a high true positive rate with 29 out of 37 
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tested hypotheses (78.4%) yielding an ARG, whereas hypotheses with probability ≤ 0.2 

have a true positive rate with only 14 out of 163 tested hypotheses (8.59%) to yield an 

ARG. Interestingly, KIDS produced improved hypotheses in the second iteration with the 

addition of the newly discovered results (Figure 3.5b~d). The KIDS-generated 

hypotheses are positively correlated with high consistency when compared to the random 

baseline (Kendall’s tau163 = 0.96 vs. 0.00, respectively, p-value  < 2.2x10-308; RBO164 = 

0.56 vs. 0.00, respectively, p-value < 2.2x10-308; Appendix A.1.3.11). 

3.3.4 AI-driven discovery of 6 antibiotic resistance genes. 

An extensive literature search on the 83 E. coli genes that are implicated in the CRA 

hypotheses, identified 15 genes that are previously unknown ARG for E. coli, with 6 of 

them (1 from the first iteration and 5 from the second iteration) not appearing as an ARG 

for any bacteria. Those 6 are the following: ftsP, hdfR, lrp, proV, qorB, and rbsK (Figure 

3.6), which have never been reported to be involved in antibiotic resistance. Further 

investigation of the biological processes reveals they are part of a diverse repertoire of 

functions related to amino acid metabolism, nutrient transport, and regulation. More 

specifically, FtsP is a cell division protein that is required for bacterial growth during stress 

conditions. FtsP stabilizes or protects the divisional assembly during stress condition165. 

HdfR, which is an H-NS-dependent flhDC regulator, represses the expression of the 

flagellar master operon flhDC166 and induces the expression of the gltBD operon, which 

is involved in acid resistance167,168. Lrp encodes a leucine-responsive regulatory protein, 

which regulates at least 10% of the genes in E. coli, including regulation of major porins 

OmpC and OmpF that determine the permeability of the cell membrane169,170. ProV is 
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predicted to be a component of an osmoresponsive ABC transport system and involved 

in osmosensing171. QorB is a NAD(P)H:quinone oxidoreductase, which catalyzes the 

reduction of quinone. E. coli strain overexpressing qorB shows defects in growth and a 

significant decrease in several enzymes involved in carbon metabolism172. Interestingly, 

oxidoreductases have been reported to involve antibiotic resistance173. RbsK is a sugar 

kinase that, in addition to phosphorylation of ribose, facilitates stress-induced 

mutagenesis in E. coli174. Mutations in sugar kinase genes such as waaP of S. enterica 

lead to increased susceptibility to antibiotic polymyxin175,176. 

We did not identify any statistically significant homologs (E-value < 0.05) of these 6 genes 

among the 4,577 ARGs from CARD177, while the best hit was for OXA-541 of 

Pseudomonas putida for lrp (91.7% sequence similarity, E-value = 0.12) (Appendix 

A.1.3.13). The prevalence of these 6 genes across the human digestive microbiome 

ranges from 0.67% to 8.79% (Appendix A.1.3.14, Supplementary Table 12). Finally, to 

investigate the antibiotic resistivity of genes homologous to the 6 previously unknown 

ARGs in other bacterial genera, we identified 5 homologs ftsP, lrp, proV, rbsK, and yifA 

(hdfR in E. coli) in S. enterica with >78% similarity in nucleotide sequences, while the 

homolog of qorB was not identified (Appendix A.1.3.15 and A.1.3.16). Wet-lab validation 

revealed that knocking out these 5 genes in S. enterica also increased susceptibility to 

antibiotics. 

 

3.4 Discussion 
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In this work, we presented the KIDS framework as an automated method for knowledge 

organization and discovery. We demonstrated the power of the KIDS platform in the 

context of E. coli antibiotic resistance, a research area with a need for such a method, as 

the emergence of antibiotic resistance renders existing antibacterial drugs less efficient 

and thus necessitates a constant race to discover new ways to fight microbial infections178. 

Out of the 6 ARGs discovered in this work, we found that 5 homologs in S. enterica also 

conferred resistance to an antibiotic, indicating that the knowledge gained in this study 

can be easily translated to closely related bacteria. Current computational tools identify 

potential ARGs by genomic and metagenomic sequence analysis, which has limited 

performance when the reference database does not include similar ARG sequences. 

Similarly, just looking at homology is not sufficient for discovering ARGs. Among the 129 

genes from the lowest probability range [0.0, 0.2] that we have validated to have no 

antibiotic resistance, we found 9 homologous ARGs in CARD that have significant E-

value (< 0.05) with >68.6% sequence similarity. KIDS removes the dependency on 

reference sequences as its power stems from guilt-by-association and pattern discovery 

within the knowledge graph. Although manual literature curation and experimental 

validation were tedious and time-consuming, we found that the KIDS framework 

generates actionable hypotheses that lead to automated knowledge discovery with high 

confidence and efficiency. 

On the summary statistics, the improvement from resolved inconsistencies was small, 

most likely because only 7 out of the 236 inconsistencies (3.0%) we experimentally 

resolved and further validated in the wet lab were positive triplets, and therefore 

reinstating them back to the knowledge graph where 1,606 positive CRA triplets exist did 
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not affect the knowledge graph much (1,606 to 1,613, a 0.44% increase). However, we 

found two previously unknown antibiotic-resistant relationships (surA, CRA, Vancomycin) 

and (asmA, CRA, Vancomycin) only after reinstating the resolved inconsistencies into the 

knowledge graph, something that demonstrates the importance of inconsistency 

resolution and coherence in our knowledge. For the lack of negative findings, our 

knowledge graph is the first to include both the positive findings (14 triplet types, 31,216 

triplets) and the negative findings (9 triplet types, 620,542 triplets) to the best of our 

knowledge. Although the majority of the hypothesis generation models we tested did not 

use these negatives and instead generated them either through closed-world assumption 

or corruption through random sampling, our best model (stacked) did utilize these 

negatives. We believe there is still a potential to take advantage of these negative findings 

in other machine learning models. To address the focus on only one relation type, our 

knowledge graph contains 23 relation types (Supplementary Table 2) as opposed to a 

single relation type from other sources (Appendix A.1.1.1). Finally, regarding the inability 

to directly integrate results across sources due to incompatible metadata, this is still a 

problem for this and any other framework, as it is related to data incompatibility during 

their generation and reporting, something that we as a community need to collaboratively 

work on by adhering to standards like FAIR40. 

Although translation-based graph embedding models have shown state-of-the-art 

performance in some benchmark datasets179,180, they performed worse than models like 

MLP and Stacked for our E. coli knowledge graph (Supplementary Table 5). This may 

be due to the known limitations of these methods where they are unable to handle 

knowledge graphs with complex and diverse entities and relations (e.g. one-to-many, 
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many-to-one, many-to-many)181 or do not utilize semantic information182. For example, in 

our knowledge graph, many genes are known to confer resistance to a specific antibiotic 

(many-to-one). Therefore, these genes will be close to each other in the embedding space, 

making it difficult to differentiate them from each other. This leaves room for performance 

improvement of the hypothesis generation methods by utilizing the current state-of-the-

art link prediction methods141,142 which take advantage of pre-trained language models 

(LM) like BERT122 and RoBERTa183 and approach the problem as a natural language 

processing task. Unlike graph embedding approaches139,184–187, LM-based methods 

generalize well to unseen nodes or edges in graph 142. However, the application of such 

methods on the biological domain remains a challenge as LM models are usually not 

trained on biological data, except BioBERT188, in which case further fine-tuning of the LM 

model to the specific domain (E. coli ARG here) is desired. For the scope of this work, we 

used a stacked (MLP and PRA) hypothesis generation method, inspired by the 

Knowledge Vault152 project. 

There are a few areas of improvement. First, knowledge inference rules (see Methods) 

were generated upon visual inspection of the 23 triplet types of the knowledge graph. 

There are automatic knowledge graph construction methods53,54 that can potentially do 

this automatically, but we leave it for future work as their precision is not at the human 

level nor has been tested in the biomedical domain. Second, although our knowledge 

graph contains temporal information, we discarded it when training the hypothesis 

generator. Allowing temporal features189–191, we could expand our research to generate 

time-specific hypotheses, using techniques such as sequence-to-sequence learning 

methods192,193. Third, the major bottleneck of the KIDS framework is its dependency on 
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expert-guided manual curation of data in RDF triplet format. An automated data curator 

would be a boon to adding information from existing literaure53,194. Additionally, we expect 

better initialization schemes, such as those based on pre-trained word embeddings 

trained using scientific literature instead of random initialization, to further improve 

performance83–85. Concomitantly, we would like to apply KIDS to other bacteria and 

replicate the success that we observe in E. coli. Finally, evaluating the impact of data size 

on learning performance can help to determine how well this method can generalize to 

other microbes with limited training data. 

Taken together with other advances in optimal experimental design101,195, interpretable 

machine learning196,197, and automated research and development approaches198, the 

proposed framework paves the way for a systematic, optimized, and reproducible way to 

elucidate complex biological systems in shorter timescales, with less manual labor, and 

unprecedented fidelity. 
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Figure 3.1. Overview of the KIDS framework. First, an intermediate knowledge graph 

is created from 10 sources by processing RDF triplets that encode 23 types of 

associations. Second, inconsistencies are computationally resolved and experimentally 

validated to construct an inconsistency-free knowledge graph. Third, a hypothesis 

generator is trained on the knowledge graph and assigns probabilities for the missing 

links. Hypotheses with high probability are experimentally validated, and the results are 

integrated into the knowledge graph, which is used for the next iteration of hypothesis 
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generation. GO refers to the Gene Ontology, and CRA (gray arrow) denotes a predicate 

‘confers resistance to antibiotic’.  
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Figure 3.2. The inconsistency-free E. coli knowledge graph. a Hive plot visualization 

of the knowledge graph’s major components, with each axis corresponding to one of five 

different node types: gene, antibiotic, cellular component, biological process, and 

molecular function. The size of a node is its in and out degree. Only the 5% highest degree 

nodes from each node type and their positive connections are shown. b The top highest 

degree nodes for each of the 8 positive predicates in the knowledge graph. c, d, e 

Breakdown of the knowledge graph representation in terms of data sources, node, and 

predicate types. CRA denotes the predicate ‘confers resistance to antibiotic’, whereas 

¬CRA denotes ‘confers no resistance to antibiotic’.  
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Figure 3.3. Inconsistency resolution. a Venn diagram showing the inconsistencies 

detected in the intermediate knowledge graph, where the inconsistency is defined as two 

or more sources supporting a conflicting fact. ¬CRA corresponds to a negative predicate 

‘confers no resistance to antibiotic.’ b The inconsistency resolution algorithm is iteratively 

trained using the intermediate knowledge graph. Once the training converges, it is used 

to select the triplet with the higher belief among the inconsistencies. The blue and purple 

nodes represent genes and antibiotics, respectively. CRA denotes the predicate ‘confers 

resistance to antibiotic’, whereas ¬CRA denotes ‘confers no resistance to antibiotic’. 
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Figure 3.4. Hypothesis generator architecture, training, and evaluation. a Illustration 

of the training and evaluation of the hypothesis generator (HG). The task of the HG is to 

associate a probability to a putative link for the ‘confers resistance to antibiotic’ or CRA 
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between two nodes (nodes 1 and 5 here). b Three HG architectures, PRA, MLP, and 

Stacked, an ensemble method of a majority voting schema of the other two, were 

constructed and evaluated. Additional translation-based models like TransE and TransD 

were also tested although not illustrated here. c Precision-recall, AUCPR, and F1-score 

for the five methods (n = 5, 5-fold cross-validation). Black circles denote raw data points. 

The box represents the interquartile range, the middle line represents the median, the 

whisker line extends from minimum to maximum values, and the diamond represents 

outliers. For PRA vs MLP, all scores were statistically significant (precision p-value = 

1.1x10-4, recall p-value = 1.4x10-5; AUCPR p-value = 2.9x10-6; F1-score p-value = 1.6x10-

6). For PRA vs Stacked, all scores were also statistically significant (precision p-value = 

2.2x10-6, recall p-value = 2.0x10-3; AUCPR p-value = 2.1x10-6; F1-score p-value = 3.9x10-

7). Finally, for MLP vs Stacked, all scores were significant (precision p-value = 1.1x10-3, 

recall p-value = 1.5x10-3; AUCPR p-value = 3.0x10-3) except for F1-score (p-value = 0.37). 

Note that all methods have been optimized for the F1-score, and the p-values were 

calculated using the two-sided t-test. 
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Figure 3.5. Accelerated missing link discovery through iterative learning. a A high 

correlation between the probability assignment by the hypothesis generator and forward 

experimental validation (226 and 90 validated hypotheses from the first and second 
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iteration, respectively; R2=0.94). b The probability distribution of the positively validated 

hypotheses from the second iteration (i.e., the dark blue bar in Fig. 5a) compared to the 

probability of the same hypotheses from the first iteration (n = 29 positively validated 

second iteration hypotheses). Updating the knowledge graph with the validated 

hypotheses in the first iteration (i.e., light blue and red bars in Fig. 5a) and re-training of 

the hypothesis generator led to the 14-fold probability increase (0.55 vs. 0.04, respectively, 

p-value = 1.1x10-11), which in turn enabled the discovery that would not have been 

possible with only one iteration of hypothesis generation. The box represents the 

interquartile range, the middle line represents the median, the whisker line extends from 

minimum to maximum values, and the diamond represents outliers. The p-value was 

calculated using the two-sided t-test. c, d The precision-recall (PR) and receiver operating 

characteristic (ROC) curves of the generated hypotheses compared against our wet-lab 

validation results. The AUCPR and AUROC of the second iteration hypotheses increased 

by 19.4% and 7.3%, respectively, when compared to the first iteration hypotheses. e We 

predicted and validated 64 CRA hypotheses from iteration 1 and 29 CRA hypotheses 

from iteration 2 for a total of 83 E. coli genes (blue node) that confer resistance (gray 

arrow) to one or more of 15 antibiotics (purple node). Genes with green and red labels 

indicate previously unknown genes that are not associated with antibiotic resistance in E. 

coli (9 genes) or any microbe (6 genes), respectively. The edge thickness is proportional 

to the KIDS predicted probability. 
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Figure 3.6. Mode of action of 6 previously unknown genes discovered to be 

involved in antibiotic resistance*. The proteins of these genes are shown in purple. 

Solid arrows indicate upregulation while blocking bars indicate downregulation. The 

dotted arrows indicate indirect regulation. 

 

*Credit to Navneet Rai, reproduced from “Knowledge integration and decision support for 

accelerated discovery of antibiotic resistance genes”98 with permission. 
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Chapter 4  

 

Integrating knowledge graph structure in language 

models for link prediction 

 

Disclaimer. All the work that is presented in this chapter has been published in 

Proceedings of the 12th Joint Conference on Lexical and Computational Semantics (*SEM 

2023)199. 

 

4.1 Introduction 

While the utilization of traditional statistical machine learning models for hypothesis 

generation in the life sciences has shown promise25,98, the landscape has evolved, 

necessitating a shift towards more advanced and nuanced methodologies. Recognizing 

the intricacies of biological data and the need for more sophisticated approaches, there 

is a growing consensus on the incorporation of state-of-the-art machine learning models 

that integrate natural language processing (NLP) along with knowledge graphs as 

input74,200. These advanced models, armed with the ability to comprehend and analyze 

textual information, can extract valuable insights from the ever-expanding biomedical 

literature. By harnessing the power of NLP, researchers can not only navigate the vast 

sea of unstructured text but also uncover latent relationships and patterns within the 

scientific literature, contributing to a more comprehensive and contextually informed 
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hypothesis generation process. As we delve into the realm of cutting-edge methodologies, 

the integration of NLP into hypothesis generation models emerges as a pivotal step 

forward in ensuring the relevancy and efficacy of computational approaches in the life 

sciences. 

In this work, we propose the Knowledge Graph Language Model (KGLM) (Figure 4.2), a 

simple yet effective language model pre-training approach that learns from both the 

textual and structural information of the knowledge graph. We continue pre-training the 

language model that has already been pre-trained on other large natural language 

corpora using the corpus generated by converting the triplets in the knowledge graphs as 

textual sequences while enforcing the model to better understand the underlying graph 

structure and by adding an additional entity/relation-type embedding layer. Testing our 

model on the WN18RR dataset for the link prediction task shows that our model improved 

the mean rank by 21.2% compared to the previous state-of-the-art method (51 vs. 40.18, 

respectively). All code and instructions on how to reproduce the results are available 

online (https://github.com/ibpa/KGLM). 

 

4.2 Background 

The link prediction (LP) task, one of the commonly researched knowledge graph 

completion tasks, attempts to predict the missing head entity (ℎ) or tail entity (𝑡) of a triplet 

(ℎ, 𝑟, 𝑡) given a KG 𝐺 = (𝐸, 𝑅), where {ℎ, 𝑡}  ∈ 𝐸 is the set of all entities and 𝑟 ∈  𝑅 is the 

set of all relations. Specifically, given a single test positive triplet ( ℎ , 𝑟 , 𝑡 ), its 

https://github.com/ibpa/KGLM
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corresponding link prediction test dataset can be constructed by corrupting either the 

head or the tail entity in the filtered setting67 as 

𝐷𝐿𝑃
(ℎ,𝑟,𝑡)

=

{(ℎ, 𝑟, 𝑡′)|𝑡′ ∈ (𝐸 − {ℎ, 𝑡})⋀(ℎ, 𝑟, 𝑡′) ∉ 𝐷}⋃{(ℎ′, 𝑟, 𝑡)|ℎ′ ∈ (𝐸 −

{ℎ, 𝑡})⋀(ℎ′, 𝑟, 𝑡) ∉ 𝐷}⋃{(ℎ, 𝑟, 𝑡)}, 

Where 𝐷 = 𝐷𝑡𝑟𝑎𝑖𝑛 ∪ 𝐷𝑣𝑎𝑙 ∪ 𝐷𝑡𝑒𝑠𝑡 is the complete dataset. Evaluation of the link prediction 

task is measured with mean rank (MR), mean reciprocal rank (MRR), and hits@N201. MR 

is defined as 

𝑀𝑅 =
∑ 𝑟𝑎𝑛𝑘((ℎ, 𝑟, 𝑡)|𝐷𝐿𝑃

(ℎ,𝑟,𝑡)
)(ℎ,𝑟,𝑡)∈𝐷𝑡𝑒𝑠𝑡

|𝐷𝑡𝑒𝑠𝑡|
 

where 𝑟𝑎𝑛𝑘(∙ | ∙) is the rank of the positive triplet among its corrupted versions and |𝐷𝑡𝑒𝑠𝑡| 

is the number of positive test triplets. MRR is the same as MR except that the reciprocal 

rank 1/𝑟𝑎𝑛𝑘(∙ | ∙) is used. Hits@N is defined as 

ℎ𝑖𝑡𝑠@𝑁 =

∑ {1, 𝑖𝑓 𝑟𝑎𝑛𝑘((ℎ, 𝑟, 𝑡)|𝐷𝐿𝑃
(ℎ,𝑟,𝑡)

) < 𝑁

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(ℎ,𝑟,𝑡)∈𝐷𝑡𝑒𝑠𝑡

|𝐷𝑡𝑒𝑠𝑡|
 

where N ∈ {1,3,10} is commonly reported. Higher MRR and hits@N values are better, 

whereas, for MR, lower values denote higher performance. 

 

4.3 Proposed approach 
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In this work, we propose to continue pre-training, instead of pre-training from scratch, the 

language model RoBERTaLARGE
71 that has already been trained on English-language 

corpora of varying sizes and domains, using both the forward and inverse knowledge 

graph textual sequences (Figure 4.2). Following the convention used in the KG-BERT 

and StAR (see Appendix~\ref{sec:previous_work}), we use a textual representation of a 

given triplet, e.g., (Bill Gates, founderOf, Microsoft) as ‘Bill Gates founder of Microsoft’, to 

generate the pre-training corpus. However, instead of extracting only the forward triplet 

as done in the previous work, we extract both the forward and inverse versions of the 

triplet, e.g., (Jennifer Gates, daughterOf, Bill Gates) and (Bill Gates, daughterOf-1, 

Jennifer Gates), where the -1 notation denotes the inverse direction of the corresponding 

relation. 

To enforce the model to learn the knowledge graph structure, we introduce a new 

embedding layer entity/relation-type embedding (ER-type embedding) in addition to the 

pre-existing token and position embeddings of RoBERTa as shown in Figure 4.2. This 

additional layer aims to embed the tokens in the input sequence with its corresponding 

entity/relation-type, where the set of entities 𝐸  in the knowledge graph can have 𝑡𝐸 

different entity types depending on the schema of the knowledge graph, (e.g., 𝑡𝐸 = 3 for 

person, company, and location in Figure 4.1). Note that many knowledge graphs do not 

specify the entity types, in which case 𝑡𝐸 = 1. For the set of relations 𝑅, there exist tR =

2nR, where 𝑛𝑅 is the number of unique relations in the knowledge graph and the multiplier 

of 2 comes from forward and inverse directions (e.g., 𝑛𝑅 = 10 for the sample knowledge 

graph in Figure 4.1). 
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In this work, we propose three different variations of ER-type embeddings. KGLMBase is 

the simplified version where all entities are assigned a single entity type and relations are 

assigned either forward or inverse relation type regardless of their unique relation types, 

resulting in a total of 3 ER-type embeddings. The KGLMGR is a version with granular 

relation types with tR + 1  ER-type embeddings. The KGLMGER is the most granular 

version where we utilize all tE + tR ER-type embeddings. In other words, all entity types 

as well as all relation types including both directions are considered. 

To be specific, we convert a triplet ( ℎ , 𝑟 , 𝑡 ) to a sequence of tokens 𝑤(ℎ,𝑟,𝑡) =

⟨[𝑠]𝑤𝑎
ℎ𝑤𝑏

𝑟𝑤𝑐
𝑡[/𝑠]: 𝑎 ∈ {1. . |ℎ|}&𝑏 ∈ {1. . |𝑟|}&𝑐 ∈ {1. . |𝑡|}⟩ ∈ ℝ(|ℎ|+|𝑟|+|𝑡|+2) , where [𝑠]and [/

𝑠] are special tokens denoting the beginning and end of the sequence, respectively. The 

input to the RoBERTa model is then constructed by adding the ER-type embedding 𝐭(ℎ,𝑟,𝑡) 

and the 𝐩(ℎ,𝑟,𝑡) position embeddings to the 𝐰(ℎ,𝑟,𝑡) token embeddings, as 

X(ℎ,𝑟,𝑡) = w(ℎ,𝑟,𝑡) + p(ℎ,𝑟,𝑡) + t(ℎ,𝑟,𝑡). 

Unlike the segment embeddings in the KG-BERT and StAR that were used to mark the 

input tokens with either the entity (se ) or relation (sr ), the ER-type embedding now 

replaces its functionality. Finally, we pre-train the model using the masked language 

model (MLM) training objective71. 

For fine-tuning, we extend the idea of how the KG-BERT scores a triplet to take advantage 

of the ER-type embeddings learned in our pre-training stage. For a given target triplet, we 

calculate the weighted average score of both directions as 

𝑠𝑐𝑜𝑟𝑒𝐾𝐺𝐿𝑀(ℎ, 𝑟, 𝑡) = 𝛼𝑆𝑒𝑞𝐶𝑙𝑠(𝑿(ℎ,𝑟,𝑡)) + (1 − 𝛼)𝑆𝑒𝑞𝐶𝑙𝑠(𝑿(𝑡,𝑟−1,ℎ)), 
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where 𝑆𝑒𝑞𝐶𝑙𝑠(∙) is a RoBERTa model transformer with a sequence classification head on 

top of the pooled output (last layer hidden-state of the [CLS] token followed by dense layer 

and  𝑡𝑎𝑛ℎ activation function), (t, r−1, h) denotes the inverse version of (h, r, t), and 0 ≤

α ≤ 1 denotes the weight used for balancing the scores from forward and inverse scores. 

For example, α =  1.0 considers only the forward direction score. 

 

4.4 Experiments and results 

4.4.1 Datasets 

We tested our proposed method on three benchmark datasets WN18RR, FB15k-237, and 

UMLS as shown in Table 4.1. WN18RR202 is derived from WordNet203, a large English 

lexical database of semantic relationships between words, FB15k-237204 is extracted from 

Freebase22, a large community-drive KG of general facts about the world, and UMLS 

contains biomedical relationships. WN18RR and FB15k-237 are subsets of WN1867 and 

FB15k67, respectively, where the inverse relation test leakage problem, i.e. the problem 

of inverted test triplets appearing in the training set, has been corrected. 

4.4.2 Settings 

We used RoBERTaLARGE
71, a BERTLARGE-based architecture with 24 layers, 1024 hidden 

size, 16 self-attention heads, and 355M parameters, for the pre-trained language model 

as it has been shown in a previous study to perform better than BERT (hits@1 0.243 vs. 

0.222 and MR 51 vs. 99, link prediction on WN18RR)74. For pre-training, we used learning 

rate = 5e-05, batch size = 32, epoch = 20 (WN18RR), 10 (FB15k-237), and 1,000 (UMLS), 
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and AdamW optimizer205. For fine-tuning training data, we sampled 10 negative triplets 

for a positive triplet by corrupting both the head and tail entity 5 times each. We used the 

validation set to find the optimal learning rates = {1e − 06, 5e − 07}, batch size = {16, 32}, 

epochs = {1, 2, 3, 4, 5} for WN18RR and FB15k-237 and 25,50,75,100 for UMLS, and α 

from 0.0 to 1.0 with an increment of 0.1. For all experiments, we set α = 0.5 based on the 

WN18RR validation set performance. Both pre-training and fine-tuning were performed 

on 3 × Nvidia Quadro RTX 6000 GPUs in a distributed manner using the 16-bit mixed 

precision and DeepSpeed206,207 library in the stage-2 setting. We used the Transformers 

library208. 

4.4.3 Link prediction results 

The hypothesis behind the KGLM was that learning the ER-type embedding layers in the 

pre-training stage using the corpus generated by the knowledge graph, followed by fine-

tuning has the best performance. To test our hypothesis, we broke down the hypothesis 

into two separate claims. For the first claim, we only continued pre-training 

RoBERTaLARGE followed by fine-tuning without the ER-type embeddings. This test 

removes the contribution from the ER-type embeddings and solely tests the performance 

gained by further pre-training the model with the knowledge graph as input. Table 4.3 

shows that claim 1 falls behind the KGLMGR in all metrics except for hits @1 (0.331 vs. 

0.330, respectively). For the second claim, we did not continue pre-training and instead 

used the RoBERTaLARGE pre-trained weights as-is. We then learned the ER-type 

embeddings in the fine-tuning stage. This test shows if the ER-type embeddings can be 

learned only during the fine-tuning stage. Table 4.3 shows that KGLMGR outperforms all 
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of the metrics obtained using the second claim. This result shows that the combination of 

these two claims works in a non-linear fashion to maximize performance. 

The results of performing link prediction on the benchmark datasets are shown in Table 

4.2. Compared to StAR, which had the best performance on MR and hits@10 on 

WN18RR, KGLMGR outperformed all the metrics with 21.2% improved MR (40.18 vs. 51, 

respectively) and 4.5% increased hits@10 (0.709 vs. 0.741, respectively). Although still 

inferior compared to the graph embedding approaches, KGLMGR has 35.8% improved 

hits@1 compared to the best language model-based approach StAR (0.243 vs. 0.330, 

respectively). Across all model types, KGLMGR has the best performance on all metrics 

for WN18RR except for hits@1. Although we did not observe any improvement compared 

to StAR for the FB15k-237 dataset, we had the best performance on all metrics for UMLS 

with 21.2% improved MR than ComplEx (1.19 vs. 1.51, respectively). KGLMGR 

outperformed KGLMBase in all metrics. 

 

4.5 Conclusion 

In this work, we presented KGLM, which introduces a new entity/relation (ER)-type 

embedding layer for learning the structure of the knowledge graph. Compared to the 

previous language model-based methods that only fine-tune for a given task, we found 

that learning the ER-type embeddings in the pre-training stage followed by fine-tuning 

resulted in better performance. In future work, we plan to further test the version of KGLM 

that takes into account entity types, KGLMGER, on domain-specific knowledge graphs like 

KIDS98 with entity types in their schema.  
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Figure 4.1. Sample knowledge graph with 6 triplets. The graph contains three unique 

entity types (circle for person, triangle for company, and square for location) and 5 unique 

relation types, or 10 if considering both the forward and inverse relations. The task of the 

knowledge graph completion is to complete the missing links in the graph, e.g., (Bill Gates, 

bornIn?, Washington) using the existing knowledge graph. 
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Figure 4.2. The proposed pre-training approach of the KGLM. First, both the forward 

and inverse triplets are extracted from the knowledge graph to serve as the pre-training 

corpus. We then continue pre-training the language model, RoBERTa in our case, using 

the masked language model training objective, with an additional entity/relation-type 

embedding layer. The entity/relation-type embedding scheme shown here corresponds 

to the KGLMGER, the most fine-grained version where both the entity and relation types 

are considered unique. Note that the inverse relation denoted by -1 is different from its 

forward counterpart. For demonstration purposes, we assume all entities and relations to 

have a single token. 
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Table 4.1. Statistics of the benchmark knowledge graphs used for link prediction. 

 Dataset # ent # rel # train # val # test 

WN18RR 40,943 11 86,835 3,034 3,134 
FB15k-237 14,951 237 272,115 17,535 20,466 
 UMLS 135 46 5,216 652 661 
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Table 4.2. Link prediction results on the benchmark datasets WN18RR, FB15k-237, 

and UMLS. Bold numbers denote the best performance for a given metric and class of 

models. Underlined numbers denote the best performance for a given metric regardless 

of the model type. Note that we do not report KGLMGER performance since the tested 

datasets do not specify entity types in their schema. 

  

 
 Method Hits @1 Hits @3 Hits @10 MR MRR Hits @1 Hits @3 Hits @10 MR MRR Hits@10 MR 
Model type: Not based on language models 

TransE .043 .441 .532 2300 .243 .198 .376 .441 323 .279 .989 1.84 
TransH .053 .463 .540 2126 .279 .306 .450 .613 219 .320 - - 

DistMult .412 .470 .504 7000 .444 .199 .301 .446 512 .281 .846 5.52 
ComplEx .409 .469 .530 7882 .449 .194 .297 .450 546 .278 .967 2.59 
ConvE .390 .430 .480 5277 .46 .239 .350 .491 246 .316 .990 1.51 
RotatE .428 .492 .571 3340 .476 .241 .375 .533 177 .338 - - 
GAAT .424 .525 .604 1270 .467 .512 .572 .650 187 .547 - - 

LineaRE .453 .509 .578 1644 .495 .264 .391 .545 155 .357 - - 
QuatDE .438 .509 .586 1977 .489 .268 .400 .563 90 .365 - - 

Model type: Based on language models 

KG-BERT .041 .302 .524 97 .216 - - .420 153 - .990 1.47 
StAR .243 .491 .709 51 .401 .205 .322 .482 117 .296 .991 1.49 

KGLMBase .305 .518 .730 47.97 .445 - - - - - - - 
KGLMGR .330 .538 .741 40.18 .467 .200 .314 .468 125.9 .289 .995 1.19 
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Table 4.3. Breakdown of the original hypothesis and their results on WN18RR. For 

claim 1, we continued to pre-train RoBERTaLARGE using the knowledge graph without the 

ER-type embeddings. Note that we did not also use the ER-type embeddings layer in the 

fine-tuning stage. For claim 2, we learned the ER-type embeddings in the fine-tuning 

stage only without any further pre-training. 

  

 
Model Continue pre-training Pre-train Fine-tune Hits @1 Hits @3 Hits @10 MR MRR 

Claim 1  o x x 0.331 0.529 0.728 53.5 0.462 
Claim 2  x - o 0.322 0.489 0.672 66.4 0.439 

KGLMGR  o o o 0.330 0.538 0.741 40.18 0.467 
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Chapter 5  

 

Automated knowledge extraction of food and 

chemicals from the literature 

 

Disclaimer. All the work that is presented in this chapter is currently under review in 

Science Advances. 

 

5.1 Introduction 

As we navigate the evolving landscape of knowledge representation and hypothesis 

generation in the life sciences, it becomes evident that addressing the challenges of data 

curation and reproducibility is paramount for fostering a more robust scientific foundation. 

The integration of advanced machine learning models, particularly those incorporating 

natural language processing, marks a significant leap forward in accelerating knowledge 

discovery. However, the intricacies of data curation persist, prompting us to explore novel 

approaches. In the following chapter, we shift our focus to the realm of chemical food 

composition, where the need for precise and reliable data is equally crucial. Here, we 

delve into the complexities of characterizing the chemical makeup of food, exploring how 

advancements in computational methodologies can revolutionize the understanding and 

representation of nutritional information. By bridging the gaps in data curation and 

reproducibility, we aim to contribute to a more comprehensive and reliable foundation for 
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scientific inquiry, particularly in the context of understanding the chemical composition of 

the foods we consume. 

Mapping the chemical composition of food and ingredients is essential for unlocking their 

potential and informing decisions. From creating healthier and tastier food products209,210 

to enriching food with the right compounds211,212 or building personalized diets213–215, 

understanding what is in each ingredient and at what concentration is paramount. Food 

composition at the molecular level is usually found in food composition tables like the 

USDA’s FoodData Central (FDC)216 or the ANSES-CIQUAL database217. This enables 

several stakeholder groups, from researchers to policymakers, to assess the nutrition 

quality of various foods and their regulatory status and to use them in the respective 

industries218. However, despite the established importance of the food composition 

information, most of the food-chemical information that is present in the scientific literature 

is not captured in the structured databases209. For instance, the total size of food 

composition space is estimated at tens of thousands of chemicals219, while FDC and 

ANSES-CIQUAL focus on only 500 compounds. To expand the coverage of chemicals in 

foods, several initiatives attempt to capture food composition from scientific literature, 

such as FooDB220 (797 foods and 15,750 detected chemicals) and DietRx221 (2,222 foods 

and 6,992 chemicals), which further aggregate data from several other databases like 

FDC216, KNApSAcK222, Dr. Duke’s Phytochemical and Ethnobotanical Databases223, 

Phenol-Explorer37,224,225, and PhytoHub226. However, existing databases require 

laborious annotation effort from experts or lack consistent quality control as the majority 

of their food-chemical composition information is not linked to evidence that allows 

reproducible results. For example, less than 1% of associations in FooDB, one of the 



66 
 

most notable DBs in this space, have literature citations to support them (Appendix 

A.3.1.1). 

In this work, we present the Lit2KG framework (Figure 5.1a) that extracts information 

from scientific literature using a large language model in an AL setting to construct a large-

scale KG. The entailment model of the Lit2KG framework uses a premise from the 

scientific literature to extract and predict multiple hypotheses with high performance (F1 

score of 83%), with the predicted probabilities being highly correlated to the ground-truth 

annotations (R2 = 0.94). We also tested four different AL strategies and found that 

selecting samples that maximize the likelihood leads to discovering new knowledge 38.2% 

faster than the baseline. Applying graph-embedding link prediction models for graph 

completion followed by validation through literature search revealed 355 missed food-

chemical composition associations that were further verified manually and 11 additional 

associations that were novel, 6 of which we have found strong evidence to support them. 

The resulting knowledge graph contains 285,077 triplets of three entity types (food, part, 

chemical) and four relation types (contains, has part, is a, has child) on three evidence 

quality levels (high, medium, low) with 4,318 of them evaluated by human experts (Figure 

5.1b). 

 

5.2 Methods 

5.2.1 Premise-hypothesis pair generation. 
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We collected a total of 1,959 raw and non-processed food names that have a known 

National Center for Biotechnology Information (NCBI) Taxonomy ID227 from multiple food 

databases. We then used the LitSense API228, which is a search system for biomedical 

literature at the sentence level provided by the NCBI, to query for the search keyword 

“{food name} contains” (Appendix A.3.2.1). The LitSense API returns sentence-level text 

snippets from the PubMed abstracts and the PMC open-access full-text articles, as well 

as the named entity recognition (NER) service for species and chemical entities, along 

with their corresponding NCBI Taxonomy IDs and MeSH IDs, respectively. We further 

processed these text snippets by discarding non-food entities and tagging the part entities 

(e.g., leaf and root) using our manually generated lookup table consisting of 70 food parts. 

For each LitSense-returned sentence 𝑠𝑖 ∈ 𝑆, which we refer to as a premise in our work, 

there exist three sets of named entities 𝐹𝑖 , 𝑃𝑖 , and 𝐶𝑖  for food, parts, and chemicals, 

respectively, where 𝑃𝑖 can be an empty set as not all sentences have parts in them. We 

then generated a set of hypotheses 𝐻𝑖 for each premise 𝑠𝑖 by taking the cartesian product 

of the entity sets 𝐹𝑖, 𝑃𝑖, and 𝐶𝑖 as 

𝐻𝑖 = {𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒(𝑓, 𝑝, 𝑐)∀(𝑓, 𝑝, 𝑐) ∈ 𝐹𝑖 × 𝑃𝑖 × 𝐶𝑖} ∪ {𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒(𝑓, 𝑐)∀(𝑓, 𝑐) ∈ 𝐹𝑖 × 𝐶𝑖}, 

where 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒(⋅) is the hypothesis template that generates a triplet of type ({food} {part}, 

contains, {chemical}) or ({food}, contains, {chemical}), respectively. We refer to these 

pairs of premise and the extracted hypotheses as premise-hypotheses (PH) pairs in our 

work (see Supplementary Figure 21). 

5.2.2 Premise-hypothesis pair annotation. 
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We annotated the PH pairs to generate a dataset for training, validating, and testing the 

entailment model using the AL strategy (described in the following sections). During the 

annotation process, a given PH pair was assigned one of three possible classes entails, 

does not entail, and skip. More specifically, entails was assigned if the premise supported 

the underlying relationship used to construct the hypothesis, and does not entail was 

assigned if there was insufficient evidence in the premise to support the hypothesis. Note 

that the hypothesis from a PH pair marked as does not entail is not necessarily a negative, 

as another premise may support the hypothesis. Finally, skip was assigned if the premise 

the LitSense API returned was not formatted correctly or if the NER tagging by LitSense 

API was wrong (Appendix A.3.2.2). To ensure the annotation was of high quality, two 

experts annotated each PH pair independently, and only the PH pairs that had agreed 

annotation results by the two experts were kept. We randomly split the data into training, 

validation, and test sets with approximate ratios of 70%, 15%, and 15%. To avoid data 

leakage, we ensured that the three datasets did not share the same premises or 

hypotheses during the splitting. In the end, we had a training set with 4,120 PH pairs 

(1,899 entails, 2,221 does not entail), a validation set with 825 PH pairs (295 entails, 530 

does not entail), and a test set with 840 PH pairs (312 entails, 528 does not entail). 

5.2.3 Entailment model. 

We trained the entailment model to predict whether the premise logically would entail the 

hypotheses. To this end, we used the BioBERT229 over other language models230–232 

(Appendix A.3.2.3), as it was pre-trained on the same corpus as where the premises 

were extracted from(PubMed abstracts and PMC full-text articles) and have 



69 
 

demonstrated improved performance on biomedical benchmarks229. We then fine-tuned 

the BioBERT entailment model by utilizing the binary classification schema, where the 

input sequence was formatted by concatenating the premise and hypothesis with the 

[SEP] token in between, and the model predicted if the given PH pair entails or does not 

entail. We used the held-out validation set to optimize the hyperparameters, where the 

tunable hyperparameters were learning rate = {2x10-5, 5x10-5}, epochs = {3, 4}, and batch 

size = {16, 32}. The hyperparameter set with the best held-out validation precision was 

selected, and the performance of each round was reported using the held-out test set. 

Note that we trained a production entailment model using all the labeled data (i.e., training, 

validation, and test sets) (Appendix A.3.2.3). 

5.2.4 Active learning strategy. 

In this work, we tested four active learning (AL) strategies, maximum likelihood, maximum 

entropy, stratified, and random. We simulated the AL strategy by splitting the training pool 

with 4,120 PH pairs into ten rounds r = {1, 2, ..., 10}, with 412 new PH pairs selected in 

each round and appended to the existing training data by the respective strategy. In other 

words, at round r, we trained the entailment model mr using 412 x (r – 1) training PH pairs 

plus 412 new PH pairs selected from the remaining 412 x (10 – r + 1) PH pairs. We call 

this training and evaluation process a run, and we repeated 100 runs for each AL strategy 

to test the statistical significance. The stratified strategy first ranked the remaining PH 

pairs from high to low probability and split them into ten equally sized bins, randomly 

drawing the same number of samples from each bin. The maximum likelihood strategy 

chose the top 412 positive samples based on their probability score. The maximum 
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entropy sampling strategy first computed the uncertainty for each PH pair as min(1 – p, 

p), where p is the probability of the given PH pair predicted by the entail model. All PH 

pairs were then ranked using the uncertainty value from high to low, and the top 412 

uncertain PH pairs were selected. Finally, the random sampling strategy chose 412 PH 

pairs randomly. Note that for the first round, all four AL strategies randomly selected the 

first round of PH pairs to train on, and for the last round, all four AL strategies were trained 

on a whole training pool of 4,120 PH pairs regardless of the sampling strategy taken. 

More detailed information can be found in Appendix A.3.2.3.3, and a visual illustration of 

the sampling strategies is in Supplementary Figure 22. 

5.2.5 Knowledge graph generation. 

The FoodAtlas Knowledge Graph 𝐹𝐴𝐾𝐺 = (𝐸, 𝑅) encodes information using a bag of 

triplets (ℎ, 𝑟, 𝑡), where {ℎ, 𝑡} ∈ 𝐸 is the set of all entities (ℎ for the head entity and 𝑡 for the 

tail entity) and 𝑟 ∈ 𝑅 is the set of all relation. Each triplet in the KG can have one or more 

sources and qualities. In this work, we define three qualities high, medium, and low for a 

triplet. The high-quality triplets have been validated by the FoodAtlas team and have 

PMID and/or PMCID. The medium-quality triplets are not validated by the FoodAtlas team 

but have PMID and/or PMCID. Taxonomy and ontology also are medium-quality triplets. 

The low-quality triplets are not validated by the FoodAtlas team and do not have PMID or 

PMCID. Please refer to Appendix A.3.3 for the details of the FAKG design including the 

entity and relation types. 

The first source of information was from the PH pair annotation process, where two 

relation types, contains and has part, exist. The triplets with the contains relation type 
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were from the positive annotated PH pairs, whereas the triplets with the has part relation 

type were automatically extracted from the contains triplets. For example, a triplet 

(coconut, has part, coconut seed) was extracted from the triplet (coconut seed, contains, 

lauric acid). All triplets from this source were high-quality. The second source was the 

entailment model predictions, also with the contains and has part relation types. However, 

these were not annotated and thus were assigned a medium-quality. The third source 

was the enrichment through the NCBI Taxonomy and MeSH tree ontology. The NCBI 

Taxonomy, which contains medium-quality triplets with the has child relation type, 

encodes the hierarchical structure of the taxonomic lineage (Cocos (genus), has child, 

Cocos nucifera (species)). The MeSH tree, which contains medium-quality triplets with 

the is a relation type, encodes the ontological relationship of the chemical entities. We 

also included the triplets extracted from the external databases (Frida233, FDC, and 

Phenol-Explorer) with either medium- or low-quality triplets with the contains relation type. 

Finally, we also included the link prediction results (triplets with the contains relation type) 

as low-quality. 

5.2.6 Link prediction. 

Link prediction is a widely studied field that refers to the task of predicting missing 

relationships or links between entities in a graph, (food, contains, chemical) triplet type in 

our case,  and contributes to the enhancement and enrichment of knowledge graphs234. 

Using the Python library PyKEEN235, we trained a set of benchmark link prediction models 

TransE236, ER-MLP237, DistMult238, TransD239, ComplEx240, and RotatE69 on different 

versions of the FAKG (Figure 5.5a,b), performed hyperparameter optimization on the 
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held-out validation set using mean rank (MR), and reported the results on the held-out 

test set (Appendix A.3.2.4). The link prediction models were also calibrated using 

isotonic regression to provide an interpretable probability score. Link prediction models 

are commonly evaluated using rank-based metrics like mean rank (MR), mean reciprocal 

rank (MRR), hits@1, hits@3, and hits@10241. However, our end goal was to generate 

hypotheses that were either true or false, and therefore, we decided to also evaluate using 

standard binary classification metrics like confusion matrix, precision, and recall. To this 

end, we randomly sampled two negatives for each positive triplet in the validation and 

test set by corrupting the head and tail entity once, which resulted in a validation set with 

1,335 triplets (445 positives and 890 negatives) and a test set with 1,341 triplets (447 

positives and 894 negatives). Due to the nature of the graph-embedding models that 

cannot make predictions on test triplets with an entity that is never seen during the training, 

we report our binary classification metrics in a stricter unfiltered setting, where the test 

triplets that would be dropped in the filtered setting are kept and assigned a default 

majority label 0. 

5.2.7 Link prediction literature validation. 

To validate the link prediction-generated food-chemical triplets, we searched the following 

four sources sequentially: PubChem taxonomy242, Bing Chat, Google Scholar, and 

Google. Specifically, for a given food-chemical pair, we first checked if the Taxonomy 

section of PubChem entry for the chemical of interest lists the scientific name of the food 

and has a reference. If not, we then asked Bing Chat, a search engine based on a large 

language model, to find the reference (Supplementary Figure 23). Next, we searched 
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Google Scholar using a set of pre-defined search queries (Appendix A.3.1.8.2). If the 

initial Google Scholar search did not return a positive relationship within the first three 

pages (30 papers, 10 papers per page), we repeated the process with the synonyms of 

the entities. Finally, we searched the first 30 contents of Google using the same search 

method as Google Scholar. A complete procedure for the link prediction validation can be 

found in Appendix A.3.1.8. 

 

5.3 Results 

5.3.1 The FoodAtlas Knowledge Graph contains a wide spectrum of food-chemical 

composition information. 

We utilized the Lit2KG framework (Figure 5.1a) to extract the food-chemical composition 

information from the PubMed abstracts and open-access articles using raw food 

ingredients as queries (see Methods). From this search, we generated 3,596,755 

premise-hypotheses (PH) pairs where the hypotheses are (food, contains, chemical) or 

(food part, contains, chemical) triplets. We then used BioBERT229, a biomedical language 

representation model for triplet binary classification that we fine-tuned with 4,318 

manually curated positive triplets in an active learning setting. This resulted in 230,504 

additional positive triplets, for a total of 234,822 unique positive triplets. In addition, we 

curated and added the food-chemical composition information based on quality criteria 

from three external databases (8,375 triplets from Frida233, 1,055 triplets from Phenol-

Explorer37, and 529 triplets from FDC216), taxonomical information of the foods using the 

NCBI Taxonomy (1,526 triplets), and ontological information of the chemicals using the 
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MeSH tree (43,691 triplets) (Figure 5.2d). Applying link prediction on the knowledge 

graph generated an additional 9,756 triplets of food and chemical pairs, 355 of them 

manually validated as positives. The final FoodAtlas knowledge graph (FAKG, Figure 

5.1b) contains 536 food entities, 4,608 food parts, 15,462 chemical entities, and 285,077 

unique triplets about food-chemical composition with four different relation types and 

three different entity types (Figure 5.2a-g). 

In terms of triplet quality, FAKG has 4,318 (1.5%) high-quality (i.e., validated by two 

experts), 264,455 (92.8%) medium-quality (i.e., with at least one reference, but not 

manually validated), and 16,304 low-quality (5.7%) triplets (i.e., no references, see 

Methods and Figure 5.2b). From those, 4,318, 226,437, and 9,756, respectively, have 

been uniquely captured by our Lit2KG pipeline and the link prediction analysis (Appendix 

A.3.1.3 and Figure 5.2b,c). The top five foods whose chemical composition is most well 

documented in the knowledge graph are soybean (Glycine max), maize (Zea mays), rice 

(Oryza sativa), cucumber (Cucumis sativus), followed by tomato (Solanum lycopersicum) 

(Supplementary Figure 24). 

5.3.2 FoodAtlas discovers complementary information to benchmark datasets. 

To test how good the coverage of the food-chemical composition triplets from the Lit2KG 

pipeline is, we compared them with FoodMine243, a database that contains a manually 

curated chemical composition of two selected foods, cocoa (592 chemicals) and garlic 

(289 chemicals). Although there were initially 1,289 cocoa and 1,376 garlic chemicals in 

FAKG, we adopted the same method used by FoodMine to make chemicals in the two 

sources comparable and created an additional chemical identifier, specifically for 
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matching FoodMine chemicals with those in FAKG (Appendix A.3.1.4). After this 

processing step, the FAKG has 379 cocoa and 406 garlic chemicals, whereas FoodMine 

has 301 and 176, respectively. Out of 575 chemicals for cocoa, 274 (47.7%) chemicals 

were found in FAKG but not in FoodMine, 105 (18.3%) chemicals were common between 

the two, and 196 (34.1%) chemicals were not found in FoodAtlas (Figure 5.3a). For garlic, 

FoodAtlas was able to capture 51.1% (90 out of 176) of FoodMine chemicals, while 316 

chemicals were unique to FAKG (Figure 5.3a b; see Supplementary Figure 25 for a 

similar comparison with FooDB). 

5.3.3 Maximum likelihood active learning strategy discovers knowledge 38% 

faster than without. 

We fine-tuned the BioBERT-based entailment models based on four different AL 

strategies over ten rounds (see Methods; Supplementary Figure 26). Although all four 

AL strategies eventually discovered the same set of 1,899 positives among the 4,120 PH 

pairs in the training pool at the final round (r = 10), the maximum likelihood strategy 

identified the positives in training set by 38.2% ± 27.3% faster than the active learning 

baseline of choosing random pairs, followed by the maximum entropy (10.7% ± 6.6%) 

and stratified learning (9.3% ± 5.3%; Figure 5.4a,b and Appendix A.3.1.5). 

Concomitantly, we observed lower performance for the entailment models trained using 

the maximum likelihood strategy than the others on all metrics for rounds 2 through 4 

(adjusted p-value < 3.6 × 10-2). This was due to data imbalance, as the maximum 

likelihood strategy samples PH pairs that were highly probable, and thus its entailment 

models were trained on an unbalanced training set where on average, 74.9% of the 
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training data for rounds 2 through 4 was positive compared to 53.6%, 52.2%, and 46.1% 

for maximum entropy, stratified, and random, respectively, (Supplementary Figure 27). 

For the final entailment models, AUCPR = 0.90 and AUROC = 0.94, where the baselines 

were 0.37 and 0.50, respectively (Figure 5.4d,e and Supplementary Table 14). The 

model PH prediction probability was well-calibrated and highly correlated with the actual 

ground truth statistics after manual validation (R2 = 0.94, Figure 5.4c). For instance, 

88.6% out of all triplets with a probability ≥ 0.9 were positives, whereas only 3.9% with a 

probability < 0.1 were positives (Supplementary Figure 28). 

5.3.4 Sources of error and impact of large language model general knowledge. 

Not surprisingly, the entailment model predicted best on straightforward, simple sentence 

structure, while its performance deteriorated when domain expertise was needed or 

premises were hypotheses posed by the authors as shown in index 5-8 of Table 5.1 (see 

Appendix A.3.1.6). Variance across bootstrapped models was maximized with 

uncertainty: predictions with 40% to 60% probability had a standard deviation of 0.31 vs. 

0.04 for predictions with less than 10% or more than 90% probability (p-value = 2.2 x 10-

177). Furthermore, analyzing the entailment model prediction results based on which 

section of the literature the premise was taken from (e.g., introduction, methods, etc.) 

revealed higher precision in certain sections. Unexpectedly, hypotheses stemming from 

the introduction and methods sections were associated with high precision (0.91 and 

0.89, respectively) when compared to sections like abstract, title, and conclusion (0.77, 

0.75, and 0.74, respectively; p-value: 9.7 x 10-76) (see Appendix A.3.1.7 and 

Supplementary Table 15). 
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5.3.5 Link prediction, GPT model, and the impact of ontologies in performance. 

We trained a set of link prediction models for the contains relation between previously 

unknown food-chemical pairs (Figure 5.5a). The best performance was from TransD 

trained on the FAA,R (TransD-FAA,R) with an overall best performance (precision: 79.3%, 

recall: 75.4%, and F1: 77.2%) (Figure 5.5b). However, as these models cannot classify 

triplets with entities not seen during the training phase, we used the next best model, 

RotatE-FAA,E,R,P80 that has this capacity (precision: 76.8%, recall: 70.6%, and F1: 73.5%; 

Figure 5.5c). Interestingly, the inclusion of ontological information (Enrichment in Figure 

5.5b), increases the F1 score by 22.2% (63.2% of FAA vs. 77.2% of FAA,R; p-value = 

2.4x10-5). Moreover, RotatE-FAA,E,R,P80 is highly calibrated with R2 = 0.99 (Figure 5.5d) 

and has an AUCPR of 0.82 (baseline 0.33) and AUROC of 0.88 (baseline 0.5) (Figure 

5.5e,f). All link prediction models performed better than the generalized GPT-3.5 model 

(text-davinci-003), which was not fine-tuned using the KG (precision: 64.8%, recall: 31.8%, 

and F1: 42.7%) (Appendix A.3.2.4). 

5.3.6 Link prediction reveals previously unknown food-chemical relationships. 

The final FAKG contains 536 food entities (excluding food part entities) and 15,462 

chemical entities, which translates to 8,287,632 possible food-chemical pairs. Only 1.72% 

(142,253 triplets) of these food-chemical pairs are connected via the contains relation, 

with the rest, 98.28% (8,145,379 triplets), being unknown. We, therefore, used RotatE to 

assign probability scores to these unknown pairs (Figure 5.6a), among which 9,756 pairs 

(0.1%) were assigned a positive prediction label (see Methods). Validating 443 sampled 

hypotheses from these pairs through an extensive literature search (Figure 5.6b and 
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Appendix A.3.1.8) revealed 355 positive contains triplets between 203 foods and 153 

chemicals (Figure 5.6c), while 11 triplets remained yet unknown with no direct evidence 

(Supplementary Table 16). 

A closer look at the 355 triplets demonstrated the importance of link prediction for 

knowledge graph completion. Linolenic acid, which is an essential omega-3 fatty acid that 

must be obtained through the diet and helps reduce inflammation244, lower blood 

pressure245, and improve cholesterol levels245, was validated to be found in 14 different 

foods (Figure 5.6c). The link prediction also discovered evident relationships such as the 

iodide ion, which is an essential trace element for vertebrates, and manganese(2+), which 

is a cofactor for many enzymes involved in metabolism246, including those that are 

important for bone development247 and antioxidant defense248, each with relationship to 

10 different foods (Figure 5.6c). When it comes to foods, we identified five foods, Lota 

lota (NCBI:txid69944), Brassica oleracea var. italica (NCBI:txid36774), Lupinus albus 

(NCBI:txid3870), Panax ginseng (NCBI:txid4054), Musa x paradisiaca (NCBI:txid89151), 

that have largest number of positively validated positives to 5 chemicals each (Figure 

5.6c). 

5.3.7 AI-driven discovery of six food-chemical relationships. 

We performed additional analysis for the 11 potential novel food-chemical candidates not 

reported in the literature (Supplementary Table 16) and found strong evidence that 

supports the relationships for 6 of them (Figure 5.6d). For the pairs (chickpea, triglyceride) 

and (Atlantic cod, beta-carotene), metabolic pathway analysis identified homologous 

enzymes directly associated with the synthesis or metabolism of chemicals in their 
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respective foods (Appendix A.3.1.8). For example, the enzyme 

phospholipid:diacylglycerol acyltransferase (PDAT), which produces triglyceride in genus 

Arabidopsis249, had the best hit for an enzyme PDAT 1-like in chickpea with 78.5% 

sequence similarity, while the enzyme beta-carotene-15,15'-dioxygenase, which 

metabolizes beta-carotene in human250, had 58.5% sequence similarity with beta,beta-

carotene 15,15'-dioxygenase-like in the Atlantic cod. Similarly, for (dudaim melon, 

matairesinol), we found an enzyme secoisolariciresinol dehydrogenase for the 

biosynthesis of matairesinol in genetically close species Cucumis melo and varietas 

Cucumis melo var. makuwa251, as we did not have the Cucumis melo var. dudaim genome 

to run a direct search. For the (bearded tooth, lumisterol) pair, we found the existence of 

ergosterol in bearded tooth252 that converts to lumisterol under UV irradiation253, whereas, 

for the (cumin, sodium caffeate) pair, we found caffeic acid present in cumin254, which 

reacts with sodium in plants through neutralization of acid to generate sodium caffeate. 

Finally, phenol was identified in Cinnamomum zeylanicum, which shares the same genus 

Cinnamomum as our target food, Chinese cinnamon (Cinnamomum aromaticum)255. 

 

5.4 Discussion 

In this work, we created an automated framework to extract information from literature 

and create domain-specific knowledgebase graphs. Applying to food and chemical 

relationships created the first AI-driven resource in the field, summarizing findings through 

285,077 triplets, with 106,082 (2,091 high-, 94,095 medium-, and 9,896 low-quality) of 

those associations (46.0%) never been reported before in published databases 
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(Appendix A.3.1.9). While 98.2% of triplets from the Lit2KG pipeline were labeled as 

either medium or low quality (Figure 5.2b), our results indicate high performance for both 

the entailment model (medium-quality triplets; precision of 0.82) and the link prediction 

model (low-quality triplets; precision of 0.77). Additionally, both models exhibit strong 

calibration (R2 of 0.94 and 0.99, respectively); that is, the model's predicted probabilities 

accurately reflect the likelihood of outcomes, providing reliability, interpretability, and 

better decision support. Surprisingly, in many cases, there are no indexed references 

associated with the reported entries and unique standardized IDs for the foods and 

compounds, which made reproducibility and provenance very difficult (Appendix A.3.3.3 

and Supplementary Table 19). FoodAtlas, by design, addresses this challenge by 

associating one or more references to each association. 

Similarly, we are surprised that most of the associations that we have mined from the 

literature are not part of the existing databases, which argues that there is a plethora of 

information to be identified, validated, and integrated into tools like FoodAtlas. This, in 

turn, will be a boon for data-driven tools and pipelines for various applications, compound 

and source identification, product formulations, and other R&D operations that currently 

are serendipitous, error-prone, and time-consuming. Concomitantly, the food-chemical 

composition knowledge coverage of what is currently in various databases varies (22% 

of Frida, 35% of Phenol-Explorer, 61% of FDC, and 49% of FoodMine). There are two 

main reasons behind it. First, limitations to the NLP LitSense algorithms used by 

FoodAtlas may limit synonyms and exhaustive tagging of the various entities, co-

occurrence of entities in windows that are further away in the text body, and information 

that is in tables, figures, or supplementary files256. Second, the lack of references that are 
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indexed and unique IDs for either foods or chemicals may introduce false positives. 

Further experimental validation of findings, such as the 11 novel associations with indirect 

evidence proposed by our link prediction pipeline, will help in accelerating the discovery 

and achieving completeness of the domain knowledge. 

Large language models worked well in the entailment model but not for link prediction. 

We tested state-of-the-art language models like KG-BERT257 and KGLM199 that have 

better MR metrics compared to the graph-embedding models and are generalizable to 

unseen entities or relations258. For example, we obtained an MR of 191 on the validation 

set by fine-tuning the KG-BERT architecture with the BioBERT as a pre-trained backbone 

instead of the BERT, which is a significant improvement over the RotatE MR of 1,139. 

However, those models were not used as other metrics were significantly worse than 

simpler algorithms like RotatE (MRR: 0.12, hits@1: 0.08, hits@3: 0.11, and hits@10: 

0.18), and training/inference time was much longer, making it infeasible to perform proper 

hyperparameter optimization over our large-scale FAKG. In addition, while the GPT-3.5 

performance was impressive even without refinement on domain-specific data, it was not 

on par with the FoodAtlas pipeline, and the lack of source reference IDs defeats the 

purpose of one of the main pillars behind FoodAtlas: providing high-quality, trustworthy 

information with evidence provenance. 

We identified a conflicting food-chemical relationship from the link prediction generated 

hypotheses. In some cases, this supports FoodAtlas's potential to challenge established 

knowledge and emphasizes the necessity of experimental checking of the solid, 

established data. For instance, the established absence of beta-carotene synthesis in 
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Atlantic Cod (FDC food 171955) contrasts with a high probability score (0.84 ± 0.09) of 

the hypothesis (Atlantic Cod, contains, beta-carotene). We sought to reconcile this 

through literature validation, noting that while unused genes often degrade over time due 

to natural selection259, the Atlantic Cod retains the beta,beta-carotene 15,15'-

dioxygenase-like enzyme gene. Nevertheless, our further investigation considered the 

Atlantic Cod's diet, particularly during its larval stage, which predominantly consists of 

crustaceans260 rich in beta-carotene261. Thus, there exists a plausible dietary source for 

beta-carotene incorporation. Additionally, we discovered literature referencing the 

detection of beta-carotene in commercially processed cod liver oil, albeit the exact 

species of cod (Gadus morhua-Atlantic Cod or others like Gadus macrocephalus-Pacific 

Cod) was not specified262.  

Finally, we also tested GPT-3.5 and GPT-4 as a knowledge extractor instead of using 

them under the entailment settings. We fed chat completion GPT models an engineered 

prompt along with single example to extract knowledge from (see Appendix A.3.1.10). 

GPT-4 models excel knowledge extraction in all cases with F1 of 84.6% and 72.2% for 

benchmark datasets without and with concentration values, respectively (Supplementary 

Table 20), suggesting the direction towards next iteration of Lit2KG pipeline.  
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Figure 5.1. Overview of the Lit2KG framework and the FoodAtlas Knowledge Graph. 

a Scientific literature is queried using raw food names and retrieved sentences (premises) 

where the species and chemical entities are tagged (e.g., … cocoa [SPECIES] is a good 

source of (-)-epicatechin[CHEMICAL] …). From these premises, hypothesis triplets are 

generated such as (cocoa, contains, (-)-epicatechin), which we refer to as premise-

hypothesis (PH) pairs. The entailment model is then iteratively updated through active 

learning cycles, where a new batch of PH pairs is annotated in each cycle. Finally, both 

annotated and predicted positive PH pairs are used to populate the knowledge graph. b 

Visualization of the FoodAtlas Knowledge Graph (FAKG), which contains 285,077 triplets 

of 3 entity types and 4 relation types. Each triplet in the FAKG is assigned one of three 

quality types and provides a reference to the publications that support it for reproducibility. 
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Figure 5.2. Statistics of the FoodAtlas Knowledge Graph. a Schema of the FAKG. 

The relation types contains, hasPart, isA, and hasChild encode the food-chemical 

composition relations, the food-food with part relations, the chemical ontological relations 

using the MeSH tree, and the taxonomical relations using the NCBI Taxonomy, 

respectively. b Number of triplets per data source in the FAKG depending on the quality. 

c Sankey graph showing the connections between quality, data source, and evidence. 

The thickness of the relations between the nodes represents the number of connections 

in the log scale. d, e UpSet plot showing the number of unique triplets for all data sources 

for all relation types and all sources based on quality for only the contains triplets. Each 
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row in the plot corresponds to a source, and the bar chart on the left shows the size of 

each source. Each column corresponds to an intersection, where the filled-in cells denote 

which source is part of an intersection. The bar chart for each column denotes the size of 

intersections. ‘annot’ stands for annotation, ‘pred’ stands for prediction, and ‘LP’ stands 

for link prediction.  f, g Classification of foods and chemicals in FoodAtlas. 
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Figure 5.3. Results of comparing cocoa and garlic to the benchmark dataset 

FoodMine. a, b FoodAtlas subgraph of cocoa and garlic where whole food and food parts 

and their chemical composition are displayed. The label of the top 20 nodes with the 

largest degree is shown for each subgraph, and the size of the node is proportionate to 

its degree. The Venn diagram shows the overlap of FoodAtlas (entailment model 

annotation, entailment model prediction, and link prediction), external databases (Frida, 

Phenol-Explorer, and FDC), and FoodMine. Interestingly, none of the 3 external 

databases reported any chemical composition of cocoa. 
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Figure 5.4. Prediction performance of the entailment model. a Precision, recall, and 

F1 score of the entailment models trained using the 4 different AL strategies for initial (r 

= 1) and final (r = 10) rounds (n = 100, 100 different random seeds). On the left, the line 

plot shows the mean value of each AL strategy, and the error lines denote the standard 

deviation of the 100 random seeds. On the right, the box represents the interquartile range, 

the middle line represents the median, the whisker line extends from minimum to 

maximum values, and the diamond represents outliers. b Comparison of the new 

knowledge discovery rate compared between the 4 AL strategies. The plot shows how 

early on in the AL round the 1,899 positive triplets within the simulated training pool of 

4,120 triplets are discovered. The error line shows the standard deviation of the 100 

random seeds. c Calibration plot showing a high correlation between the probability 

assigned by the entailment model and the ground-truth annotations on the test set (R2 = 

0.94). d, e The precision-recall and receiver operating characteristic curves of the 

entailment model predictions compared to the ground-truth annotations in the test set at 

the final round (r = 10) averaged over all 400 runs with a different random seed (100 runs 

for each of the 4 AL strategies). 
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Figure 5.5. Link prediction model performance. a We use the FAKG to train a link 

prediction model whose objective is to generate hypotheses of type (food, contains, 

chemical) that is previously unknown in the graph. b Ablation study result showing the 

performance of 6 different link prediction models trained using 12 different versions of the 

FAKG, where different data sources were added or removed to understand their 

importance. While the training data is different for each version of the dataset, the 

validation and test set remain the same for fair comparison (positive to negative ratio is 1 

to 2; baseline precision: 0.33, recall: 1.0, F1: 0.46). The best model for each dataset is 

selected based on the F1 score. The box represents the interquartile range, the middle 

line represents the median, the whisker line extends from minimum to maximum values, 

and the diamond represents outliers. c Standard rank-based metrics of the best model 

(RotatE) trained on the best training dataset (FAA,E,R,P80). Lower is better for mean rank 

(MR), while higher is better for mean reciprocal rank (MRR), hits@1, hits@3, and hits@10. 

d Calibration plot showing a high correlation between the probability assigned by the link 
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prediction model and the ground-truth annotations on the test set (n = 5, 5 different 

random seeds). e, f Precision-recall and receiver operating characteristic curves of the 

best link prediction model. 
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Figure 5.6. Validation of link prediction generated hypotheses. a Distribution of the 

8,145,379 hypotheses in 10 equally spaced bins. b Calibration plot of the link prediction 

model based on randomly selected hypotheses (40 per bin) validated through manual 

literature search. c Visualization of positively validated link prediction hypotheses, where 

the 1-hop subgraph of the top 3 chemical and 5 food entities are shown. The edge width 

is proportionate to its probability score, and the size of the node is proportionate to its 

degree. d Indirect evidence for the 6 food-chemical relationships not found in the manual 
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literature search and suggested by the link prediction pipeline, where the food and 

chemical of interest are marked in bold. 
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Table 5.1. Comparison of the entailment model predicted premise-hypotheses pairs and the ground-truth 

annotation. The probability column shows the mean and standard deviation of the probability scores assigned to the 

corresponding PH pair at the final round (r = 10) of active learning by the 400 entailment models (100 random seeds each 

for 4 active learning strategies). GT stands for ground truth class assigned by the consensus of two annotators based on 

the premise. Samples shown in this table are from the test set. 

Index Premise Hypothesis Section GT 
Predicti

on 
Probab

ility 

1 
Standardized extracts from the leaves of Ginkgo 
biloba contains 24 % ginkgo-flavone glycosides 
and 6 % terpenoids (ginkgolides, bilobalide).273 

(Ginkgo biloba – 
leaves, contains, 
ginkgolides) 

Intro Entails Entails 
99.6% ± 
1.0 % 

2 

This Vaccinium myrtillus L extract is composed of 
flavonoids, and standardized to contain 36% 
anthocyanins, with conformance to the USP 31 on 
‘Powdered Bilberry Extract'.274 

(Bilberry, contains, 
flavonoids) 

Methods Entails Entails 
51.3% ± 
33.7% 

3 

RYNXC consisted of 9 traditional Chinese herbs, 
including clove, rhubarb, frankincense, myrrh, 
borneol, rhizoma corydalis, cowherb seed, Rosae 
rugosae, Garden balsam stem.275 

(Clove – seed, 
contains, borneol) 

Intro 
Does not 
entail 

Does not 
entail 

0.3% ± 
0.4% 

4 

For this purpose, tablets were produced containing 
16 mg of ellagic acid with 100 mg of pulp from the 
fruit of an evergreen tree called Cherimoya, 
soursop, custard apple, and other common names 
(Annona muricata).276 

(Custard apple, 
contains, ellagic 
acid) 

N/A 
Does not 
entail 

Does not 
entail 

44.4% ± 
37.0% 

5 
Previous investigations postulated that 
polyunsaturated fatty acids (PUFAs) are essential 
nutrients for the common octopus.253 

(Common 
octopus, contains, 
polyunsaturated 
fatty acids) 

Intro 
Does not 
entail 

Entails 
99.3% ± 
1.0% 

6 

Domoic acid excretion in dungeness crabs, razor 
clams and mussels.277 
 

(Dungeness crabs, 
contains, Domoic 
acid) 

Title 
Does not 
entail 

Entails 
62.7% ± 
34.4% 



 

 

9
3

 

7 
Antihyperlipidaemic and antihypercholesterolaemic 
effects of Anethum graveolens leaves after the 
removal of furocoumarins.278 

(Anethum 
graveolens, 
contains, 
furocoumarins) 

Title Entails 
Does not 
entail 

2.3% ± 
8.0% 

8 

In the study by Keskiner et al. (2017), the patients in 
the test group received capsules containing 6.25 mg 
EPA and 19.19 mg DHA from Atlantic salmon 
(Vectomega tablet, Laboratoires Le Stum, Plage, 
France).279 

(Atlantic salmon, 
contains, DHA) 

Results Entails 
Does not 
entail 

44.7% ± 
34.3% 
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Chapter 6  

 

Conclusion 

 

This dissertation deals with the application of machine learning in the domain of life 

sciences using a knowledge graph as its mode of input. In Chapter 2, the Learning 

Ontologies via Embeddings (LOVE) framework, which takes advantage of the semantic 

similarity of the word embeddings, was applied to the field of food ontologies. The 

automated method proposed here is a solution to the manual burden of populating an 

ontology with a continuous influx of new data. Therefore, the desired automation would 

be a semi-supervised method that yields high precision, with minimal manual intervention. 

In Chapter 3, a machine learning framework was proposed to automate knowledge 

discovery through knowledge graph construction, inconsistency resolution, and iterative 

link prediction. This work demonstrates how evidence-driven decisions are a step toward 

automating knowledge discovery with high confidence and accelerated pace, thereby 

substituting traditional time-consuming, and expensive methods. In Chapter 4, a novel 

Knowledge Graph Language Model (KGLM) architecture was proposed, where the new 

entity/relation embedding layer was introduced that learns to differentiate distinctive entity 

and relation types, therefore allowing the model to learn the structure of the knowledge 

graph. KGLM set a new state-of-the-art performance for the link prediction task on the 

benchmark datasets, therefore providing a step forward towards generalizable and highly 

accurate hypothesis generation models. Finally, in Chapter 5, the FoodAtlas pipeline to 

construct a large-scale knowledge graph using large language models in an active 
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learning setting was introduced. This work demonstrates how automated learning from 

literature at scale can accelerate discovery and support practical applications through 

reproducible, evidence-based capture of latent interactions of diverse entities, such as 

food and chemicals. 

The profound impact of machine learning, exemplified by the advent of large language 

models such as GPT280, has ushered in a transformative era in the realm of life sciences 

discovery. The ability of these models to comprehend vast amounts of textual data, infer 

complex relationships, and generate meaningful insights has redefined the boundaries of 

scientific exploration. As we stand at the nexus of artificial intelligence and life sciences, 

the synergy between advanced machine learning algorithms and domain-specific 

knowledge promises unprecedented opportunities for accelerating discoveries, unveiling 

hidden patterns, and pushing the frontiers of our understanding. The integration of these 

technologies not only enhances the efficiency of data analysis but also sparks novel 

hypotheses, paving the way for innovative breakthroughs that have the potential to 

revolutionize the landscape of life sciences research. The journey from data to knowledge 

is now more dynamic and interconnected than ever, propelling us into a future where the 

collaborative efforts of human expertise and machine intelligence converge to unlock the 

mysteries of life. 
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Appendix 

 

Appendix A. Supplementary information 

 

A.1. Knowledge integration and decision support for 

accelerated discovery of antibiotic resistance genes 

 

A.1.1. Knowledge Graph Constructor 

A.1.1.1. Data collection 

To construct a comprehensive knowledge graph of E. coli antibiotic resistance, existing 

knowledge bases and literature were integrated. A summary of the 10 different sources 

we used in our work can be found in Supplementary Table 1. The following list describes 

each source in detail. 

CARD113. From version 2.0.0 of the Antibiotic Resistance Ontology (ARO), two predicates 

'targeted_by_drug' and 'confers_resistance_to_drug’ for only the E. coli genes were 

extracted. This results in a total of 147 triplets between 72 E. coli genes as the subject 

and 33 antibiotics as an object, where predicates are renamed from 'targeted_by_drug' 

and 'confers_resistance_to_drug’ to 'targeted by' and 'confers resistance to antibiotic', 

respectively. 
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Gene Ontology (GO) dataset281. From version 2.4.26 of AmiGO 2, we downloaded 

annotation data for E. coli K-12. Note that a part of its knowledge originally comes from 

external sources like EcoCyc143, but we still consider them as GO. We represent them 

using the following three types of triplets types: (gene, has, molecular_function), (gene, 

is part of, cellular_component), and (gene, is involved in, biological_function). This results 

in 17,739 triplets. 

Liu et al.160 In this work, among the 3,985 single-gene knockouts (KEIO) in E. coli, 283 

strains showed susceptibility to 1 of 14 antibiotics. The work then extends to 8 more 

antibiotics to test the susceptibility of 283 screened strains. From the initial screening of 

14 antibiotics, 3,985 knockout strains without a response of susceptibility to 14 antibiotics 

are considered negative results. In the second screening of 283 strains for 8 antibiotics, 

any strains without a response of susceptibility to 8 antibiotics are considered negative 

results. Any genes with positive results are considered to confer intrinsic resistance to a 

varied set of antibiotics, as their deletion renders the cell more sensitive than the wild type. 

We curate the facts discovered in this study using the triplet types (gene, confers 

resistance to antibiotic after 18 hours, antibiotic) for the positive results and (gene, confers 

no resistance to antibiotic after 18 hours, antibiotic) for the negative results. As a result, 

a total of 55,877 triplets are created from this study. 

Tamae et al.58 This work, conducted by the same group that published Liu et al.160, 

presents strains that are susceptible to 1 of 7 antibiotics among 3,985 single-gene 

knockouts in E. coli. We apply the same representation used in the Liu et al. dataset. This 

process results in 26,926 triplets. 
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Shaw et al.119 This study presents genes with significant fold-change in expression 

(profiled with gene expression microarrays) 30 minutes after induction of 4 antibiotics 

(norfloxacin, kanamycin, rifampicin, and ampicillin) at a different drug concentration of 

each. From this, we collected genes with positive fold-change at the highest drug 

concentration of each. This results in a total of 145 facts about 139 genes upregulated by 

4 antibiotics, and we represent them using the triplet type (gene, upregulated by antibiotic 

after 30 mins, antibiotic). They examined the expression levels of 3,913 genes. Among 

them, any genes that are not upregulated in this study are represented using the triplet 

type (gene, not upregulated by antibiotic after 30 mins, antibiotic). This results in a total 

of 15,327 triplets. 

Nichols et al.117 A seminal work in chemical genomics in E. coli was published in which 

a library of over 4,000 Keio154 knockout strains was screened under many different 

chemical and physical conditions using phenotype microarray. In their work, individual 

strains were plated robotically in a 1,536-well format, and colony size was investigated to 

determine fitness. We used the published normalized dataset of this raw data. Please 

note that we took antibiotics with the highest concentration to be conservative on the 

findings. Statistical testing was performed based on the description of the original article 

(FDR<0.05), and we only considered statistically significant results in the negative tail of 

fitness score distribution (i.e., gene deletions that show increased susceptibility to an 

antibiotic over wild-type). Missing values are imputed with Random Forest before 

statistical testing. Among them, we only took gene IDs with clear mappings to the original 

gene symbol. There was a total of 51 antibiotics, and we identified 2,700 pairs of genes 

and antibiotics that are considered to confer resistance to the antibiotic. We represented 
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those positive findings using the triplet type (gene, confers resistance to antibiotic after 

15 hours, antibiotic). Any of the genes with no positive findings for the 51 antibiotics are 

represented using the triplet type (gene, confers no resistance to antibiotic after 15 hours, 

antibiotic). This results in a total of 186,941 triplets. 

Zhou et al.118 This work measures nearly 2,000 growth phenotypes in Phenotype 

Microarrays for E. coli K-12 mutants with individual deletions of all two-component 

systems (a total of 47 genes). Among them, there were a total of 31 antibiotics, and 78 

positive findings of 28 genes (i.e., mutants that show increased susceptibility to antibiotics 

over wild-type) were identified, and we represent them using the triplet type (gene, 

confers resistance to antibiotic after 36 hours, antibiotic). Any of 47 genes with no positive 

findings for 31 antibiotics are represented using the triplet type (gene, confers no 

resistance to antibiotic after 36 hours, antibiotic). This results in 1,457 triplets. 

Soo et al.63 This work examined the effect of E. coli genes from the ASKA library282 

overexpressed on plasmids challenged by 237 toxic chemicals, among which results for 

the 44 antibiotics were extracted. In this study, it found genes conferring increased fitness 

(growth rates) in the presence of toxins compared to control, which we consider positive 

findings. A total of 59 positive findings of 32 genes were identified, which we represent 

using the triplet type (gene, confers resistance to antibiotic after 7 days, antibiotic). The 

rest of the genes with no positive findings of 44 antibiotics are represented using the triplet 

type (gene, confers no resistance to antibiotic after 7 days, antibiotic). This results in 

188,936 triplets. 

hiTRN283 The original hiTRN data has 6,754 gene-regulatory relations with 207 

transcription factors (TFs). Among them, 2,159 gene-regulatory relations with 14 TFs 
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were from the ChIP experiments. We include the gene-regulatory relations in the antibiotic 

resistance knowledge base to use them in training the hypothesis generator. We 

considered any E. coli genes not reported in the ChIP experiments as negative facts with 

regard to binding with the 14 TFs. This creates negative triplet types (gene, no activates, 

gene) and (gene, no represses, gene). Along with positive triplets types (gene, activates, 

gene) and (gene, represses, gene), hiTRN data results in a total of 101,878 triplets. 

Girgis et al.284 The authors exposed a transposon-mutagenized library of E. coli to each 

of 17 antibiotics, propagating the library for multiple generations. Then they determined 

the quantitative contribution of each gene to E. coli's intrinsic antibiotic susceptibility using 

a microarray-based genetic foot-printing technique. From their resource, we found a total 

of 576 positive findings of 430 genes, which can be represented using the triplet type 

(gene, confers resistance to antibiotic after 3 days, antibiotic). After the exclusion of gene-

antibiotic pairs with no available data, the rest of the E. coli genes with no positive findings 

of 17 antibiotics are represented using the triplet type (gene, confers no resistance to 

antibiotic after 3 days, antibiotic). This results in 63,636 triplets. 

In addition to the information provided above, more detailed source characteristics are 

provided in Supplementary Table 6. 

A.1.1.2. Knowledge inference 

We manually generated the 15 sets of knowledge inference rules after careful inspection 

of the existing triplet types in the knowledge graph. Application of these knowledge 

inference rules generated 20,841 new triplets, therefore increasing the number of total 

triplets in the knowledge graph by 3.16% (from 658,726 to 679,567). However, such a 
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manual approach cannot guarantee complete coverage of all possible rules. We, 

therefore, consider using an automated approach by utilizing automatic knowledge graph 

construction methods like COMET53. However, we ultimately decided to leave it as future 

work since more extensive analysis needs to be performed to ensure that such an 

automated approach does not create unwanted noise in the data, therefore negatively 

affecting the downstream performance of the hypothesis generators. 

A.1.1.3. Analysis of the knowledge graph 

Among the 7,917 nodes in the knowledge graph, 4,488 were E. coli genes (55.0%), 1,782 

were molecular functions (22.5%), 1,522 were biological processes (19.2%), 152 were 

cellular components (1.9%), and 104 were antibiotics (1.3%) (Figure 3.2d). We then 

classified the 104 antibiotics in the knowledge graph into 6 different taxonomic groups 

using a chemical classification ontology285 (Supplementary Figure 7) and analyzed the 

distribution of the CRA triplets. The results show that the organoheterocyclic compounds 

group which contains a ring with at least one carbon atom and one non-carbon atom was 

the most prevalent group containing 28 antibiotics. The CRA triplets belonging to this 

antibiotic group were also the most well-explored ones with 86.02% of the whole data 

being already covered in the knowledge graph (Supplementary Figure 8). 

 

A.1.2. Inconsistency Resolver 

Multiple truth discovery methods have been proposed over the past decade and have 

been successfully applied in diverse domains. The primary application domain of these 

methods is conflict resolution between the web sources, where information conveyed on 
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a particular web page conflicts with that of other web pages286. In this setting, three 

popular approaches exist: iterative methods, optimization methods, and probabilistic 

methods287,288. Recently, using a link prediction method to decide the truth among 

conflicts has been proposed137. Some notable works in biological sciences include 

inconsistency repair in the E. coli gene regulatory network using answer set 

programming60 and inconsistency resolution in signal transduction knowledge using 

integer linear programming289. 

A.1.2.1. Resolution algorithms 

In addition to the AverageLog145 inconsistency resolution method described in the 

Methods, we tested 5 additional inconsistency resolution algorithms. The first algorithm 

is Voting145, where the triplet asserted by most sources is selected. Other algorithms are 

briefly described below. 

A.1.2.1.1. Sums290: 

𝑅𝑖(𝑠) = ∑𝐵𝑖−1(𝑡)

𝑡∈𝑇𝑠

(1) 

𝐵𝑖(𝑡) = ∑ 𝑅𝑖(𝑠)

𝑠∈𝑆𝑡

(2) 

A.1.2.1.2. AverageLog145: 

𝑅𝑖(𝑠) = 𝑙𝑜𝑔|𝑇𝑠|
∑ 𝐵𝑖−1(𝑡)𝑡∈𝑇𝑠

|𝑇𝑠|
(3) 

𝐵𝑖(𝑡) = ∑ 𝑅𝑖(𝑠)

𝑠∈𝑆𝑡

(4) 
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A.1.2.1.3. Investment145: 

𝑅𝑖(𝑠) = ∑𝐵𝑖−1(𝑡)

𝑡∈𝑇𝑠

𝑅𝑖−1(𝑠)

|𝑇𝑠| ∙ ∑
𝑅𝑖−1(𝑟)
|𝑇𝑟|

𝑟∈𝑆𝑡

(5)
 

𝐵𝑖(𝑡) = 𝐺 (∑
𝑅𝑖(𝑠)

|𝑇𝑠|
𝑠∈𝑆𝑡

) (6) 

where 𝐺(𝑥) = 𝑥𝑔 and 𝑔 = 1.2 as chosen by the author of the method. 

A.1.2.1.4. PooledInvestment145: 

𝑅𝑖(𝑠) = ∑𝐵𝑖−1(𝑡)

𝑡∈𝑇𝑠

𝑅𝑖−1(𝑠)

|𝑇𝑠| ∙ ∑
𝑅𝑖−1(𝑟)
|𝑇𝑟|

𝑟∈𝑆𝑡

(7)
 

𝐵𝑖(𝑡) = 𝐻𝑖(𝑡) ∙
𝐺 (𝐻𝑖(𝑡))

∑ 𝐺(𝐻𝑖(𝑑))𝑑∈𝑀𝑡

(8) 

where 𝐻𝑖(𝑡) = ∑
𝑅𝑖(𝑠)

|𝑇𝑠|
𝑠∈𝑆𝑡  and 𝑔 = 1.4 as chosen by the author of the method. 

A.1.2.1.5. TruthFinder291: 

𝑅𝑖(𝑠) =
∑ 𝐵𝑖−1(𝑡)𝑡∈𝑇𝑠

|𝑇𝑠|
(9) 

𝐵𝑖(𝑡) = 1 −∏ (1− 𝑅𝑖(𝑠))
𝑠∈𝑆𝑡

(10) 

where the hyperparameters 𝜌 and 𝛾 (not shown here; refer to the original paper291 for 

implementation details) were set to 1.8 and 0.8, respectively, based on the empirical study 

(Supplementary Table 7). 
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A.1.2.2. Evaluation of the algorithms using a synthetic dataset 

We use a synthetically generated dataset to evaluate the inconsistency resolution 

algorithms in a controlled setting. In this section, we describe how the synthetic dataset 

was constructed and how the resolution algorithms were evaluated. 

A.1.2.2.1. Construction of the synthetic dataset 

We constructed synthetic datasets from the hiTRN283 dataset where each synthetic 

dataset consists of triplets from multiple sources with a pre-determined error rate for each 

source. The performance of inconsistency correction methods is measured for each 

dataset. In a dataset, multiple sources exist where each source is comprised of triplets 

and the size of the source follows the normal distribution of 𝑁(1,000, 333). We also 

investigated the impact of the number of triplets per source on the accuracy of 

inconsistency correction (Supplementary Table 8). We varied the source size as some 

of the inconsistency correction methods we compared take it into account. Each source 

was falsified by replacing the predicate with its negative counterpart (e.g., replace ‘no 

activates’ with ‘activates’) at the specific error rate 𝐸, which follows the normal distribution 

of 𝑁(𝐸, 𝐸/3)  (i.e., certain triplets are incorrect, which creates inconsistency when 

compared to other source data). For the standard deviation of two normal distributions, a 

mean divided by 3 was selected to sample positive numbers at a 99.9% chance. We 

iterated this procedure 𝑆  times, and therefore, creating 𝑆  sources. That is, a dataset 

consists of 𝑆 sources where average of source size is 1,000 and the average source error 

rate is 𝐸. We experimented with varying 𝐸(0.1, 0.2, 0.3, 0.4) and 𝑆(3, 5, 7, 9) to see how 

these variables affect the performance of inconsistency correction methods. For each 𝐸 
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and 𝑆 , we created 1,000 datasets to get the statistics of inconsistency correction 

performance, thus resulting in 16,000 datasets. We verified that 1,000 sampled datasets 

were enough to approximate the true population of the two parameters (Supplementary 

Figure 9). We also had extra experiments by fixing the parameters of 𝐸 and 𝑆, and there 

was no significant difference in accuracy across the six methods (Supplementary Figure 

10 ~ Supplementary Figure 12). 

A.1.2.2.2. Rules to identify inconsistencies in the synthetic dataset 

The following rules were used to detect inconsistencies in the simulated dataset: 1) 

‘represses’, ‘no represses’ and 2) ‘activates’, ‘no activates’. That is, these rules detect 

conflicts in gene-regulatory relations where a protein (subject) either represses or does 

not repress the expression of a gene (object), and likewise, a protein (subject) either 

activates or does not activate the expression of a gene (object). 

A.1.2.2.3. Performance metric 

Accuracy was measured by the number of correctly resolved inconsistencies divided by 

the number of total inconsistencies. PCC (Pearson's correlation coefficient) was 

measured between the true and estimated trustworthiness of sources. The true 

trustworthiness of the source is essentially 1 −  error rate (𝐸) of the source. 

A.1.2.2.4. Stopping criteria 

In our simulated studies, we observed that the mean difference, δ, of trustworthiness 

between the previous iteration and present iteration is rapidly saturated within 10 

iterations (Supplementary Figure 13). Therefore, the stopping criterion for the iterative 

inconsistency correction methods was when the number of iterations reached 10. 
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A.1.2.2.5. Evaluation results. 

To investigate the feasibility of the computational correction of inconsistencies, we 

evaluated six algorithms of inconsistency resolution methods using the synthetic datasets 

created above. Supplementary Figure 14 shows AverageLog, Investment, 

PooledInvestment, and TruthFinder outperform Sums and Voting overall. As expected, 

the accuracy of inconsistency correction monotonically increases when the number of 

sources increases, and when the average percentage of error per source decreases. The 

performance gap across methods becomes more distinguishable as the average 

percentage of error per source increases. Interestingly, PooledInvestment begins 

outperforming when the number of sources increases whereas its performance is 

suboptimal when the number of sources is few (e.g., 3). AverageLog is particularly 

accurate when the number of sources is a few. This observation is particularly clear when 

true and estimated source trustworthiness are compared (Supplementary Figure 15). 

Given those major conflicting facts in the E. coli antibiotic resistance knowledge base 

come from two sources, we have decided to use AverageLog. 

A.1.2.3. Inconsistency resolution results 

A.1.2.3.1. Level 1 inconsistency resolution 

Using the inconsistency detection criteria discussed in the Methods, we initially identified 

291 conflicting sets of triplets originating from the two sources Liu et al.160 and Tamae et 

al.58 between the two predicates ‘confers resistance to antibiotic after 18 hours’ and 

‘confers no resistance to antibiotic after 18 hours’ (Supplementary Figure 16). Note that 

these two sources share identical characteristics such as exposure time, parent strain, 
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and media. However, we found that metronidazole, which is a pro-drug and is converted 

to the active-drug by bacteria only under anaerobic condition156,157, was related to 55 sets 

of inconsistencies. Therefore, we decided to discard these metronidazole-related 

inconsistencies and only take into account 236 sets of inconsistencies for any further 

evaluation (more detail in Appendix A.1.2.4). We then applied the AverageLog 

inconsistency resolution method, which was chosen from experimenting with the synthetic 

dataset above, to resolve these 236 sets of inconsistencies. When compared with the 

ground truth wet-lab validation results, our computational resolution results had an F1 

score of 0.24 and an accuracy of 0.86. However, performing an inconsistency resolution 

where only two conflicting sources exist leads to the problem that the belief 𝐵(𝑡) of all 

resolved triplets are equal. In other words, triplets from the source that have higher 

trustworthiness 𝑅(𝑠) (in our case Tamae et al. with 0.53) were chosen over the triplets 

from the source Liu et al with 0.40. We denote these as level 1 inconsistencies. 

A.1.2.3.2. Level 2 inconsistency resolution 

As we have learned using a synthetic dataset that more sources lead to better resolution 

performance in Supplementary Figure 14, we tested to see if increasing the number of 

conflicting sources would also translate to improved performance in the real-world 

scenario. To do this, we observed source characteristics and found that Nichols et al.117 

share the same source characteristics as Tamae et al. and Liu et al. except for the shorter 

exposure time of 15 hours instead of 18 hours. Thus, by alleviating the inconsistency 

detection criteria to treat predicates ‘confers (no) resistance to antibiotic after 15 hours’ 

and ‘confers (no) resistance to antibiotic after 18 hours’ equally, a total of 1,096 sets of 

conflicting triplets (which we denote as level 2) were identified as shown in 
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Supplementary Figure 17. Among these, we only compared the original subset of 236 

sets of inconsistencies with the ground truth wet-lab validation results from level 1. 

Results show that the F1 score increased by 75% from 0.24 to 0.42 and the accuracy 

increased by 6.98% from 0.86 to 0.92 when compared to the level 1 results. 

A.1.2.3.3. Level 3 inconsistency resolution 

Supported by experimental proof that more sources indeed lead to a better resolution, we 

alleviated the inconsistency detection criteria one more level (level 3) by ignoring all 

source characteristics including the exposure time. This process allowed us to increase 

the number of conflicting sources to 8, and a total of 2,131 sets of conflicting triplets were 

identified as shown in Supplementary Figure 18. Out of these 2,131 sets, we still 

compared the original 236 sets of inconsistencies that we have validated in level 1. The 

results show that the F1 score increased to 0.50 and accuracy increased to 0.94, a 108.30% 

and 9.30% increase, respectively when compared to the level 1 results. Although we 

found using the simulated datasets that PooledInvestment works the best when there are 

8 sources (Supplementary Figure 15), AverageLog still performed the best among all 

the resolution methods. 

A.1.2.4. Wet-lab validation using single-gene knockout strains of E. coli BW25113 

To validate whether a gene confers resistance or not, wild-type Keio strain BW25113 and 

its derivative single-gene knockout (KO) strains were used154. MIC values of the following 

antibiotics were measured: Amoxicillin (Sigma), Ampicillin (Roche Diagnostics), 

Apramycin (Alfa Aesar), Cephradine (Alfa Aesar), Chloramphenicol (Calbiochem), 

Geneticin (Teknova), Hygromycin B (Calbiochem), Kanamycin (Acros Organics), 
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Levofloxacin (Chem-Impex), Norfloxacin (Sigma), Novobiocin (Calbiochem), Oxycarboxin 

(Sigma), Paromomycin (Chem-Impex), Rifampin (Alfa Aesar), Sisomicin (TCI), 

Spectinomycin (RPI), Streptomycin (Across Organics), Sulfanilamide (Alfa Aesar), 

Triclosan (Cayman Chemical Company), Troleandomycin (Enzo Life Sciences), and 

Vancomycin (VWR Life Science). Since KO strains had a kanamycin resistance gene, 

the kanamycin resistance gene was removed from the required KO strains155 to measure 

the resistance in kanamycin. Antibiotics and strains were preserved at -80°C until used. 

1 µL of the required preserved strain was inoculated in 200 µL LB broth and grown 

overnight in an incubator shaker (BioTek Synergy HTX) at 37°C. ~3 µL of grown culture 

was transferred, using a replicator, to LB agar plates containing different amounts of 

antibiotics, and plates were incubated overnight (~18 hours) at 37°C in an incubator. The 

next day, the absence and presence of colonies were monitored. The minimum 

concentration of antibiotic, at which no colonies were observed, was defined as minimum 

inhibitory concentration (MIC). In the case of metronidazole, colonies were observed at 

all concentrations. Metronidazole is a pro-drug and inactive but in anaerobic conditions, 

this is converted to an active form by the bacteria156,157. The active form is toxic which 

leads to the killing of bacteria. As our experimental conditions were aerobic, 

metronidazole was converted to an active form, and we observed colonies at all 

concentrations. Subsequently, we removed metronidazole from our study. 

 

A.1.3. Hypothesis Generator 
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There are multiple approaches when building statistical models over knowledge graphs. 

In this work, we implemented three types of hypothesis generator models PRA, MLP, 

Stacked, TransE, and TransD. We refer the interested reader to a review of the various 

machine learning techniques over knowledge graphs provided by Nickel et. al137. 

A.1.3.1. Preprocessing the knowledge graph 

A.1.3.1.1. Use of the negative samples 

We investigated how to utilize the negative samples when training different models of the 

hypothesis generator. The first option was to treat both 8 positive and 4 negative 

predicates (Supplementary Table 4) uniquely, but the key issue with this option was that 

the knowledge graph was now skewed to the negative predicate types since they were 

the majority of the edges. Next, we considered treating the negative samples as known 

negatives of their positive counterparts. For example, we could optimize against the 

cross-entropy loss when training the MLP using these known negatives. However, since 

there only existed known negatives for 4 of the 8 predicates (Supplementary Table 4), 

it was not clear how we should train the remaining predicate types. Ultimately, we decided 

to use alternate methods for training the hypothesis generator models. For the PRA, we 

decided to follow the original approach used in the paper of choosing the negative 

samples via the closed-world assumption. When the PRA leverages the closed-world 

assumption, it chooses the negative samples based on a selection and filtering strategy 

that helps to identify important samples to train on. For the MLP, we used the more 

standard training regimen of margin-based ranking loss which generates negatives 

through corruption (see Methods). For the Stacked, we did leverage the negative 

samples during training, since we trained the ensemble only on edges that consisted of 
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the CRA predicate. This was possible as a separate stacked ensemble was produced for 

each predicate type in the knowledge graph, and we were only predicting on the CRA 

predicate. Having said this, we never came to a concrete conclusion on whether using 

these negative samples could be beneficial. We believe there is still a potential 

opportunity to use these negatives during training. 

A.1.3.1.2. Data split for the 5-fold cross-validation 

We split the knowledge graph into 5-folds to train/evaluate different hypothesis generator 

models. As for the distribution of the positive samples, we allotted 72% of the positive 

CRA triplets to the training set, 8% to the validation set used to identify optimal thresholds 

for the models, and the rest 20% to the test set. The remaining positive samples (non-

CRA triplets) were then distributed across the training set. As for the distribution of 

negative samples used for evaluation of the hypothesis generator models, for every 

positive CRA triplet in the knowledge graph, we sampled 49 negatives with the same 

antibiotic from our known negatives152,292. We chose to have this uneven balance of 

negatives to positive samples to reflect the fact that a gene is far more likely to not confer 

resistance to a certain antibiotic. Since for some antibiotics, there would not be enough 

genes to produce negatives for a given edge, we limited the number of negative samples 

to 49. Having this ratio of negative to positive samples, the baseline average precision 

can be approximated to 2% when evaluating the performance of our models293. Note that 

in some cases, there were not enough known negatives for an edge to produce negative 

samples. In such cases, we used the local closed-world assumption to generate synthetic 

negatives. To construct these negatives for every positive edge that did not have enough 
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negatives, we randomly replaced the gene that was not already a known negative or 

known positive. 

A.1.3.1.3. Removal of temporal information 

As discussed in the Methods section of the main manuscript, we removed the temporal 

information from some of the predicates in the knowledge graph (Supplementary Table 

2 and Supplementary Table 4). This decision was to handle the lack of training data if 

we were to treat each predicate with varying temporal information (e.g., the positive 

predicate ‘CRA after 7 days’ only has 59 triplets). However, removing the temporal 

information has the side effect of creating potential inconsistencies. For example, 

although the two triplets (cydX, CRA after 15 hours, Vancomycin) and (cydX, ¬CRA after 

18 hours, Vancomycin) supported by Nichols et al.117 and Tamae et al.58, respectively, 

are not inconsistencies in their original form, they become inconsistencies after removing 

the temporal information. As described in Appendix A.1.2.3.3, removing the temporal 

information from the knowledge graph results in an increase of inconsistencies from 236 

(level 1 inconsistency) to 2,131 (level 3 inconsistency). 

A.1.3.2. Path Ranking Algorithm (PRA) 

A.1.3.2.1. An observable graph feature model 

Observable graph feature models extract features from the observed edges over the 

knowledge graph to predict the existence of a new edge, and the PRA65,146 is an example 

of such a model. Among others, the PRA has been used for link prediction over the Nell 

knowledge graph294 and the Knowledge Vault project152. Liekens et al.292 also used a 

graph feature model like PageRank to predict genes causing disease. The advantage of 
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this type of approach is that the features are readily observable over the graph, therefore 

translating to useful reasons why the prediction was made. The models in this category 

are well suited for modeling local patterns in the data. 

The PRA performs random walks over the graph at a bounded step size to identify the 

existence of new edges over the graph. The features of this model are the path 

probabilities of reaching an object entity from a subject entity. The PRA leverages the 

closed-world assumption to identify the negative training samples for the model. As the 

random walks are performed, paths will also result in the wrong object entities. These 

subject-object pairs can act as negative samples. The paths generated for each wrong 

object entity are scored against an untrained model using default initialized weights to 

rank these negative samples. A selection strategy is then used to choose which negative 

samples to train for the model. In our case, we chose to use all negative samples found. 

We leveraged the original Java implementation by the author of the PRA. 

A.1.3.2.2. The path features obtained by the PRA 

One advantage of the PRA is that it provides interpretable results. Supplementary Table 

9 and Supplementary Table 10 show the path features and their corresponding weights 

trained by the PRA when generating the first and second iteration of hypotheses, 

respectively. In both iterations, the most important feature identified by the PRA was as 

follows: 

gene
𝑖𝑠 𝑖𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑖𝑛
→          biological_process

𝑖𝑠 𝑖𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑖𝑛−1

→             gene
𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                           antibiotic. 

This path corresponds to a sequence of three predicates linking the gene-antibiotic pair. 

The inverse sign indicates the inverse direction that the random walker took in creating a 
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path. In other words, this path tells us that at least one other gene that is involved in the 

same biological process also confers resistance to the antibiotic of interest. One can take 

these paths as evidence behind the predictions. 

A.1.3.3. Multilayer Perceptron (MLP) 

A.1.3.3.1. Latent feature model 

Another popular approach to this field of research is to generate latent features by using 

embeddings for the entities and/or predicates in the knowledge graph. The features 

generated from these types of models are called “latent” because they are not directly 

observable over the graph. Moreover, these types of relational models are well suited to 

modeling global patterns that exist over the graph137. To produce these latent features, 

the entities in the knowledge graph are converted to numerical vectors or embeddings 

that are treated as learnable parameters by the model. The relationship between these 

entities is then derived from the interaction of their latent features in the respective model. 

The outputs of these models consist of a single score or confidence indicating whether 

an edge should exist between the two entities. 

For instance, Ding et. al295 generated latent features by using the Neural Tensor 

Network147 to perform event-driven stock market prediction. The Entity-Relation 

Multilayered Perceptron (ER-MLP)152, which has been shown to provide comparable 

results to the Neural Tensor Network while using significantly fewer parameters, was used 

to predict new facts over the Freebase knowledge graph for the Knowledge Vault project. 

More recently, the use of holographic embeddings has shown promising results296. 
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Another class of latent feature models involves predicting the existence of edges over a 

knowledge graph by measuring the similarity of the vector-spaced entity embeddings. For 

instance, TransE139 identifies the score for a certain edge as the distance between the 

predicate-specific translations of two entity embeddings. The distance can be measured 

by using Euclidean distance. Although this type of model requires very few parameters, 

this is with the cost of modeling performance. Hence, the TransH140 and TransR297 have 

been introduced to improve on this limitation by introducing additional parameters to 

improve the TransE performance. 

A.1.3.3.2. Word embeddings form clusters based on their entity types 

The MLP concatenates a single predicate embedding of size 50 and two entity 

embeddings of size 50 each to train the model. These embeddings consist of learnable 

parameters that capture a semantic representation after training. When we reduced the 

dimensions of the entity embeddings by performing the principal component analysis 

(PCA)298, we observed noticeable clusters forming depending on their entity type as 

shown in Supplementary Figure 19. Interestingly, the entity types (i.e., gene, antibiotic, 

etc.) of these entities were never provided to the MLP during training. It simply learned 

the entity types on its own. 

A.1.3.4. Stacked 

It has been shown experimentally that neither the latent feature model nor the graph 

feature model can predict optimally on its own152. As they are well equipped to model 

different types of patterns in the knowledge graph, researchers have built combined 

models that incorporate both the global and local perspectives over the knowledge 
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graph152,179. The fused prior models in this category, have shown to have state-of-the-art 

performance due to this dual nature in pattern recognition. Consequently, we decided to 

explore this option to automatically generate new hypotheses over the E. coli knowledge 

graph. This ensemble approach using AdaBoost161 leverages a sequence of one-depth 

decision trees. Each decision tree is trained on a modified version of the training set. After 

each iteration of training, when the classifier incorrectly classifies a sample, that sample 

is upweighted in importance to ensure that the classifier focuses its attention on correcting 

the mistake during the next iteration. The predictions of each weak learner are combined 

through a weighted majority vote to make the final prediction. 

A.1.3.5. Other graph embedding methods 

We tested graph embedding methods TransE139 and TransD162 that model relationships 

between the entities by interpreting them as a translational operation. That is, the model 

optimizes the embeddings by enforcing the vector operation of the subject entity 

embedding plus the relation embedding to be close to the object entity embeddings. We 

used self-adversarial negative sampling with a temperature fixed to 1.0, optimized using 

Adam150, fine-tuned the hyperparameters on the validation dataset, and performed early 

stopping. The range of the grid search used for hyperparameter search was as follows: 

negative samples n ∈ {25, 50, 100}, embedding dimension d ∈ {128, 256, 512, 1024}, 

margin 𝛾 ∈ {6.0, 12.0, 24.0}, and learning rate 𝛼 ∈ {0.001, 0.0001}. We used the open-

source implementation of these models using the OpenKE toolkit299. For TransE, the best 

hyperparameters obtained were n = 100, d = 256, 𝛾 = 12.0, and 𝛼 = 0.001. For TransD, 

the best hyperparameters obtained were n = 100, d = 256, 𝛾 = 24.0, and 𝛼 = 0.0001. 

Results of these models are provided in Supplementary Table 5. We also tested two 
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additional graph embedding methods SimplE300 and RotatE184, but we were not able to 

find optimal set of hyperparameters that performs better than the PRA even after an 

extensive grid-search. 

A.1.3.6. State-of-the-art knowledge graph completion methods 

In addition to the five methods PRA, MLP, Stacked, TransE, and TransD considered in 

this work, we also tested more recent state-of-the-art methods that were introduced after 

the project was conceived. We tested factorization-based knowledge graph completion 

methods TuckER301 and performed the hyperparameter search among the following 

combinations with the best setting marked in bold: learning rate ∈ {0.0002, 0.0005, 0.001}, 

the decay rate ∈  {0.99, 0.995, 1.0}, entity embedding dimension ∈  {200}, relation 

embedding dimension ∈ {30, 200}, input dropout ∈ {0.2, 0.3}, first hidden dropout ∈ {0.1, 

0.2, 0.4}, second hidden dropout ∈ {0.2, 0.3, 0.5}, and label smoothing ∈ {0.0, 0.1}. We 

used a batch size of 128 and trained for 500 iterations with early stopping. As shown in 

Supplementary Table 5, Tucker has a 0.7% higher F1 score than the stacked model 

(30.1% vs. 30.8%; p-value: 0.65). For our future work, we expect to see higher discovery 

rates using such state-of-the-art knowledge graph completion methods. 

A.1.3.7. Optimization and evaluation 

A.1.3.7.1. Optimization criteria 

A validation set was used to identify optimal thresholds for the PRA, MLP, TransE, TransD, 

and TuckER. We optimized using the F1-score. Additionally, since we were training new 

PRA and MLP models for each fold, we optimized the number of classifiers and the 
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learning rate for the Stacked model during each fold. For this case, we optimized using 

Average Precision. 

A.1.3.7.2. ROC curve for evaluation 

The receiver operating characteristic (ROC) considers the true negatives during 

evaluation. This metric contains information about how well our model was able to 

correctly identify a negative sample. Due to this attribute, the ROC is not an ideal metric 

to use for a highly unbalanced dataset like ours, where the number of positive test 

samples is significantly less than that of negative samples. Since this true negative metric 

is relatively unimportant to the positive samples, we produced precision-recall (PR) 

curves for each model. This metric only considers true positives, false positives, and false 

negatives. This is a somewhat harder metric since there are significantly fewer positive 

test samples than negatives. The PR curve has also been shown to provide a more 

informative metric for retrieval tasks when compared to the ROC curve302. 

A.1.3.8. Hypothesis generation on individual sources 

We wanted to test if the hypothesis generator trained using our knowledge graph predicts 

better associations than the ones trained using individual sources. To do this, we treated 

each source as a unique knowledge graph to evaluate the three hypothesis generator 

models PRA, MLP, and stacked using 5-fold cross-validation (Supplementary Table 11). 

However, we were not able to train PRA on any single source knowledge graph as PRA 

requires at least two unique predicates to build path features. As we were not able to train 

the PRA on any single source knowledge graph, we also could not train the stacked model. 

For the MLP, we were able to get results for 5 sources. The combined AUCPR of the MLP 
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from these 5 individual sources was 0.26±0.15. This was greater than the AUCPR of the 

MLP trained on our knowledge graph (0.22±0.01), although statistically insignificant (p-

value: 0.61). 

A.1.3.9. Multi-iteration hypotheses generation 

For the first iteration, we generated 108,078 CRA hypotheses which account for 23.2% 

of all gene-antibiotic pairs in the knowledge graph (466,752 total possible pairs from 4,488 

E. coli genes and 104 antibiotics). We then grouped the hypotheses into 5 bins (Figure 

3.5a) and tested all hypotheses above the 20% probability that we have antibiotics in 

stock (105 hypotheses out of 149 hypotheses). For the hypotheses with a probability ≤ 

20%, we randomly selected 121 hypotheses that we have antibiotics in stock out of 

107,929 hypotheses. We observe that 99.9% of the hypotheses (107,929 out of 108,078) 

belong to the lowest bin (≤ 20%) due to the tendency of genes to not confer resistance 

to antibiotics. In total, we validated 226 CRA hypotheses with varying probability among 

which 64 were validated as positives in the first iteration. 

For the second iteration, we merged all 226 CRA hypotheses that we validated in the first 

iteration to expand the knowledge graph. This increased the size of the knowledge graph 

from 651,758 to 651,984. After training the hypothesis generator again using this updated 

knowledge graph, we generated 107,852 CRA hypotheses. We then followed the same 

validation process as discussed for the first iteration. In addition to binning the probability 

of the generated hypotheses from the two iterations into 5 bins (Figure 3.5a), 

Supplementary Figure 20 shows the same analysis but with 10 bins. 

A.1.3.10. Hypothesis generation results 
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From these two iterations of hypotheses generation, we computationally predicted and 

experimentally validated a total of 93 CRA hypotheses for 83 E. coli genes that confer 

resistance to one or more of 15 antibiotics (Figure 3.5e). Among these 93 CRA 

hypotheses, we found that 61 CRA hypotheses were inconsistencies that we did not 

merge during the inconsistency resolution process. In other words, we only validated and 

merged 236 inconsistencies out of 2,131 inconsistencies identified from level 3 (see 

Appendix A.1.2.3.3). As we did not merge the remaining 1,895 inconsistencies into the 

knowledge graph, the hypothesis generator generated hypotheses on these 1,895 

inconsistencies. In future work, we expect to address this issue and produce better results. 

A.1.3.11. Consistency of the KIDS-generated hypotheses 

We tested the consistency of the hypotheses generated by KIDS using two metrics 

Kendall’s tau163 and rank-biased overlap (RBO)164 that checks if two ranked lists are in 

agreement. Kendall’s tau, a widely used correlation-based method, ranges between -1 

and +1, where -1 denotes the complete disagreement and +1 denotes the complete 

agreement between the two ranked lists. However, some of its properties render its 

application to the KIDS-generated hypotheses less appropriate. For example, Kendall’s 

tau requires two ranked lists to be of the same length, yet the number of hypotheses with 

probability > 0.20 changes for every run of hypotheses generation due to the stochastic 

nature of the hypotheses generation models. Moreover, it assigns equal weight to all the 

items in the ranked list, treating the agreement at the top of the lists (hypotheses with 

higher probability) as important as the agreement at the bottom of the lists (hypotheses 

with lower probability). RBO is an alternative method whose value ranges between 0 and 

1, where 0 means complete disagreement and 1 means a complete agreement between 
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the two ranked lists. In contrast to Kendall’s tau, RBO allows comparing two disjoint 

ranked lists of different lengths as well as putting more emphasis on the agreement at the 

top of the lists. In this work, we provide results for both metrics. 

To this end, in addition to the original first iteration hypotheses, we generated 99 different 

versions of first iteration hypotheses each with unique random seeds. For Kendall’s tau, 

as the length of the ranked lists needs to be identical, we found the rank of the original 

149 original first iteration hypotheses with probability > 0.20 among the 99 versions of the 

hypotheses. Note that each ranked list contains 149 hypotheses. We then generated 

(100
2
) = 4,950 pairs of ranked lists which was used to calculate Kendall’s tau statistics. For 

the baseline, we randomly selected 149 hypotheses from 100 versions of randomly 

generated hypotheses, which were used to calculate Kendall’s tau statistics similarly to 

above. For RBO, as the length of the ranked lists does not need to be identical, we used 

a more straightforward approach of extracting hypotheses with probability > 0.20 from 

each one of the 100 versions of first iteration hypotheses (including the original first 

iteration hypotheses). Similar to Kendall’s tau approach, we generated (100
2
) = 4,950 

pairs of ranked lists which were used to calculate RBO statistics while setting the 

hyperparameter p to 0.99. For the baseline, we randomly selected varying numbers of 

hypotheses from 100 versions of randomly generated hypotheses. For example, if the 

number of hypotheses with probability > 0.20 in one version of the first iteration 

hypotheses was x, we also selected x number of hypotheses from the randomly 

generated hypotheses. The p-value between the KIDS-generated statistics (Kendall’s tau 

or RBO) and the randomly generated hypotheses was calculated using the T-test with a 

two-sided alternative hypothesis. Finally, among the 2,907 that appeared at least once 
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among the 100 different versions of first iteration hypotheses with probability > 0.20, we 

identified 11 hypotheses that appeared in all 100 different versions from which 10 were 

validated to be a positive relationship. 

A.1.3.12. Wet-lab validation 

We profiled the antibiotic resistance response of 226 single-gene knockout strains of E. 

coli obtained from the Keio collection154. Wild-type E. coli strain BW25113 was used as a 

control. For routine culturing, E. coli Wild-type cells were grown in LB medium, while 

knockouts were grown in media supplemented with 50 μg/ml kanamycin unless otherwise 

mentioned. To profile the antibiotic resistance response, fresh colonies of required strains 

were transferred to 96 well plates containing 200 μl of LB broth and grown for 8 hours at 

37°C in an incubator shaker (BioTek HTX). Later, a fraction of the culture was transferred 

using a 96-pin replicator to a plate containing LB agar and the different amounts of 

antibiotics. The plate was incubated overnight at 37°C, and the next day absence or 

presence of colonies was recorded to identify the MICs. All experiments were performed 

in biological triplicate. 

A.1.3.13. The similarity of novel ARGs to known ARGs 

To show how similar the 6 novel ARGs (ftsP, hdfR, lrp, proV, qorB, and rbsK) are at the 

sequence level to already known ARGs, we downloaded the nucleotide sequence of the 

4,577 ARGs from CARD113 (version 3.1.4) and performed BLASTN with our 6 ARGs 

(https://blast.ncbi.nlm.nih.gov/Blast.cgi). The highest-ranked matches are the following: 

CTX-M-204 of Klebsiella pneumoniae for lrp (100% identify, E-value=5.9); CMH-5 of 

Enterobacter cloacae for rbsK (88% identify, E-value=0.93); cprS of Pseudomonas 
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aeruginosa PAO1 for qorB (84.8% identify, E-value=0.86); MOX-9 of Citrobacter freundii 

for hdfR (100% identify, E-value=0.84); OXA-541 of Pseudomonas putida for lrp (91.7% 

identify, E-value=0.12); ErmG of Bacteroides thetaiotaomicron for lrp (88.9% identify, E-

value=1.2). We also tested how similar the genes that we have predicted to confer no 

resistance using the hypothesis generator (probability range [0.0 and 0.2]) and further 

validated in the wet-lab to the ARGs in CARD. Out of the 129 genes, we found 11 genes 

that have a significant E-value (≤ 0.05). 

A.1.3.14. Dissemination of novel ARGs across microbial communities 

Using the MGnify service (http://www.ebi.ac.uk/metagenomics), we performed a protein 

sequence search of our 6 novel ARGs using HMMER (http://hmmer.org) against their 

human digestive system microbiome database which contains 94,342 samples with a 

cutoff E-value set to ≤ 0.05. We found how much dissemination these genes have in the 

database for 5 ARGs except for proV which ran into a server-side error (Supplementary 

Table 12). 

A.1.3.15. Identification of bacteria harboring a maximum number of genes 

homologous to 6 novel CRA genes 

We performed nucleotide mega-BLAST (blast.ncbi.nlm.nih.gov/Blast.cgi) to identify the 

genes homologous to 6 novel CRA genes in other bacterial genera. We found that 

Salmonella spp. had the maximum number of homologous genes. Salmonella enterica 

had 5 homologs ftsP, lrp, proV, rbsK, and yifA (hdfR in E. coli) with >78% similarity in 

nucleotide sequences, while homolog of qorB was not identified in S. enterica. 

A.1.3.16. Construction of in-frame single-gene knockouts of the S. enterica LT2 
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We constructed 5 single-gene KO strains of S. enterica LT2 using λ-red recombinase 

system as described elsewhere154. Briefly, we PCR amplified the kanamycin cassette 

from Keio-strain JW1869 using 5 sets of specially designed primers containing end 

sequences of kanamycin cassette and target genes (Supplementary Table 13). 

Electrocompetent S. enterica cells harboring pkD46 plasmid, temperature-sensitive and 

an ampicillin-resistant plasmid expressing λ-red recombinase system, were transformed 

with individual sets of PCR amplified kanamycin cassette to replace the 5 target genes 

with kanamycin marker. Cells were selected on an LB agar plate containing kanamycin 

and later pkD46 was removed from the cells by growing the cells in LB broth at 40°C154. 

MICs of antibiotics cephradine (for ftsP and rbsK KOs), geneticin (for lrp KO), 

chloramphenicol (for proV KO), and hygromycin B (for yifA KO) were measured as 

described in section 1.2.4. Wild-type S. enterica was always used as a reference strain. 
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A.2. Integrating knowledge graph structure in language 

models for link prediction 

A.2.1. KG-BERT 

KG-BERT72 is a fine-tuning method that utilizes the base version of the pre-trained 

language model BERT (BERTBASE)70 as an encoder for entities and relations of the 

knowledge graph. Specifically, KG-BERT first converts a triplet (ℎ, 𝑟, 𝑡) to a sequence of 

tokens 𝑤(ℎ,𝑟,𝑡) = ⟨[𝐶𝐿𝑆]𝑤𝑎
ℎ[𝑆𝐸𝑃]𝑤𝑏

𝑟[𝑆𝐸𝑃]𝑤𝑐
𝑡[𝑆𝐸𝑃]: 𝑎 ∈ {1. . |ℎ|}&𝑏 ∈ {1. . |𝑟|}&𝑐 ∈ {1. . |𝑡|}⟩ , 

where 𝑤𝑛 denotes the n\textsuperscript{th} token of either entity or relation, [𝐶𝐿𝑆] and 

[𝑆𝐸𝑃] are the special tokens, while |ℎ|, |𝑟|, and |𝑡| denote the number of tokens in the 

head entity, relation, and tail entity, respectively. This textual token sequence is then 

converted to a sequence of token embeddings 𝐰(𝐡,𝐫,𝐭) ∈ ℝ𝑑×(|ℎ|+|𝑟|+|𝑡|+4), where 𝑑 is the 

dimension of the embeddings and 4 is from the special tokens. Then the segment 

embeddings 𝒔(ℎ,𝑟,𝑡) = 〈(𝒔𝑒)×(|ℎ|+2)(𝒔𝑟)×(|𝑟|+1)(𝒔𝑒)×(|𝑡|+1)〉 , where 𝒔𝑒  and 𝒔𝑟  are used to 

differentiate entities from relations, respectively, as well as the position embeddings 

𝒑(ℎ,𝑟,𝑡) = 〈𝒑𝑖: 𝑖 ∈ {1. . (|ℎ| + |𝑟| + |𝑡| + 4)}〉are added to the token embeddings 𝒘(ℎ,𝑟,𝑡)  to 

form a final input representation 𝑿(ℎ,𝑟,𝑡) ∈ ℝ𝑑×(|ℎ|+|𝑟|+|𝑡|+4) that is fed to BERT as input. 

Then, the score of how likely a given triplet (ℎ, 𝑟, 𝑡) is to be true is computed by 

𝑠𝑐𝑜𝑟𝑒𝐾𝐺−𝐵𝐸𝑅𝑇(ℎ, 𝑟, 𝑡) = 𝑆𝑒𝑞𝐶𝑙𝑠(𝑿(ℎ,𝑟,𝑡)). 

KG-BERT significantly improved the MR of the link prediction task compared to the 

previous state-of-the-art approach CapsE303 (97 compared to 719, an 86.5% decrease), 
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but suffered from poor hits@1 of 0.041 due to the entity ambiguation problem and lack of 

structural learning74,75. 

A.2.2. StAR 

StAR74 is a hybrid model that learns both the contextual and structural information of the 

knowledge graph by augmenting the structured knowledge in the encoder. It divides a 

triplet into two parts, (ℎ, 𝑟)  and (𝑡) , and applies a Siamese-style transformer with a 

sequence classification head to generate 𝒖 = Pool(𝑿(ℎ,𝑟)) ∈ ℝ𝑑×(|ℎ|+|𝑟|+3)  and v =

Pool(𝑿(𝑡)) ∈ ℝ𝑑×(|𝑡|+2) , respectively, where 𝑃𝑜𝑜𝑙(∙)  is the output of the RoBERTa's 

pooling layer. The first scoring module focuses on classifying the triplet by applying a 

𝑠𝑐𝑜𝑟𝑒𝑆𝑡𝐴𝑅
𝑐 (ℎ, 𝑟, 𝑡) = 𝐶𝑙𝑠([𝒖, 𝒖 × 𝒗;𝒖 − 𝒖; 𝒗]), 

where 𝐶𝑙𝑠(∙)  is a neural binary classifier with a dense layer followed by a softmax 

activation function. The second scoring module then adopts the idea of how translation-

based graph embedding methods like TransE learn the graph structure by minimizing the 

distance between 𝒖 and 𝒗 as 

𝑠𝑐𝑜𝑟𝑒𝑆𝑡𝐴𝑅
𝑑 (ℎ, 𝑟, 𝑡) = −‖𝒖 − 𝒗‖, 

where ‖∙‖ is the L2-normalization. During the training, StAR uses a weighted average of 

the binary cross entropy loss computed using 𝑠𝑐𝑜𝑟𝑒StAR
𝑐 (ℎ, 𝑟, 𝑡) and the margin-based 

hinge loss computed using 𝑠𝑐𝑜𝑟𝑒StAR
𝑑 (ℎ, 𝑟, 𝑡), whereas only the 𝑠𝑐𝑜𝑟𝑒StAR

𝑐 (ℎ, 𝑟, 𝑡) is used for 

inference. This approach shows a new state-of-the performance over the metrics MR (51) 

and hits@10 (0.709), as well as significantly improving the hits@1 compared to the KG-

BERT (0.041 to 0.243, a 492.7% increase).  
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A.3. Automated knowledge extraction of food and chemicals 

from the literature 

A.3.1. Additional analysis 

A.3.1.1. Percentage of associations with literature citations in FooDB 

We downloaded foodb_2020_04_07_csv/Content.csv from the FooDB (https://foodb.ca) 

website and analyzed citation_type and citation columns, which represent a generalized 

description and a more specific identifier for a citation of a given food-chemical 

association. Among 5,145,532 FooDB associations, 3,273,562 are classified as 

PREDICTED by PATHBANK or HMDB. 955,962 associations are noted as MANUAL 

without a citation. Finally, 895,467 associations are linked to other databases without 

specific references to scientific literature. Therefore, approximately 20,541 associations 

have a scientific literature reference in FooDB, which is 0.4% of the total number of 

associations. 

A.3.1.2. Estimation of the total number of triplets in PubMed Central 

To estimate all food-chemical associations available to extract in scientific literature, we 

extrapolated the total number of triplets extractable from PubMed using the statistics of 

the FoodAtlas knowledge graph (FAKG). First, we estimated the expected number of 

unique triplets extracted from each publication, denoted as m, by having the unique 

number of triplets extracted from PH pairs in FAKG divided by the unique number of 

PMIDs. While calculating, since most triplets resulted from FoodAtlas entailment 

predictions, we weighted each triplet based on the prediction probabilities, 
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𝑚 =
1

|𝐿|
∑ 1 ⋅ 𝑝𝑡𝑡∈𝑇 =

1

146,507
⋅ 193,310.42 = 1.32, 

where L is the set of PMIDs in FAKG, T is the set of triplets, and pt is the entailment 

probability for the triplet t. Then, we counted the number of papers relevant to food in 

PubMed using the advanced search query “(food) OR (fruit) OR (vegetable)”, which 

returned 1,588,596 unique PMIDs. With this information, we estimated that our pipeline 

would be able to extract 1.32 x 1,588,596 ≈ 2.1 M triplets from unstructured text alone, 

not including tables, supplementary files, etc. 

A.3.1.3. Lit2KG generated triplets vs. external database triplets 

The Lit2KG pipeline integrated, on average, 39% of the contains triplets from the external 

databases (323 out of 529 FDC triplets, 371 out of 1,055 Phenol-Explorer triplets, and 

1,873 out of 8,375 Frida triplets were also discovered by Lit2KG pipeline) (Figure 5.2d). 

We also identified 219,854 medium-quality triplets that were not reported in external 

databases (Figure 5.2e). 

A.3.1.4. Validation using FoodMine 

To evaluate the chemical coverage of FAKG, we compared chemicals in FAKG to that in 

FoodMine304, a database exhaustively curating chemicals for cocoa and garlic from the 

literature. In this section, we describe the methodology of the validation. 

A.3.1.4.1. Processing chemicals in FoodMine 

FoodMine initially contained 598 and 289 unique chemicals for cocoa and garlic, 

respectively. However, due to different chemical indexing methods, the chemicals in 

FoodMine were not directly comparable to those in FAKG. In the FoodMine paper, the 
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authors describe their method for chemical disambiguation using structural code, i.e., the 

first 14 characters of InChIKey304. To be comparable, we follow the same approach as 

FoodMine did. Since every chemical in FAKG has a PubChem CID, we retrieved 

InChiKey for each chemical and derived its structural code. Finally, we dropped chemicals 

without structural code in FoodMine, resulting in 301 and 176 unique chemicals for cocoa 

and garlic, respectively. 

A.3.1.4.2. Processing chemicals in FAKG 

The processing required for FAKG was more complicated than that for FoodMine. There 

were four types of evidence in FAKG: entailment annotation, entailment prediction, link 

prediction, and external databases. We treated entailment annotation and external 

database evidence as positive evidence supporting a food containing a chemical. For 

entailment prediction, if we filtered by the NCBI Taxonomy ID, FAKG had 1,289 and 1,376 

chemicals with unique PubChem CIDs for cocoa and garlic, respectively. Then, as 

mentioned in the section above, we retrieved the structural code for each chemical, 

resulting in 499 and 691 unique structural codes for cocoa and garlic, respectively. For a 

fair comparison between FAKG and FoodMine, we manually annotated and excluded the 

false positives and NER errors of entailment prediction. To do that, we collected all the 

entailment prediction evidence in FAKG for all structural codes, resulting in 5,506 and 

9,616 pieces of evidence for cocoa and garlic, respectively. Note that LitSense also 

tagged “chocolate” as cocoa, so 5,506 evidence were dropped. In this case, we were only 

interested in the existence of entailment prediction evidence regarding cocoa or garlic 

containing a structural code. Thus, once we encountered one piece of positive evidence, 

we skipped the rest of the evidence associated with that structural code, which means we 
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discarded a structural code only if all evidence was false positive. Eventually, FAKG 

contained 366 and 400 unique structure codes for cocoa and garlic, respectively, 

supported by the entailment prediction evidence. For link prediction evidence, we 

annotated the structural codes following Appendix A.3.1.8, which resulted in 14 and 8 

unique chemicals for cocoa and garlic, respectively. After removing the duplicated 

structural codes between entailment and link prediction, we had 379 and 406 chemicals 

with unique structural codes. 

A.3.1.4.3. Limitations 

There were limitations in this comparison. First, FAKG had the advantage in this 

comparison because FoodMine mainly targets quantified chemicals, but FAKG curates 

any chemical identified in foods. Second, we adopted the same methodology of FoodMine 

to match the chemicals in FoodMine and FAKG. However, the method considered 

chemicals within the same isomeric species identical by only looking at the segment 

InChIKeys. Lastly, as mentioned in the last section, FAKG focuses on raw food, while 

FoodMine does not discriminate between raw and non-raw food. 

A.3.1.5. Active learning performance 

We calculated the performance of the entailment model at the final AL round (r = 10) by 

averaging all 400 models (100 random seeds for each of the 4 AL strategies trained on 

the same data). Compared to the initial round (r = 1), precision at the final round (r = 10) 

increased by 10.8% (0.74 ± 0.04 vs. 0.82 ± 0.03, respectively, p-value = 1.3 × 10-155), 

recall by 21.7% (0.69 ± 0.11 vs. 0.84 ± 0.07, respectively, p-value = 3.7 × 10-89), and F1 
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score by 16.9% (0.71 ± 0.05 vs. 0.83 ± 0.03, respectively, p-value = 2.8 × 10-206) 

(Supplementary Figure 26 and Supplementary Table 14). 

A.3.1.6. Understanding the entailment predictions 

Table 5.1 shows selected entailment model predictions for each of the four outcome 

scenarios, true positive (TP), false positive (FP), true negative (TN), and false negative 

(FN), of the confusion matrix. For certain TP and TN (p ≈ 1 and p ≈ 0, respectively), PH 

pairs are usually straightforward, such as premises with simple sentence structure (index 

1) or hypotheses with wrong food and food part matching (index 3). For certain FP and 

FN and uncertain predictions, we found that premises often require the models to use 

domain expertise to predict correctly (e.g., essential nutrient implies chemicals may not 

naturally occur in species as in index 5) or are titles of the paper that are hypotheses yet 

to be validated (index 6). Uncertain predictions (p ≈ 0.5) had a higher standard deviation 

of the probability scores assigned by the 400 entailment models at the final round than 

the certain predictions (Table 5.1). 

A.3.1.7. Entailment model performance comparison across literature sections 

We compared how sentences from different literature sections affected the production 

entailment model performance. Since the production model no longer had a designated 

test set, we performed 10-fold cross-validation to get the prediction score for each PH 

pair using the same train and validation splits and best hyperparameter described in 

Appendix A.3.2.3.2. To further increase the robustness, we repeated the cross-validation 

50 times with different weight initializations such that the prediction score for each PH 

pair was the average of 50 runs. Supplementary Table 15 summarizes the confusion 
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matrices for each section. We found that for the PH pairs from the introduction section, 

the model achieved the highest precision, F1, and the third-best recall scores. Also, 

regarding prediction scores, the model predicted the PH pairs of the introduction section 

significantly differently from those of the other sections (vs. Discussion, p-value = 7.8 × 

10-33; vs. Abstract, p-value = 3.2 × 10-104; vs. Methods, p-value = 6.7 × 10-206; vs. Results, 

p-value = 1.8 × 10-13; vs. Conclusion, p-value = 9.4 × 10-4; vs. Title, p-value = 4.3 × 10-18; 

vs. Table, p-value = 1.1 × 10-23; vs. Others, p-value = 1.0 × 10-34. p-values were computed 

by the two-sided t-test with the Benjamini-Hochberg adjustment305). 

A.3.1.8. Validation for link prediction 

To validate the utility of link prediction in discovering novel food-chemical relations, we 

manually annotated the triplets predicted by the best link prediction (LP) model. Because 

the inputs to LP were merely triplets (i.e., no longer using premise-hypothesis pairs), 

finding and annotating the evidence for link prediction triplets proved challenging without 

domain expertise. Therefore, we seek help from a postdoctoral biochemistry expert to 

annotate the triplets for LP validation. For this section, we will discuss the procedure of 

query, search, and annotation. 

A.3.1.8.1. Annotation datasets 

To validate that the link predictor was well-calibrated, we annotated all 466 triplets with 

probability scores greater than 90% as well as 200 randomly sampled triplets with 20 

triplets from each of the 10 equally spaced bins. The reason for selecting these two sets 

was because the former would allow the discovery of novel food-chemical associations 

by looking at the most likely triplets, while the latter would show how well our model is 
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calibrated based on a scrutinized literature search. However, note that we skipped some 

unwanted triplets, including triplets with entities with LitSense NER Error and triplets with 

chemical entities that were chemical groups rather than a specific chemical structure. 

A.3.1.8.2. Query standard 

We searched four sources, which are PubChem taxonomy242, Bing Chat, Google Scholar, 

and Google. We queried PubChem taxonomy and Bing Chat because they returned more 

straightforward responses compared to Google Scholar and Google, which had better 

coverage. 

For PubChem taxonomy, we queried the scientific name of the food entity of the triplet to 

retrieve the evidence. Since PubChem taxonomy retrieved evidence based on fuzzy 

search242, we reviewed and verified the evidence. 

For Bing Chat, we queried the search engine by prompting, “Does Theobroma cacao 

contain stearic acid?” where synonyms for foods and chemicals were also used to query 

independently. Specifically, for food entities, we used all the synonyms listed in the NCBI 

taxonomy, while for chemical entities, we tried a subset of synonyms that were most 

commonly used (Supplementary Figure 31). We checked the evidence links returned 

by Bing Chat and verified their correctness. 

For Google Scholar and Google, we formulated the query by concatenating the food and 

chemical names, e.g., Theobroma cacao stearic acid. The same treatment for synonyms 

performed in Bing Chat was applied. 

A.3.1.8.3. Annotation standard 
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If we found the evidence, we annotated the triplets as Yes, and the reference sources 

were recorded. The triplets were annotated as Unknown if we found no evidence since 

we could not conclude that the corresponding triplet was novel without exhaustively 

searching the entire internet. Finally, a few triplets were annotated as No, if food could 

not biologically contain a chemical. For example, a triplet with the chemical 1,1,1-

Trichloroethane was labeled as No because the chemical could only be synthesized in 

labs. 

A.3.1.8.4. Validation for Unknown triplets 

Unknown triplets, described in the last section, not being found on the internet could be 

either novel or wrong. Since experimentally validating triplets would be expensive, we 

describe a heuristic to decide if a triplet is likely true based on its metabolic and 

evolutionary viability, where we consider a triplet is likely to be true if it passes at least 

one of the tests. We start this section with a description of our tests, followed by a specific 

discussion for each triplet that has passed the test. 

Metabolic viability test. A chemical is likely to present in a species if a metabolic 

pathway exists within the species to produce that chemical, and we utilized the following 

approaches to identify the pathways likely to exist within species. First, we checked if a 

species can synthesize enzymes known to produce the chemical of interest. To do this, 

we searched for the enzymes of the chemical in databases, like KEGG306, and literature. 

Then, we retrieved the enzyme amino acid sequence from UniProt307. Finally, we input 

the retrieved enzyme sequences and the species of interest in the NCBI BLAST308 query 

to find the homologous enzymes with similar sequences producible by the species. Based 

on the assumption that similar sequences share a similar function, we considered the 
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triplet passing the metabolomic viability test if the searched enzymes were homologous 

with the query sequence by hitting the E-value of 0, implying that the observed similarity 

between the query and subject sequences was highly unlikely to have arisen randomly 

or by chance. Note that not all chemical synthesis requires enzymes. In those cases, we 

looked for the chemical equation that produced the chemical and verified whether the 

required reactants and catalysts were found in the species. If found, we also considered 

the triplet passing the test. 

Evolutionary viability test. The metabolic viability test could be challenging for some 

species because they were not found in KEGG or BLAST. In such cases, we resorted to 

an evolutionary viability test. Specifically, a triplet is considered to pass the test if there 

are any species under the same genus of the species of interest containing the chemical. 

For example, we could not find any metabolic pathway for phenol in Cinnamomum 

aromaticum (Chinese cinnamon), but we found phenol in Cinnamomum zeylanicum 

(Ceylon cinnamon)309, and hence the triplet passed the evolutionary viability test. 

Metabolically viable triplet 1: Hericium erinacerus (bearded tooth) contains 

lumisterol. We found a recent source indicating that lumisterol can be naturally 

synthesized with ergosterol by UV irradiation (e.g., sunlight)310, where the bearded tooth 

is known to contain ergosterol311. 

Metabolically viable triplet 2: Cicer arietinum (chickpea) contains triglyceride. 

Through a literature search, we found an enzyme, phospholipid:diacylglycerol 

acyltransferase, that could synthesize triacylglycerol (synonym for triglyceride)312, and 

found its protein sequence (UniProt ID: Q9FNA9) for Arabidopsis thaliana (mouse-ear 

cress). Through BLAST (blastp), four phospholipid:diacylglycerol acyltransferase-like 
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enzymes in chickpeas with zero E-value and 78.4%, 76.1%, 76.7%, and 56.9% 

percentage of identity (RefSeq ID: XP_004510434.1, XP_004507978.1, 

XP_012573333.1, and XP_004506121.1) were retrieved. 

Metabolically viable triplet 3: Cuminum cyminum (cumin) contains sodium caffeate. 

Sodium caffeate can be synthesized naturally by caffeic acid and sodium through a 

neutralization process without enzymes. Caffeic acid can be found in cumin313 while 

sodium is present in all plants. 

Metabolically viable triplet 4: Gadus morhua (Atlantic cod) contains beta-carotene. 

Through a literature search, we found beta-carotene-15,15’-dioxygenase, an enzyme in 

Homo sapiens (human) that catalyzes the reaction involved in beta-carotene314. We used 

the corresponding protein sequence (UniProt ID: Q9HAY6) and identified two protein 

sequences through BLAST (blastp) with zero E-values and percentage of identities of 

58.5% and 53.9% respectively (RefSeq ID: XP_030205463.1 and XP_030208886.1). 

Evolutionarily viable triplet 1: Cucumis melo var. dudaim (Dudaim melon) contains 

matairesinol. Secoisolariciresinol dehydrogenase is an enzyme that can produce 

matairesinol and is found in various plants315. Although we could not find a source that 

directly indicates Cucumis melo var. dudaim contains this enzyme, we found that 

Cucumis melo (muskmelon) and Cucumis melo var. makuwa (oriental melon), two 

species sharing the same genus with Cucumis melo var. dudaim, contain 

secoisolariciresinol dehydrogenase (UniProt ID: A0A1S3CT49 and A0A5A7UNV0). Since 

the species Cucumis melo and a variant Cucumis melo var. makuwa (oriental melon) that 

shares the same parent subspecies (Cucumis melo subsp. agrestis) as Cucumis melo 



 

173 
 

var. dudaim contains secoisolariciresinol dehydrogenase, likely, Cucumis melo var. 

dudaim and all Cucumis melo’s subspecies and variants contain this enzyme. 

While there is a reference genome in BLAST for Cucumis melo var. dudaim, currently the 

only source for this sequencing data analyzes whole chloroplast gene assembly and is 

currently unpublished (https://www.ncbi.nlm.nih.gov/nuccore/1240947550), meaning that 

the proteome and genome are currently incomplete. Additionally, using BLAST 

(TBLASTN) to search for the DNA sequence for secoisolariciresinol dehydrogenase 

(RefSeq ID: XP_008467261.1) in Cucumis melo, we found the top two non-predicted 

sequences with E-values of 10-180 and percent identities of 96.48% (RefSeq ID: 

LN681895.1 and LN713263.1). The first reference sequence is a scaffold, but the second 

says it is located on chromosome 9 of the Cucumis melo nuclear genome, and the 

chloroplast genome has little similarity to the nuclear genome, especially chromosome 

9316. Therefore, given the current sequencing data for Cucumis melo var. dudaim, we are 

not able to find secoisolariciresinol dehydrogenase because the current sequencing data 

is incomplete and the current genomic data does not contain the region that has 

secoisolariciresinol dehydrogenase. 

Evolutionarily viable triplet 2: Cinnamomum aromaticum (Chinese cinnamon) 

contains phenol. Phenol can be found in Cinnamomum zeylannicum (Ceylon 

cinnamon)309, which shares the same genus, Cinnamomum, with Chinese cinnamon. 

5 non-passing triplets. Diospyros kaki (Japanese persimmon) contains 3-Rhamnosyl-

Glucosyl Quercetin, Anthriscus cerefolium (chervil) contains loxoprofen, Allium 

schoenoprasum (chive) contains salicylic acid, Juglans cinerea (butternut) contains 

lawsone, and Curcuma longa (turmeric) contains 3-Rhamnosyl-Glucosyl Quercetin. 
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A.3.1.9. Benchmark with FooDB. 

We benchmarked with FooDB, the existing state-of-the-art food resource that aggregates 

many other popular food databases, and by comparing with FooDB, we would be able to 

estimate the overall coverage of FoodAtlas concerning all the existing food sources. 

Supplementary Figure 25 shows the comparison between FoodAtlas and FooDB. For 

the two databases to be comparable, we only considered foods and chemicals associated 

with NCBI Taxonomy ID (NCBI ID) and PubChem CID. 

For FoodAtlas, we first extracted all the triplets with contains relation, resulting in 243,231 

unique triplets. Within them, we counted 536 and 11,908 unique NCBI IDs and CIDs, 

forming 126,082 triplets with unique NCBI ID-CID pairs. The count of unique pairs was 

smaller than the number of triplets because different food parts were considered different 

triplets while sharing the same NCBI ID. Among them, 106,082 are exclusively included 

by FoodAtlas. To further investigate the distribution of quality of the 106,082 triplets, we 

retrieved all the evidence stored in FoodAtlas for the associated triplets and assigned 

each triplet with the highest evidence quality. For example, if a triplet had high- and 

medium-quality evidence simultaneously, the triplet was considered a high-quality triplet. 

This gave us 2,091 high-, 94,095 medium-, and 9,896 low-quality triplets, adding to 

106,082. 

For FooDB, we downloaded the entire database with 5,007,500 food-chemical 

associations. Out of 992 original foods, 600 unique NCBI IDs were found. For 70,477 

original chemicals in FooDB, however, CIDs were not reported in the downloadable 

content. To accommodate, we used InChIKeys reported in FooDB to identify the 

corresponding CIDs with PucChem Identifier Exchange Service 
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(https://pubchem.ncbi.nlm.nih.gov/docs/identifier-exchange-service). This process 

returned 64,125 unique CIDs in FooDB. We then extracted food-chemical pairs that were 

associated with using these 600 and 64,125 NCBI IDs and CIDs in FooDB, resulting in 

2,480,768 associations out of the original 5,007,500. After dropping NCBI IDs and CIDs 

without any association, FooDB had 598 and 51,130 unique NCBI IDs and CIDs, forming 

2,480,768 associations. 

To make a more fine-grained comparison, we also evaluated FooDB without associations 

predicted via metabolic pathways. This included associations imported from PathBank317 

and HMDB318. This resulted in 651,680 unique associations compared to the previous 

2,480,768. 

A.3.1.10. Knowledge extraction using GPT3.5 and GPT4 

We tested the performance of GPT3.5 and GPT4 on the knowledge extraction task. 

Instead of using the original BioBERT entailment model scheme which uses the premise 

(sentence) as evidence to predict the entailment label True or False, the GPT-based 

method uses an engineered prompt along with the sentence directly to extract knowledge 

as a chat completion. To benchmark the performance of GPT-extracted knowledge, we 

created two datasets. Both versions of the datasets contain randomly selected 100 unique 

sentences from the pool of 4,120 Lit2KG premise-hypothesis pairs. However, the first 

version did not contain any concentration value, whereas the second version did. 

Benchmarking without concentration value. For sentences without concentration 

values, we used the following single-shot prompt to extract knowledge using GPT3.5 and  

GPT4. 

https://pubchem.ncbi.nlm.nih.gov/docs/identifier-exchange-service
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Given a sentence, extract in CSV format the following: food, food part, and 

chemical. Food and chemical must exist to be a valid entry. Food part can be left 

empty if not found. Do not return anything if none found. Oil should be included in 

the food, not food part. For example, given a sentence "Olive leaf extract contains 

phenols and flavonoids." extract the following: \n olive, leaf, phenols\n olive, leaf, 

flavonoids\n \n\nSentence: 

We then compared the extracted results to the manually annotated tuples of format (food, 

food part, chemical) as well as to the Lit2KG-extracted triplets. We assigned three 

outcomes TP, FP, and FN. TP is a case when the prediction (Lit2KG, GPT3.5, or GPT4) 

strictly matched the ground-truth (GT) annotation, FP is a case when the prediction did 

not match the GT annotation, and FN is a case when the GT annotation was not matched 

to any predictions. Note that we do not have any TN cases. 

Benchmarking with concentration value. For sentences with concentration values, we 

used the following single-shot prompt to extract knowledge using GPT3.5 and  GPT4. 

Given a sentence, extract in CSV format the following: food, food part, chemical, 

and chemical concentration. Food and chemical must exist to be a valid entry. 

Food part and chemical concentration can be left empty if not found. Do not return 

anything if none found. Oil should be included in the food, not food part. For 

example, given a sentence "Total phenols and flavonoids in the olive leaf extract 

were 169.10 ± 0.57 mg/g and 98.15 ± 0.7 mg/g, respectively." extract the following: 

\nolive, leaf, phenols, 169.10 ± 0.57 mg/g\nolive, leaf, flavonoids, 98.15 ± 0.7 

mg/g\n\n\nSentence: 
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The key difference of this benchmark dataset was that the manual annotation included 

chemical concentration fields as follows: (food, food part, chemical, chemical 

concentration). The evaluation process was the same as the dataset without 

concentration values. This was a harder task for Lit2KG model prediction as the Lit2KG 

did not extract concentration values, and even the true prediction (without concentration) 

was considered an FP. 

 

A.3.2. Methods 

A.3.2.1. Food name collection and LitSense query 

We collected 650 unique NCBI Taxonomy IDs (NCBI IDs) from FooDB (https://foodb.ca), 

FDC216, Phenol-Explorer37,224,225, and Frida (https://frida.fooddata.dk). Note that the 

FoodAtlas framework requires each food item to have an NCBI ID; thus, we discarded 

any food items in these databases without NCBI IDs. After downloading the entire NCBI 

Taxonomy database from the FTP site 

(https://ftp.ncbi.nlm.nih.gov/pub/taxonomy/new_taxdump; accession time: 9:53 AM on 

November 30th, 2022), we found the common name, Genbank name, and scientific name 

entries of the 650 NCBI IDs in the downloaded file, names.dmp, which resulted in 1,959 

food names.  

A.3.2.2. Data annotation 

We deployed an annotation platform with a graphical user interface on Label Studio. We 

had two annotators labeled each premise-hypothesis (PH) pair as one of entails (i.e., the 

premise supports the hypothesis), does not entail (i.e., the premise does not support the 

https://ftp.ncbi.nlm.nih.gov/pub/taxonomy/new_taxdump
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hypothesis), and skip (which will be defined later in the paragraph). The annotators did a 

preliminary annotation session and reported some observations, which we used to create 

basic annotation standards for annotators to follow for the following annotation sessions. 

We decided that for a PH pair, (a) if LitSense returned an incorrect NCBI Taxonomy ID or 

MeSH ID for the hypothesis, then the PH pair should be skip, and (b) the annotation 

should not rely on sources other than premise, i.e., even though it is well-known that 

lemon contains vitamin C, but if the premise does not support the claim, the PH pair 

should be does not entail. Note that we desired the annotation standard to be as general 

as possible to avoid biasing the subsequent training of the entailment model. We ensured 

the annotation quality by only using the PH pairs whose annotated labels were the 

consensus among annotators. 

A.3.2.3. Entailment model 

A.3.2.3.1. Model configuration 

We used BioBERT229, a pre-trained language model pre-trained on the biomedical corpus, 

and the English Wikipedia and BooksCorpus, as our entailment model. Specifically, we 

imported the pre-trained model, dmis-lab/biobert-v1.1, from HuggingFace319, with the 

default setup, except that we changed the pad token type ID to 1 to accommodate 

sentence-pair classification schema. We implemented the entailment model with 

PyTorch320, a deep-learning framework. We performed the grid search hyperparameter 

tuning over the batch size, learning rate of the AdamW321 optimizer, and the number of 

epochs. When an input sentence pair exceeded the maximum length of 512, we truncated 

the longer sentence, which was always the first sentence, i.e., premise. We relied on four 

Nvidia RTX A5000 GPUs for the training and inference. 
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A.3.2.3.2. Production model 

Once we completed the evaluation for entailment models with different active learning 

strategies, we deployed the production entailment model, where we used the entire 

labeled dataset (i.e., training, validation, and test sets) to train it. Then, to configure the 

optimal hyperparameters for the production model, we performed a 10-fold cross-

validation, where each fold contained a unique set of premises and a unique set of 

hypotheses. Again, we used the same grid search space, i.e., learning rate = {2x10-5, 

5x10-5}, epochs = {3, 4}, and batch size = {16, 32}, described in the main method section, 

where the one with the best mean precision across ten folds was chosen for the 

production model. Finally, using the best hyperparameter set, we trained our production 

model, an ensemble system, by training 100 entailment models with different random 

initializations using the entire dataset (i.e., all ten folds). Given one input premise-

hypothesis (PH) pair, the prediction of the production model was then the mean of 

predicted scores of the 100 entailment models. 

A.3.2.3.3. Active learning 

The available scientific literature online is too large to annotate manually. Thus, we 

experimented with active learning, a subfield of machine learning that aims the models to 

choose the training data to be labeled for the models to achieve better performance with 

less labeled data322. To compare different active learning strategies without overly 

burdensome manual annotation labor, we employed a pool-based active learning 

scenario, which assumes a small subset of labeled data exists in a closed pool of data, 

allowing the model to select new training samples from the pool322. Here, we describe 

more details regarding each active learning strategy. 
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Maximum Likelihood Active Learning. The maximum likelihood active learning 

continuously sampled the PH pairs with the most certainly positive probability scores. 

Because we only added the positives to the knowledge graph, so we hypothesized that 

the knowledge graph would grow the fastest with this active learning. Specifically, we 

sorted unsampled PH pairs based on their predicted probability scores. We then added 

the highest 412 PH pairs to the sampled data for the next active learning round training. 

Maximum Entropy Active Learning. The maximum entropy active learning sampled the 

PH pairs that the model was most uncertain about. The PH pairs with uncertain 

predictions were close to the decision boundary of the model, so we hypothesized that 

the entailment model would benefit from learning these data. For binary classification, this 

means, 

𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 = min (1 − 𝑝, 𝑝), 

where p is the probability score associated with the entailment prediction. We can observe 

that the uncertainty score is the highest when p = 0.5. 

Stratified Active Learning. The stratified active learning split the data pool into ten bins 

of equal interval (i.e., [0, 0.1], [0.1, 0.2), ..., [0.9, 1.0)), and the entailment models selected 

the same number of samples from each bin randomly. However, especially for the late 

active learning rounds, the number of samples in a bin might be less than the number of 

samples the model required to draw. Therefore, we ensured to train the model with the 

same amount of data in each round by using the following simple algorithm for each 

stratified active learning round sampling: 

1. Initialize the number of bins B = 10 and the total number of samples drawn per 
round N = 412. 
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2. Split the data pool into B equal-interval bins. 
3. Check if, for all 𝐵 bins, there exists at least (N / B) samples: 

a. If true, randomly draw (N / B) samples from each bin. 
b. If false, update B ← B - 1, and start from step 2. 

Random Sampling. Random sampling is our baseline equivalent to no active learning. 

Every PH pair has an equal chance to be sampled by the model. 

A.3.2.3.4. Pseudocode 

Algorithm 1. Training an entailment model with pool-based active learning (AL). 

Input: {𝑿𝑨, 𝒚𝑨, 𝑿𝑻, 𝑯}, where 𝑿𝑨 is a set of annotated PH pairs for training the model, 𝒚𝑨 is an 

array of labels of 𝑿𝑨 , 𝑿𝑻  is a set of PH pairs predicted by the trained model, and 𝑯 is the 

hyperparameter search space. 

Output: {𝑿𝑻, 𝒚�̂�} , where 𝑿𝑻  is the same as the input, and 𝒚�̂�  is an array of labels of 𝑿𝑻 

predicted by the model across multiple AL rounds. 

1: (𝑿𝒕𝒓𝒂𝒊𝒏, 𝒚𝒕𝒓𝒂𝒊𝒏), (𝑿𝒗𝒂𝒍, 𝒚𝒗𝒂𝒍) ← (𝑿𝑨, 𝒚𝑨)  // Split the PH pairs 

2: for j = 1 to R do // Run R AL rounds 

3:     if j == 1 do  

4:         𝑿𝒔, 𝒚𝒔 ← 𝑠𝑎𝑚𝑝𝑙𝑒_𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦(𝑿𝒕𝒓𝒂𝒊𝒏, 𝒚𝒕𝒓𝒂𝒊𝒏) // Section 1.1.3.3 

5:         𝑿𝒓, 𝒚𝒓 ← (𝑿𝒕𝒓𝒂𝒊𝒏, 𝒚𝒕𝒓𝒂𝒊𝒏)\(𝑿𝒔, 𝒚𝒔) // Get the remaining set 

6:     else do  

7:         𝑿𝒔
′ , 𝒚𝒔

′ ← 𝑠𝑎𝑚𝑝𝑙𝑒_𝑎𝑐𝑡𝑖𝑣𝑒𝑙𝑦(𝑚𝑜𝑑𝑒𝑙, 𝑿𝒓, 𝒚𝒓) // Section 1.1.3.3 

8:         𝑿𝒔, 𝒚𝒔 ← (𝑿𝒔, 𝒚𝒔) ∪ (𝑿𝒔
′ , 𝒚𝒔

′ ) // Update sampled training set 

9:         𝑿𝒓, 𝒚𝒓 ← (𝑿𝒓, 𝒚𝒓)\(𝑿𝒔, 𝒚𝒔) // Get the remaining set 

10:     end if  

11:     𝑀𝑜𝑑𝑒𝑙 ← 𝑡𝑢𝑛𝑖𝑛𝑔_ℎ𝑒𝑙𝑑𝑜𝑢𝑡(𝑿𝒔, 𝒚𝒔, 𝑿𝒗𝒂𝒍, 𝒚𝒗𝒂𝒍, 𝑯) // Select the best model 

12:      𝒚𝑻�̂� ← 𝑀𝑜𝑑𝑒𝑙(𝑿𝑻)  

13: end for  

14: 𝒚�̂� ← {𝒚𝑻𝟏,̂ 𝒚𝑻�̂�, … , 𝒚𝑻�̂�}  

15: return {𝑿𝑻, 𝒚�̂�}  
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Algorithm 2. Training the production entailment model and predicting unannotated PH pairs. 

Input: {𝑿𝑨, 𝒚𝑨, 𝑿𝑼, 𝑯}, where 𝑿𝑨 and 𝒚𝑨 are the annotated PH pairs and their labels, 𝑿𝑼 is the 

unannotated PH pairs, and 𝑯 is the hyperparameter search space. 

Output: {𝑿𝑼, 𝒚�̂�}, where 𝑿𝑼 and  𝒚�̂� are the unannotated PH pairs and their corresponding 

predictions by the production model. 

1: ℎ𝑝𝑎𝑟𝑎𝑚 ← 𝑡𝑢𝑛𝑖𝑛𝑔_10_𝑓𝑜𝑙𝑑(𝑿𝑨, 𝒚𝑨, 𝑯)  // Run grid search 

2: for i = 1 to S do // Run S different seeds 

3:     𝜽𝒊 ← 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒_𝑟𝑎𝑛𝑑𝑜𝑚_𝑤𝑒𝑖𝑔ℎ𝑡𝑠(ℎ𝑝𝑎𝑟𝑎𝑚)  

4:     𝑀𝑜𝑑𝑒𝑙𝑖 ← 𝑡𝑟𝑎𝑖𝑛_𝑚𝑜𝑑𝑒𝑙(𝑿𝑨, 𝒚𝑨, 𝜽𝒊)  

5:     𝒚𝑼�̂� ← 𝑀𝑜𝑑𝑒𝑙𝑖(𝑿𝑼) // Predict unannotated input 

6: end for  

7: 𝒚�̂� ← 𝑔𝑒𝑡_𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑤𝑖𝑠𝑒_𝑚𝑒𝑎𝑛([𝒚𝑼�̂� , 𝒚𝑼�̂� , … , 𝒚𝑼�̂�]) // Do ensemble predictions 

8: Return {𝑿𝑼, 𝒚�̂�}  

 

A.3.2.4. Link prediction 

A.3.2.4.1. Model selection dataset generation 

To evaluate different versions of the FAKG in Figure 5.5b fairly, we created a held-out 

validation and test set by randomly sampling the triplets of type (food, contains, chemical) 

from the annotated PH pairs used for the entailment model. Note that we only added the 

(food, contains, chemical) triplet type, but not the (food part, contains, chemical) triplet 

type, as we are interested in generating hypotheses of the former. This results in the 

validation set with 445 positives and the test set with 447 triplets. As for the training data, 

although the data source varies for each version of the FAKG, the generation process is 

identical for all. We start by making sure that the 892 (food, contains, chemical) triplets in 

the validation and test set are removed from the available data. Next, we also remove 

any (food part, contains, chemical) in the training set that shares the same NCBI 
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taxonomy ID as food entities in the validation and test set. For example, if (strawberry, 

contains, Ascorbic Acid) is in the validation set, we remove any (strawberry {part}, 

contains, Ascorbic Acid) triplets in the training set. We chose to do this exclusion as we 

wanted to prevent the model from learning the chemical composition of foods only from 

their food part chemical composition. 

A.3.2.4.2. Hyperparameter optimization 

We performed the hyperparameter optimization of the six link prediction models, 

TransE236, ER-MLP237, DistMult238, TransD239, ComplEx240, and RotatE69, using the 

metric MR on the validation set. For each model and each version of the dataset in Figure 

5.5b, we tested 50 different sets of hyperparameters, where each hyperparameter set 

was drawn randomly from the default pool of hyperparameters of the PyKEEN library235 

that were chosen from the best-reported values in each model’s original paper. Early 

stopping was also used during the hyperparameter optimization process. 

A.3.2.4.3. OpenAI GPT 

We tested how the vanilla GPT-3.5 model (text-davinci-003)323 performs without any 

training data and how it compares to the graph-embedding models. We used the (food, 

contains, chemical) triplets in the test set to ask the question “Does {food} contains 

{chemical}?” using the text completion endpoint, where the scientific name was used for 

food, and the PubChem name was used for the chemical (MeSH name was used for 

chemical in case PubChem entry did not exist). We prompted the model to generate five 

different versions of the answer to test the statistical significance, similar to what we did 
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with graph-embedding link prediction models. Surprisingly, GPT had a precision of 64.8%, 

although the recall and F1 score was lower at 31.8% and 42.7%, respectively. 

A.3.3. FoodAtlas Knowledge Graph 

A.3.3.1. Entity types 

The current version of FoodAtlas KG (FAKG) supports three entity types: cellular 

organism (food), food part, and chemical (Supplementary Table 17). All entities in FAKG 

are assigned a unique FoodAtlas ID, a sequentially assigned numerical ID prefixed with 

the letter e. In this section, we describe each entity type in more detail. 

A.3.3.1.1. cellular organism (food) 

In addition to the unique FoodAtlas ID, cellular organism entities have one unique NCBI 

Taxonomy ID (NCBI ID) and part ID of p0, corresponding to the whole food, in contrast to 

the food parts in the next section. We require all organisms to have a valid NCBI ID to 

merge external databases and resolve synonyms. Although we interchangeably use the 

terminology cellular organism and food, it is worth noting that not all organisms are foods. 

For example, an entity strawberry with a rank species in the taxonomic lineage has a 

parent entity Fragaria with a rank genus in the knowledge graph. Although both entities 

are cellular organism entities, we call only the entity strawberry a food entity. Note that in 

FAKG, this relationship is encoded using a triplet (Fragaria, hasChild, strawberry). While 

all food entities have an outgoing relationship, contains, to a chemical entity, cellular 

organism entities have no outgoing contains relationship but only a hasChild relationship 

to another cellular organism or food entity. 

A.3.3.1.2. food part 
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Like the cellular organism (food) entities, each food part entity has one unique NCBI ID 

identical to the corresponding food entity (e.g., entities carrot root and carrot have the 

same NCBI ID of 4039). In addition, each food part entity also has a unique part ID (e.g., 

carrot root has a part ID of p49, and carrot has a part ID of p0). Note that we strictly use 

the terminology food part and not cellular organism part, as we derive all food part entities 

from food entities, not other cellular organism entities. 

A.3.3.1.3. chemical 

In addition to the unique FoodAtlas ID, each chemical entity has either one unique 

PubChem CID (CID) or MeSH ID. To be specific, a chemical has a unique MeSH ID if we 

could not find the PubChem ID. We used CID to merge other chemical entities from 

external databases and resolve the synonyms. we prioritized PubChem ID over the MeSH 

ID as the chemical indexer in FAKG because PubChem is the most comprehensive, used 

by most external databases, and prevents the dilution of chemicals when merging. The 

dilution problem happens when multiple identifiers are used to merge the entities. For 

example, according to PubChem, eight different PubChem entries for fumaric acid (CIDs: 

6076814, 101823788, 444972, 6364607, 6433510, 6440849, 723, 9793847) all point to 

a single MeSH entry (MeSH ID: C032005) as a synonym. To make matters worse, each 

CID can point to more than one MeSH entry or CAS entry. For example, a CID 6076814 

has two MeSH entries (MeSH IDs: C032005, C030272) and three CAS entries (CAS IDs: 

18016-19-8, 5873-57-4, 7704-73-6). Therefore, if we use more than one unique identifier 

(PubChem ID in our case) for merging entities and resolving synonyms, we can end up 

with a chemical entry with multiple chemicals merged (diluted) into one.  

A.3.3.2. Relation types 
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The current version of FoodAtlas KG supports four relation types: contains, isA, hasChild, 

and hasPart (Supplementary Table 17). In addition, all relations in FAKG are assigned 

a unique FoodAtlas ID, a sequentially assigned numerical ID prefixed with the letter r. In 

this section, we describe each relation type in more detail. 

A.3.3.2.1. contains 

The contains relation type has two possible triplet types (food, contains, chemical) and 

(food part, contains, chemical), as shown in Figure 5.2a. These contains triplets are either 

from the FoodAtlas framework or are from three external databases Frida324, Phenol-

Explorer37,224,225, and FDC216. 

A.3.3.2.2. isA 

The isA relation type has one possible triplet type (chemical, isA, chemical) (Figure 5.2a), 

which encodes the ontological relationship of the chemical entities. This ontological 

relationship is taken directly from the MeSH Tree. Note that the head entity is a child node 

of the tail entity in the MeSH Tree (e.g., (Catechin, isA, Flavonoids)). 

A.3.3.2.3. hasChild 

The hasChild relation type has one possible triplet type (cellular organism, hasChild, 

cellular organism) (Figure 5.2a), which encodes the taxonomical relationship of the 

cellular organism entities and is taken directly from the NCBI Taxonomy. In contrast to 

the isA entity type, the tail entity of the hasChild triplet is the child node of the head entity 

(e.g., (Fragaria, hasChild, strawberry)). 

A.3.3.2.4. hasPart 
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The hasPart relation type has one possible triplet type (cellular organism, hasPart, food 

part) (Figure 5.2a). In the current version of FAKG, the only source of such triplets is the 

FoodAtlas active learning pipeline. Note that the entailment model only predicts (food, 

contains, chemical) or (food part, contains, chemical) triplet types, and if a triplet (food 

part, contains, chemical) is either annotated or predicted as positive by the FoodAtlas 

pipeline, we automatically extract (food, hasPart, food part) triplet from it and mark it as a 

positive. 

A.3.3.3. Knowledge injection 

We first inject contains and hasPart triplets into the FoodAtlas KG, followed by isA triplets 

and hasChild triplets from the MeSH Tree and NCBI Taxonomy, respectively. This section 

describes the exact procedures for this knowledge injection process. 

A.3.3.3.1. FoodAtlas active learning pipeline 

Three triplet types, (food, contains, chemical), (food part, contains, chemical), and (food, 

hasPart, food part), are injected into FAKG from the FoodAtlas active learning (AL) 

pipeline. The food and chemical entities are originally tagged with NCBI IDs and MeSH 

IDs, respectively, by the LitSense API. To inject these triplets into the FoodAtlas KG, a 

preprocessing step of looking up the corresponding PubChem CIDs (CIDs) for the 

chemical entities is necessary, as CID is used to merge the entities (Appendix A.3.3.1.3). 

For example, a chemical entity of oleic acid from the triplet (food, contains, oleic acid) has 

a unique MeSH ID of D019301. We search this unique MeSH ID in the PubChem 

database and find all PubChem compound entries that list the MeSH ID as a synonym. 

Then, for oleic acid, three CIDs (445639, 5460221, 965) all list the MeSH ID of D019301 
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as a synonym. Therefore, the original triplet (food, contains, oleic acid) is expanded into 

three triplets, each with a unique CID, before being injected into the FoodAtlas KG. 

A.3.3.3.2. External databases 

We inject the (food, contains, chemical) triplets from three external DBs, Frida, Phenol-

Explorer, and FDC, into FAKG. We describe the exact steps for processing data from 

these external DBs in detail in Appendix A.3.3.4. The food entities from these external 

DBs are already tagged with NCBI taxonomy, whereas the chemical entities are tagged 

with either CID or CAS ID but not MeSH ID. If a chemical entity has a CID, we use it to 

search the PubChem database for synonym MeSH IDs. We then associate the found 

MeSH IDs to the CID, which are further used to merge the entities as described in 

Appendix A.3.3.1.3. However, if a chemical entity does not have a CID but only has a 

CAS ID, we look up this CAS ID on PubChem and, in turn, retrieve the MeSH IDs. Like 

MeSH, a single CAS ID can be a synonym for multiple PubChem entries. In such cases, 

we perform the same process of expanding the original triplet to multiple triplets, each 

with a unique CID. Note that chemicals added from external DBs may not always have a 

MeSH ID since some PubChem entries do not have a related MeSH ID.  

A.3.3.3.3. MeSH 

Once all chemical entities are added to FAKG, we add the ontological relationships of 

these chemicals using the MeSH Tree. For all chemical entities in the KG, we find the 

subset of entities with a unique MeSH ID (19,645 out of 19,722) and then search the 

MeSH database for these MeSH IDs. There are two types of MeSH entries: MeSH 

descriptor data, which has a prefix of the letter D in its unique ID (e.g., D002392 for 
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catechin), and MeSH supplementary concept data, which has a prefix of the letter C in its 

unique ID (e.g., C024603 for Geraniin). All descriptor data with the prefix D has one or 

more MeSH Tree numbers. For example, catechin (MeSH ID: D002392) has 4 MeSH 

Tree numbers, as shown in Supplementary Figure 29a. Each MeSH Tree is converted 

to a triplet by connecting the tree’s nodes with the isA relation type. For example, catechin 

with MeSH Tree number D03.383.663.283.240.190 in Supplementary Figure 29a will 

be expanded into five triplets (Catechin, isA, Chromans), (Chromans, isA, Benzopyrans), 

(Benzopyrans, isA, Pyrans), (Pyrans, isA, “Heterocyclic Compound, 1-Ring”), 

(“Heterocyclic Compounds, 1-Ring”, isA, Heterocyclic Compounds). All supplementary 

concept data with the prefix C are mapped to one or more descriptor data with the prefix 

D. Geraniin (MeSH ID: C024603), for example, is mapped to two descriptor data 

Glucosides (MeSH ID: D005960) and Hydrolyzable Tannins (MeSH ID: D047348). We 

encode this relationship with a triplet (Geraniin, isA, Glucosides) and (Geraniin, isA, 

“Hydrolyzable Tannins”), respectively. The MeSH tree of the two descriptor entities 

Geraniin mapped to is also translated into triplets and injected into FAKG. 

A.3.3.3.4. NCBI Taxonomy 

For all food entities in the KG, their corresponding NCBI Taxonomy IDs are used to search 

the NCBI Taxonomy to retrieve the taxonomic lineage information. For example, the 

complete lineage data of strawberry (NCBI:txid3747) with rank species are shown in 

Supplementary Figure 30, where the cellular organism (NCBI:txid131567) is the root 

entity of the lineage, and the Fragaria (NCBI:txid3746) is the immediate parent entity of 

rank genus. This lineage is converted to triplets by connecting the entities in the lineage 
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with hasChild relationship as (cellular organism, hasChild, Eukaryota), (Eukaryota, 

hasChild, Viridiplantae), …, and (Fragaria, hasChild, Fragaria x ananassa). 

A.3.3.4. Triplets from external databases 

This section will discuss how we integrate triplets extracted from Frida, FDC, and Phenol-

Explorer. Note that we have considered other food chemical composition databases. 

However, to integrate with FAKG, the databases need to have standardized food and 

chemical indexers consistent with FAKG; Specifically, a food must have an NCBI ID, and 

a chemical must have a CID. Most databases, however, do not necessarily suffice this 

requirement; For example, Frida does not provide food NCBI IDs, and FDC does not 

provide CIDs. In the next paragraph, we will discuss how to rely on our metadata retrieval 

pipeline to retrieve the NCBI IDs if the database provides scientific names. However, if a 

database lacks CIDs, we need to contact the authors of the databases to receive chemical 

IDs that can be linked to CIDs internally. The databases integrated into FAKG either 

contain or have provided CIDs or IDs linked to CIDs to us internally. We are actively 

working with the authors of other databases, including FooDB, to expand FAKG in the 

following versions. 

To integrate triplets from FDC, Frida, and Phenol-Explorer into FAKG with a consistent 

standard, we have developed a semi-automatic method relying on NCBI Entrez325 to 

retrieve NCBI IDs, MeSH IDs, and PMIDs with scientific names, other chemical IDs, and 

publication titles, respectively (Appendix A.3.3.4.1). 

Another property of FoodAtlas is its focus on raw foods: Food products (e.g., chocolate) 

or processed foods (e.g., roasted chicken) may contain inconsistent chemical additives, 
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which introduces noise to FAKG. Thus, we relied on a rule-based filterer to remove the 

food-chemical relations that were non-raw foods for each external source (Appendix 

A.3.3.4.2). 

For the rest of this section, we will discuss the general methodology of metadata retrieval 

and relation filtering pipelines in the first two subsections. Then, we will summarize the 

specific treatment and the result for each external database. 

A.3.3.4.1. Metadata Retrieval 

Retrieving NCBI IDs. If the scientific name of a food is available, we may use NCBI 

Entrez to query the NCBI ID with the following steps: 

• Make the scientific name lowercase. 

• Report for manual validation if the input contains the “x” or “u’\xd7’” term.  
o Note: Crossbreeds are hard to parse but rare, so they are dealt with 

manually. 

• Drop the input with less than two terms. 
o Note: It cannot be species, subspecies, or varieties. 

• Drop the input with “.” in the first two terms. 
o Note: Scientific names for species, subspecies, or varieties have no 

abbreviations in the first two terms. 

• Report for manual validation if the input contains “convar” or “convar.”.  
o Note: Convarieties are hard to parse but rare, so they are dealt with 

manually. 

• Report for manual validation if the input contains more than two terms and does 
not contain “.”. 

o Note: The majority of the scientific names have lengths of 2. If more than 
2, the scientific names either contain the abbreviated authority, e.g., “L.”, 
or variety terms, such as “subsp.” and “var.”. NCBI Entrez does strict 
string matching for NCBI ID queries, so this step ensures that data 
sources are not omitting “.” by accident. 

• If the scientific name has a length of 2, query the NCBI ID. 

• If the scientific name has a length longer than 2, format the variety terms, remove 
the authority terms, and query the NCBI ID. 

o Note: Some external databases use a variety of terms that are not 
accepted by NCBI Entrez, e.g., “ssp.” instead of “subsp.”, which needs to 
be formatted accordingly. The authority terms are optional for the NCBI 
Entrez API. However, if authority terms are contained, they must be 
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correct for the API to return the NCBITaxon ID. Thus, it is much easier to 
remove them. 

• Report for manual validation if NCBI Entrez does not return an ID. Fix if the error 
is due to minor typos. 

This procedure ensured that the automated part of our method was exact (i.e., if NCBI 

Entrez returned, it was correct) and minimized the need for manual validation. 

Retrieving PMID. If the publication title of a reference is available, we may use NCBI 

Entrez to query the PMID with the following steps: 

• Make the publication title lowercase. 

• Remove all stop words and reformat the input into the advanced search query 
format defined in NCBI Entrez API325. 

o Note: Specifically, the underlined terms of “uptake and metabolism of 
epicatechin and its access to the brain after oral ingestion” are removed 
first, and then the sentence is transformed to “uptake[Title] AND 
metabolism[Title] AND epicatechin[Title] AND access[Title] AND 
brain[Title] AND after[Title] AND oral[Title] AND ingestion[Title]”. We have 
empirically tested and found that this approach maximizes the hit rate. 

• Query with the formatted input and retrieve its PMID(s). 

• Select and verify the correctness of the PMID with the following steps. 
o Use the retrieved PMID to query and retrieve the publication title from 

PubMed. 
o Make the retrieved publication title lowercase. 
o Remove all punctuations and whitespaces in the input publication title and 

the retrieved publication title. 
o Compare the input publication title and the retrieved publication title. 

Verification succeeds if and only if the two titles are strictly matching. If 
not, report for manual validation. 

▪ If multiple PMIDs are returned for a single input publication title, 
report for manual validation if none of the PMIDs pass the 
verification. 

Similar to retrieving NCBITaxon ID, this procedure ensured that our method’s automated 

part was exact (i.e., if it passed verification, it was correct) while minimizing manual 

validation. 

A.3.3.4.2. Relation Filtering 



 

193 
 

Due to the inconsistency of food naming conventions among external databases, relation 

filtering has been implemented specifically for each external database to remove relations 

associated with non-raw foods. The primary mechanism of the filtering is to detect either 

specific substring of food names or specific food groups if available. If the concentration 

value associated with a relation is zero, we do not add that relation to the KG. 

A.3.3.4.3. FDC 

Foods. FDC is a massive reservoir of food. However, after consulting with researchers 

working on FDC, since the SR Legacy foods samples mixed different species/subspecies, 

we decided not to use them. Therefore, we only focused on Foundation Foods, where 56 

have NCBI IDs. 

Chemicals. As of 02/03, the current database does not provide CIDs or CAS IDs for the 

chemicals in the database. We consulted the FDC researchers and received some work-

in-progress ID mapping internally. With that, we retrieved CIDs for 62 chemicals. 

A.3.3.4.4. Frida 

Foods. Frida contains 1,249 unique foods with common and scientific names. To exclude 

foods that are food products or processed (i.e., with additives), we only included foods 

with the term raw in their food names, excluding most non-raw foods. In addition, we 

ignored some food groups (Supplementary Table 17) for further food cleaning. Lastly, 

we retrieved NCBI IDs for these foods using their scientific names, which resulted in 200 

usable raw foods. 

Chemicals. Frida contains 205 unique parameters, where a parameter can be either a 

micronutrient or a macronutrient. We dropped most macronutrients due to their lack of 
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CIDs. Because the original Frida database does not contain CIDs, we contacted the 

correspondent of the Frida team and internally received the CIDs and CAS IDs for its 

parameters. Finally, we collected 133 chemicals compatible with FAKG. 

A.3.3.4.5. Phenol-Explorer 

Foods. Phenol-Explorer initially contains 459 foods with common and scientific names. 

After removing products and processed foods (Supplementary Table 17), we retrieved 

NCBI IDs using the metadata retrieval pipeline. Consequently, we obtained 194 foods 

with IDs. 

Chemicals. Phenol-Explorer contains 501 chemicals, each, if available, associated with 

CID and CAS ID. We used 155 chemicals that were at least associated with one of the 

IDs. 
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Appendix B. Supplementary figures 

 

Supplementary Figure 1. Precision with respect to the number of random seeds 

used. The precision of FoodOn ontology mapping increases as the number of random 

seeds for each target class increases. In the case of FoodOn, we arbitrarily set 𝑛𝑠𝑒𝑒𝑑 = 2. 

  

# of random seeds

P
re

c
is

io
n



 

196 
 

 

Supplementary Figure 2. Comparison of cosine similarity and Euclidean distance. 

For measuring similarity between the word embeddings, cosine similarity had better 

performance than the Euclidean distance (0.34 vs. 0.33, precision respectively; p-value 

= 8.1×10-54). 
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Supplementary Figure 3. Precision of ontology mapping with respect to the 

hyperparameter alpha. Alpha controls the balance between the similarity of the 

candidate entity with the target class or seed entities of the target class. The best 

performance is for alpha = 0.8 and the grey dots denote samples. 
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Supplementary Figure 4. Pairwise Pearson correlation between the artifacts of an 

ontology and the precision of ontology mapping. Both cohesiveness and granularity 

are positively correlated with the precision of ontology mapping (PCC of 0.56 and 0.51, 

respectively; p-value = 2.5×10-2 and 4.5×10-2, respectively). Albeit not statistically 

significant, there also exists a positive correlation between cohesiveness and granularity 

(PCC of 0.41, p-value = 1.1×10-1). 
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Supplementary Figure 5. Hierarchy-clustered heatmap showing the curation status 

of all pairwise combinations of genes and antibiotics. Positive (blue) and negative 

(red) cells denote there exist positive and negative CRA predicate, respectively, between 

the corresponding genes and antibiotics. Unknown (gray) cells denote possible 

candidates for either positive or negative CRA association.  
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Supplementary Figure 6. Knowledge graph construction and inconsistency 

resolution process with examples.  
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Supplementary Figure 7. Cladogram showing 6 unique taxonomic groups of 

antibiotics present in the knowledge graph. We classified the 104 antibiotics present 

in the knowledge graph into 6 taxonomic groups of antibiotics using the chemical 

classification ontology. 
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Supplementary Figure 8. The bar chart shows the percentage of known and 

unknown triplets with CRA predicate for each taxonomic group of antibiotics. 

Known triplets are used for training the hypothesis generator, whereas hypotheses will 

be generated for the unknown triplets. The solid line shows the actual number of CRA 

triplets for each group. 
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Supplementary Figure 9. Comparison of sampled mean and true mean for the two 

parameters (sample size per source and error rate per source) used in generating 

the synthetic datasets. 
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Supplementary Figure 10. Accuracy comparison of six inconsistency correction 

methods where the number of triplets per source and error rate per source is fixed. 
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Supplementary Figure 11. Accuracy comparison of 6 inconsistency correction 

methods where the number of triplets per source and error rate per source is 

sampled. 
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Supplementary Figure 12. Accuracy comparison of 6 inconsistency correction 

methods where the number of triplets per source is fixed and the error rate per 

source is sampled.  
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Supplementary Figure 13. The convergence of relative trustworthiness measured 

by inconsistency correction methods through multiple iterations. 
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Supplementary Figure 14. Accuracy comparison of the 6 inconsistency correction 

methods number of triplets per source and error rate per source is sampled.  
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Supplementary Figure 15. The trustworthiness of sources estimated by 6 

inconsistency correction methods and the ratio of true triplets per source. The 

number of triplets per source and error rate per source are sampled. 
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Supplementary Figure 16. The number of conflicting triplets for inconsistency 

resolution level 1. Distribution of triplets among different sources where 291 sets of 

inconsistencies (green) originate from Tamae and Liu between the two predicates: 

‘confers resistance to antibiotic after 18 hours’ and ‘confers no resistance to antibiotic 

after 18 hours.’ 
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Supplementary Figure 17. The number of conflicting triplets for inconsistency 

resolution level 2. Distribution of triplets among different sources after alleviating the 

inconsistency detection criteria by considering antibiotic exposure time of 15 hours and 

18 hours to be negligible. In this case, 1,096 sets of inconsistencies originate from Tamae 

et al., Liu et al., and Nichols et al. between the predicates: ‘confers (no) resistance to 

antibiotic after 15 hours’ and ‘confers (no) resistance to antibiotic after 18 hours.’ 
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Supplementary Figure 18. The number of conflicting triplets for inconsistency 

resolution level 3. Distribution of triplets among different sources after expanding the 

inconsistency detection criteria to treat all CRA edges to be the same regardless of their 

source characteristics. In this case, 2,131 sets of inconsistencies originate from all 

sources but hiTRN and GO. 
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Supplementary Figure 19. Visualization of the dimensional reduction performed on 

the entity embeddings using principal component analysis. The initialization of these 

embeddings was random at the start of training; however, the noticeable clusters formed 

after training show that a semantic space was produced, with each entity type 

predominantly in their cluster. The interesting aspect of these clusters is that the MLP 

was never provided the entity types during training. It simply learned the entity types 

based on their relationship with other entities in the knowledge graph. 
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Supplementary Figure 20. Analysis of the validated hypotheses from the two 

iterations of hypotheses generation with 10 bins. Binning the probability of the 316 

hypotheses from both iterations (226 and 90 from the first and second iterations, 

respectively) into 10 bins shows a high correlation between the probability assignment by 

the hypothesis generator and forward experimental validation (R2=0.92). 
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Supplementary Figure 21. Example of PH pairs generation and the annotation 

process of the FoodAtlas framework. For a single premise shown above, 9 PH pairs 

are generated, among which four are annotated as being positives.  
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Supplementary Figure 22. Visualization of the active learning sampling strategies 

where three PH pairs (marked in bold) are to be chosen for each strategy. a A 

sample of 15 PH pairs for visualization purposes was ordered from high probability to low. 

b The stratified sampling strategy first bins the PH pairs into three equally sized bins, and 

one sample is drawn from each bin. Note that in actual implementation, we bin the PH 

pairs into ten equal-sized bins. c The maximum likelihood strategy selects the top three 

PH pairs with the highest probability. d The maximum entropy strategy selects the PH 

pairs with the highest uncertainty scores. e The random strategy selects PH pairs 

randomly.  
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Supplementary Figure 23. Sample illustration of a Bing Chat search. In this example, 

Bing Chat returned two references to its claims. We made decisions by checking the 

validity of the referenced sources. Note that the conversation type of Bing Chat was set 

to Balanced. 
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Supplementary Figure 24. Foods in the FoodAtlas knowledge graph and their number of connections to the 

chemicals by the contains relationship. The chemicals are color-coded by their chemical group. The barplot inside the 

main bar plot shows the top 5 foods with the most contains relationship in the knowledge graph. 
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Supplementary Figure 25. Comparison of the number of entities in FAKG with that 

in FooDB. a, b Foods and chemicals were indexed based on NCBI Taxonomy IDs and 

PubChem CIDs, respectively, and the Venn diagrams show the coverage of unique IDs 

of the two databases. c, d Triplets were indexed based on pairs of NCBI Taxonomy IDs 

and PubChem CIDs, and the diagrams show the coverage of the unique paired IDs of the 

two databases. Note that a food with food part has the same NCBI Taxonomy ID as the 

corresponding food, and thus it was considered as one entity in the diagrams. 
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Supplementary Figure 26. Precision, recall, and F1 score of four AL sampling methods over the ten rounds of AL. 

The box represents the interquartile range, the middle line represents the median, the whisker line extends from minimum 

to maximum values, and the diamond represents outliers. 
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Supplementary Figure 27. Percentage of the positive PH pairs in the training data 

for each round of 4 different active learning strategies, validation set, and test set. 

The error bars represent the standard deviation of the percentage of positives (n = 100 

for 100 random seeds). 
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Supplementary Figure 28. Calibration plot of the entailment model with ten bins. 

The 5-bin R2 was lower than that of the 10-bin (0.88 vs. 0.94), which was expected due 

to the small number of samples in the intermediate bins. 
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Supplementary Figure 29. Sample illustration of querying two types of MeSH data. 

a Catechin is a MeSH descriptor data that has a unique MeSH ID with the prefix ‘D’. All 

descriptor data have one unique MeSH ID and can have one or more MeSH tree numbers 

(4 in the case of catechin). Each tree number encodes the ontological relationships of 

that MeSH entry in the hierarchical format as seen on the right. b Geraniin is MeSH 

supplementary concept data that has a unique MeSH ID with the prefix ‘C’. All 

supplementary concept data have one unique MeSH ID, but they do not have a MeSH 

tree number. Instead, supplementary concept data is mapped to one or more descriptor 

data (e.g., Geraniin is mapped to Glucosides and Hydrolyzable Tannins). 
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Supplementary Figure 30. Sample illustration of an NCBI taxonomy entry. 

Strawberry (Fragaria x ananassa) with NCBI taxonomy ID 3747 has a taxonomic lineage 

with a root node ‘cellular organism’ down to an immediate parent node ‘Fragaria’. 
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Supplementary Figure 31. Illustration of a PubChem entry. Stearic acid is the most 

common chemical name given its structure. When the most common name did not return 

evidence during the link prediction validation query, we used the non-ID synonyms shown 

on the front page. In this example, the synonyms used for searching were Octadecanoic 

acid, n-Octadecanoic acid, and Stearophanic acid. PubChem heuristically sorts chemical 

names based on https://pubchem.ncbi.nlm.nih.gov/docs/compounds#section=Name-

Weighting. There are more synonyms if the user clicks the More icon, but we decided not 

to use the complete list of synonyms, which would excessively increase the search space. 

  

https://pubchem.ncbi.nlm.nih.gov/docs/compounds#section=Name-Weighting
https://pubchem.ncbi.nlm.nih.gov/docs/compounds#section=Name-Weighting
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Appendix C. Supplementary tables 

Supplementary Table 1. Comparison of our E. coli knowledge graph with individual 

sources used for creating the knowledge graph. We integrated data from 10 different 

sources to create a comprehensive E. coli knowledge graph. 

Source 

Entity types 
Knowledge 

discovery method 

# of 

triplets Gene Antibiotic 
Molecular 

function 

Biological 

process 

Cellular 

component 

CARD 72 33 - - - 
Curation of existing 

knowledge 
147 

GO 3,672 - 1,782 1,522 152 
Curation of existing 

knowledge 
17,739 

Liu et al. 3,851 22 - - - MIC profile 55,877 

Tamae et 

al. 
3,850 7 - - - MIC profile 26,926 

Shaw et 

al. 
3,839 4 - - - Expression profile 15,327 

Nichols et 

al. 
3,666 51 - - - Growth profile 186,941 

Zhou et 

al. 
47 31 - - - 

Phenotype 

microarray 
1,457 

Soo et al. 4,294 44 - - - 
Phenotype 

microarray 
188,936 

hiTRN 3,686 - - - - 
Curation of existing 

knowledge 
101,878 

Girgis et 

al. 
3,813 17 - - - Growth profile 63,636 

Total 658,864 

Ours 4,488 104 1,782 1,522 152 
Curation of existing 

knowledge 
651,758 
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Supplementary Table 2. The number of triplets for each triplet type in the 

knowledge graph. The domain represents the type of entities that can act as a subject 

node for a certain predicate, while the range represents the type of entities that can act 

as an object node for a certain predicate. 

Domain Predicate Range 
# of 

triplets 

gene 

activates 

gene 

2,549 

no activates 48,312 

represses 2,473 

no represses 48,544 

upregulated by antibiotic after 30 minutes 

antibiotic 

100 

not upregulated by antibiotic after 30 minutes 15,227 

confers resistance to antibiotic 3,642 

confers resistance to antibiotic after 30 minutes 100 

confers resistance to antibiotic after 15 hours 1,613 

confers resistance to antibiotic after 18 hours 1,086 

confers resistance to antibiotic after 36 hours 78 

confers resistance to antibiotic after 3 days 576 

confers resistance to antibiotic after7 days 59 

confers no resistance to antibiotic after 30 minutes 15,227 

confers no resistance to antibiotic after 15 hours 185,328 

confers no resistance to antibiotic after 18 hours 54,753 

confers no resistance to antibiotic after 36 hours 1,379 

confers no resistance to antibiotic after 3 days 63,027 

confers no resistance to antibiotic after 7 days 188,745 

has molecular function 8,115 

is involved in biological process 6,481 

is part of cellular component 4,313 

targeted by antibiotic 31 

Total 651,758 
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Supplementary Table 3. The confusion matrix of the computational inconsistency 

resolver for different levels of inconsistency. Wet-lab validation results are considered 

to be ground truth. 

Level 1 
Actual   

True False   

Predicted 
True 5 30 14.3% Precision 

False 2 199 99.9% NPV 

  71.4% 86.9% 
F1 23.8% 

  Recall Specificity 

      

Level 2 
Actual   

True False   

Predicted 
True 7 19 26.9% Precision 

False 0 210 100.0% NPV 

  100.0% 91.7% 
F1 42.4% 

  Recall Specificity 

      

Level 3 
Actual   

True False   

Predicted 
True 7 14 33.3% Precision 

False 0 215 100.0% NPV 

  100.0% 93.9% 
F1 50.0% 

  Recall Specificity 
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Supplementary Table 4. The number of triplets for each triplet type in the modified 

knowledge graph. We used a modified version of the knowledge graph where the 

temporal information was removed. 

Domain Predicate Range # of triplets 

gene 

activates 

gene 

2,549 

no activates 48,312 

represses 2,473 

no represses 48,544 

upregulated by antibiotic 

antibiotic 

100 

not upregulated by antibiotic 15,227 

confers resistance to antibiotic 1,606 

confers no resistance to antibiotic 357,068 

has molecular function 8,115 

is involved in biological process 6,481 

is part of cellular component 4,313 

targeted by antibiotic 31 

Total 494,819 
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Supplementary Table 5. The confusion matrix for different types of hypotheses 

generators. The entries show the average and standard deviation of the 5-fold cross-

validation. 

PRA 
Actual   

True False   

Predicted 
True 50.2 ± 9.2 317.0 ± 77.0 13.9% ± 1.4% Precision 

False 269.0 ± 9.3 15323.8 ± 82.3 98.3% ± 0.1% NPV 

  15.7% ± 2.9% 98.0% ± 0.5% 
F1 14.6% ± 1.2% 

  Recall Specificity 

      

MLP 
Actual   

True False   

Predicted 
True 100.8 ± 5.7 281.2 ± 56.5 26.9% ± 3.4% Precision 

False 218.4 ± 5.6 15359.6 ± 48.6 98.6% ± 0.0% NPV 

  31.6% ± 1.8% 98.2% ± 0.4% 
F1 28.9% ± 1.9% 

  Recall Specificity 

      

Stacked 
Actual   

True False   

Predicted 
True 77.6 ± 7.9 117.8 ± 24.2 40.3% ± 4.2% Precision 

False 241.6 ± 8.2 15523.0 ± 43.2 98.5% ± 0.0% NPV 

  24.3% ± 2.5% 99.2% ± 0.2% 
F1 30.1% ± 1.7% 

  Recall Specificity 

      

TransE 
Actual   

True False   

Predicted 
True 91.4 ± 10.0 436.0 ± 93.9 17.7% ± 2.0% Precision 

False 227.8 ± 10.2 15204.8 ± 106.4 98.5% ± 0.1% NPV 

  28.6% ± 3.2% 97.2% ± 0.6% 
F1 21.7% ± 1.1% 

  Recall Specificity 

      

TransD 
Actual   

True False   

Predicted 
True 68.6 ± 18.0 182.2 ± 54.7 27.5% ± 2.6% Precision 

False 250.6 ± 18.3 15458.6 ± 67.2 98.4% ± 0.1% NPV 

 
 21.5% ± 5.6% 98.8% ± 0.4% 

F1 23.7% ± 3.8% 
 Recall Specificity 

      

TuckER 
Actual   

True False   
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Predicted 
True 97.6 ± 3.6 220.2 ± 41.2 31.1% ± 4.5% Precision 

False 221.6 ± 3.8 15420.6 ± 43.7 98.6% ± 0.0% NPV 

  30.6% ± 1.2% 98.6% ± 0.3% 
F1 30.8% ± 2.4% 

  Recall Specificity 
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Supplementary Table 6. Overview of the experimental setup used to find the ARGs for each source. Source 

characteristics of the 7 sources that are related to ARGs are shown here. 

Source 
E. coli parent 

strain 
Strain characteristics Method Media 

Temperatur

e 

Length of 

exposure 

Liu et al. BW25113 
Single knockout genes (Full Keio 

collection) 
MIC LB agar 37°C 18 hrs 

Tamae et al. BW25113 
Single knockout genes (Full Keio 

collection) 
MIC LB Agar 37°C 18 hrs 

Shaw et al. MG1655 Wild type 
Gene expression 

(microarray) 
LB 37°C 30 min 

Nichols et al. 

BW25113 Single knockout genes (Keio collection) Growth profile LB agar 37°C 14-16 hrs 

BW25113 SPA-tagged derivatives of essential genes 
Quantitative 

growth scores 
LB agar 37°C 14-16 hrs 

BW25113 Point-mutants 
Quantitative 

growth scores 
LB agar 37°C 14-16 hrs 

BW25113 DAS-tagged essential genes 
Quantitative 

growth scores 
LB agar 37°C 14-16 hrs 

BW25113 Truncated genes 
Quantitative 

growth scores 
LB agar 37°C 14-16 hrs 

MG1655 Deletion of sRNA and small proteins 
Quantitative 

growth scores 
LB agar 37°C 14-16 hrs 

Zhou et al. BW25113 Deletion of two component systems 
Phenotype 

MicroArrays 
Various 36°C 24 or 48 hrs 

Soo et al. DH5α-E 
Overexpression of genes with plasmid 

(ASKA) 

Phenotype 

MicroArrays 
IF10 37°C up to 7 days 

Girgis et al. 
MG1655 

ΔlacZ 
Transposon-mutagenized library  

Genetic 

footprinting  
M9 37°C 2-4 days 
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Supplementary Table 7. Hyperparameter investigation of TruthFinder. Optimal 

hyperparameters are compared under the different configurations of the simulated 

datasets (number of sources and error rate of sources). We chose each of the two 

TruthFinder parameters with the one that appears most often as optimal among the 

configurations explored. We find the performance of the chosen parameters has little 

difference from the performance optimized for each of the dataset configurations. 

Parameters of 

synthetic dataset 

Optimal parameters 

of TruthFinder Mean 

accuracy 

Chosen parameters of 

TruthFinder Mean 

Accuracy 
Sources Error rate 𝝆 𝜸 𝝆 𝜸 

3 0.1 2.0 0.8 0.688 1.8 0.8 0.676 

3 0.4 1.8 0.2 0.587 1.8 0.8 0.582 

9 0.1 1.8 0.8 0.952 1.8 0.8 0.952 

9 0.4 1.8 0.8 0.688 1.8 0.8 0.688 
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Supplementary Table 8. Impact of the size of knowledge sources in the accuracy 

of inconsistency correction (PooledInvestment). The impact is tested under the 

different configurations of the simulated datasets (number of sources and error rate of 

sources). 

Parameters of the synthetic dataset 
Accuracy 

# of sources Error rate # of triplets per source 

3 

0.1 

1,000 87.07 

2,000 88.62 

10,000 90.20 

20,000 90.04 

0.2 

1,000 77.26 

2,000 79.68 

10,000 79.27 

20,000 80.58 

0.3 

1,000 70.96 

2,000 70.44 

10,000 69.96 

20,000 70.01 

0.4 

1,000 61.11 

2,000 62.11 

10,000 60.03 

20,000 59.48 

5 

0.1 

1,000 98.28 

2,000 97.02 

10,000 97.83 

20,000 97.83 

0.2 

1,000 89.88 

2,000 91.38 

10,000 91.67 

20,000 91.89 

0.3 

1,000 83.00 

2,000 81.86 

10,000 80.93 

20,000 80.89 

0.4 

1,000 65.30 

2,000 66.47 

10,000 66.82 

20,000 66.20 

7 0.1 

1,000 99.43 

2,000 99.42 

10,000 99.33 
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20,000 99.43 

0.2 

1,000 96.49 

2,000 95.34 

10,000 95.95 

20,000 95.79 

0.3 

1,000 86.71 

2,000 87.28 

10,000 86.40 

20,000 86.33 

0.4 

1,000 71.46 

2,000 69.05 

10,000 69.96 

20,000 70.32 

9 

0.1 

1,000 100.00 

2,000 99.83 

10,000 99.82 

20,000 99.87 

0.2 

1,000 97.22 

2,000 97.69 

10,000 97.65 

20,000 97.71 

0.3 

1,000 88.69 

2,000 88.96 

10,000 89.51 

20,000 89.60 

0.4 

1,000 73.01 

2,000 73.06 

10,000 72.69 

20,000 73.14 
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Supplementary Table 9. Path features used by the PRA for the first iteration of hypothesis generation. The PRA 

used the path features below for training a logistic regression model to infer missing edges in the knowledge graph. Weights 

are proportionate to the importance of the corresponding path features. 

Path Feature Weight 

gene
𝑖𝑠 𝑖𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑖𝑛
→         biological_process

𝑖𝑠 𝑖𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑖𝑛−1

→           gene
𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                        antibiotic 5.25 

gene
ℎ𝑎𝑠
→ molecular_function

ℎ𝑎𝑠−1

→   gene
𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                        antibiotic 2.75 

gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic

𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐−1

→                          gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic 2.37 

gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic 1.29 

gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic

𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐−1

→                          gene
𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                        antibiotic 0.74 

gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic

𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐−1

→                      gene
𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                        antibiotic 0.66 
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Supplementary Table 10. Path features used by the PRA for the second iteration of hypothesis generation. The path 

features identified by the PRA vary as the knowledge graph evolves. 

Path Feature Weight 

gene
𝑖𝑠 𝑖𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑖𝑛
→         biological_process

𝑖𝑠 𝑖𝑛𝑣𝑜𝑙𝑣𝑒𝑑 𝑖𝑛−1

→           gene
𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                        antibiotic 7.36 

gene
ℎ𝑎𝑠
→ molecular_function

ℎ𝑎𝑠−1

→   gene
𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                        antibiotic 4.31 

gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic 3.80 

gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic

𝑐𝑜𝑛𝑓𝑒𝑟𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐−1

→                          gene
𝑢𝑝𝑟𝑒𝑔𝑢𝑙𝑎𝑡𝑒𝑑 𝑏𝑦 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐
→                    antibiotic 1.37 
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Supplementary Table 11. Hypothesis generator results trained on a single source. Three hypothesis generators PRA, 

MLP, and stacked were trained on a single source to test if the hypothesis generator trained using our knowledge graph 

predicts better associations than the ones trained using individual sources or the best alternative. 

Sources PRA AUCPR MLP AUCPR Stacked AUCPR Comment 

hiTRN - - - No CRA predicate. 

GO - - - No CRA predicate. 

Shaw et al. - - - No CRA predicate. 

Zhou et al. - - - Not enough training data. 

Nichols et al. - 0.21±0.01 - Cannot train PRA as these sources 

only contain a single CRA predicate. 
Tamae et al. - 0.38±0.07 - 

Liu et al. - 0.46±0.04 - 

Girgis et al. - 0.12±0.03 - 

Soo et al. - 0.13±0.11 - 

CARD - - - Not enough training data. 

Our KG 0.11±0.01 0.22±0.01 0.28±0.03 - 
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Supplementary Table 12. Dissemination of novel ARGs across the human digestive 

system. 

Novel ARGs # of samples containing ARG / Total # of samples Percentage 

lrp 7,292 / 94,342 7.73% 

rbsK 8,062 / 94,342 8.55% 

qorB 1,963 / 94,342 2.08% 

hdfR 8,292 / 94,342 8.79% 

ftsP 628 / 94,342 0.67% 
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Supplementary Table 13. PCR primers used to amplify the kanamycin cassette.

Target gene Primer Sequence (5→3) 

lrp 
Forward ACCAGGCATTGCGCGCCGTTAATCCCTCTGGGTTTCGGTCTATCGTGATG ATTCCGGGGATCCGTCGACC 

Reverse TCAAACTACAGCGATTTTGCACCTGTTCCGTGTTAGCGTGTCTTAATAACCAG 
TGTAGGCTGGAGCTGCTTCG 

proV 
Forward CATGCCAGAAGCAAATTCAGGGTTGTCTCAGATTCTGAGTATGTTAGGGTATTCCGGGGATCCGTCGACC 

Reverse CTGTGCGGTATCCCACGGATTCGTTTGATCAGCCATTGTTACCCCCCTC TGTAGGCTGGAGCTGCTTCG 

rbsK 
Forward AAAGAAAAGCAGGGCACGCGCCACCCTAACCGGTGGCGCACTTTGACGTG 

ATTCCGGGGATCCGTCGACC 

Reverse CGGGCAACATCTTTCATAGTAGCCAAGCGTTACCCCTGCTGATGTAAAAA TGTAGGCTGGAGCTGCTTCG 

ftsP 
Forward GTTATTGTAGAAATCATTTTTTCAGGCACAACTCTTTAGCCTGTTTTACATATTCCGGGGATCCGTCGACC 

Reverse TGCGCTATTCAGACCCGTACTCGGACGCTTTACGACGCTGGATTCACCAGTGTAGGCTGGAGCTGCTTCG 

yifA 
Forward GACAGAGTGTAAAACAAAACATTTAAATCATAACGACAAATAATTTTGTGATTCCGGGGATCCGTCGACC 

Reverse AAGTTCCCTTCTTTTTCTTTTCATCATTTTCATTGTTCATCCAGCACATCTGTAGGCTGGAGCTGCTTCG 
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Supplementary Table 14. Confusion matrix of the entailment models (400 models from 

four active learning strategies) trained on the entire training dataset (the final active 

learning round) for the test set. 

  Ground Truth    

  Positive Negative    

Prediction Positive 260.6 ± 20.3 58.3 ± 15.3 318.9 ± 33.9 0.82 ± 0.03 Precision 

Negative 51.4 ± 20.3 469.7 ± 15.3 521.1 ± 33.9 0.90 ± 0.03 NPV 

  312 528    

  0.84 ± 0.07 0.89 ± 0.03 0.87 ± 0.01 0.83 ± 0.03  

  Recall Specificity Accuracy F1  

  



 

242 
 

Supplementary Table 15. Confusion matrix of the PH pairs in the test set separated by 

which section the premise is from. In addition to the named entity recognition results for 

each premise, LitSense API also returns where in the literature the premise is extracted 

from. N/A refers to any other sections aside from the commonly used 8 sections listed 

below. 

Section Precision Recall F1 TP FP FN TN 

N/A 0.84 0.93 0.88 468 86 37 499 

Intro 0.91 0.94 0.93 602 57 40 206 

Discussion 0.83 0.93 0.88 285 57 20 160 

Abstract 0.77 0.88 0.82 484 144 66 1,000 

Methods 0.89 0.81 0.85 81 10 19 613 

Results 0.80 0.88 0.84 254 63 36 194 

Conclusion 0.74 0.97 0.84 35 12 1 31 

Title 0.75 0.89 0.81 65 22 8 89 

Table 0.33 1.00 0.50 1 2 0 31 
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Supplementary Table 16. Potential food-chemical associations generated by the link-

prediction (LP) model. Validation of LP-generated (food, contains, chemical) hypotheses 

with scientific literature identified 355 of them to be true. However, we did not find any 

evidence for the following 11 pairs with a probability >80%. 

Food 
(scientific name; NCBI taxonomy) 

Chemical 
(PubChem CID) 

Probability 

Japanese persimmon (Diospyros kaki; 
35925) 

3-Rhamnosyl-Glucosyl 
Quercetin (156963207) 

92.0% ± 2.9% 

Chervil (Anthriscus cerefolium; 40888) Loxoprofen (3965) 91.9% ± 3.0% 

Dudaim melon (Cucumis melo var. 
dudaim; 2034236) 

Matairesinol (119205) 90.5% ± 6.4% 

Bearded tooth (Hericium erinaceus; 
91752) 

Lumisterol (6436872) 90.2% ± 6.2% 

Chive (Allium schoenoprasum; 74900) Salicylic acid (338) 90.1% ± 5.9% 

Chickpea (Cicer arietinum; 3827) Triglyceride (5460048) 90.1% ± 3.1% 

Cumin (Cuminum cyminum; 52462) Sodium caffeate (23694762) 90.0% ± 3.2% 

Chinese cinnamon (Cinnamomum 
aromaticum; 119260) 

Phenol (996) 87.0% ± 5.9% 

Atlantic cod (Gadus morhua; 8049) Beta-carotene (5280489) 84.3% ± 9.2% 

Butternut (Juglans cinerea; 91214) 
2-Hydroxy-1,4-
naphthoquinone (6755) 

83.4% ± 13.9% 

Turmeric (Curcuma longa; 136217) 
3-Rhamnosyl-Glucosyl 
Quercetin (156963207) 

81.1% ± 10.4% 
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Supplementary Table 17. Different sources of data in the FoodAtlas KG and their corresponding triplet types. 

Source Head Type Relation Type Tail Type Quality 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛 
Cellular organism 

(food) 
contains chemical High 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛 food - part contains chemical High 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛 
Cellular organism 

(food) 
hasPart food - part High 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑒𝑛𝑡𝑎𝑖𝑙𝑚𝑒𝑛𝑡_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 
Cellular organism 

(food) 
contains chemical Medium 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑒𝑛𝑡𝑎𝑖𝑙𝑚𝑒𝑛𝑡_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 food - part contains chemical Medium 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑒𝑛𝑡𝑎𝑖𝑙𝑚𝑒𝑛𝑡_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 
Cellular organism 

(food) 
hasPart food - part Medium 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑙𝑖𝑛𝑘_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 
Cellular organism 

(food) 
Contains Chemical Low 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑀𝑒𝑆𝐻 chemical isA chemical Medium 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑁𝐶𝐵𝐼 Cellular organism hasChild 
Cellular 

organism 
Medium 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝐹𝑟𝑖𝑑𝑎 
Cellular organism 

(food) 
contains chemical Medium & Low 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑃ℎ𝑒𝑛𝑜𝑙−𝐸𝑥𝑝𝑙𝑜𝑟𝑒𝑟  
Cellular organism 

(food) 
contains chemical Medium & Low 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝐹𝐷𝐶 
Cellular organism 

(food) 
contains chemical Low 
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Supplementary Table 18. Food groups excluded in external databases. 

Frida Phenol-Explorer 

Biscuits and cookies Alcoholic beverages 

Boiled, smoked, cured or dried meat Coffee and cocoa 

Breast milk and  infant formula Cereal products 

Canned fruit products Cocoa beverage – Chocolate 

Canned legumes Coffee  beverage - Arabica 
Coffee  beverages 

Canned vegetable products Coffee  beverage - Robusta 
Coffee  beverages 

Cold cuts Coffee  beverage - Unknown 
Coffee  beverages 

Condiments Jams - Berry jams 

Fermented milk products Jams - Drupe jams 

Firm rennet cheese Jams - Pome jams 

Marmelade, jelly etc. Other seasonings 

Other legume products Soy and soy products 

Other meat and fresh meat products Soy drinks 

Other vegetable products Spices - Spice blends 

Potato chip and snacks Tea infusions 

Processed cheese  

Unfermented milk products  

Yeast and baking powder  
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Supplementary Table 19. Comparison of the number of associations in external 

databases. We considered a reference indexed if the corresponding ISSN or journal title 

could be found in at least one of AGRICOLA, CABI, WoS, and Scopus. Food was 

considered indexed if it was associated with any identifier (including scientific name). A 

chemical was considered indexed if it was associated with any identifier, not including 

chemical formula or molecular weight. Note that the numbers of the final column are 

different from the numbers of triplets merged into FoodAtlas because FoodAtlas requires 

triplets to not only be indexed but also to specifically have NCBI Taxonomy IDs for foods 

and PubChem CIDs or MeSH IDs for chemicals; Also, triplets without evidence, e.g., FDC, 

were added as low-quality triplets to FoodAtlas. 

Source # 
Associations 

# 
Associations 

w/ ref. 
(# Ref.) 

# 
Associations 

w/ indexed 
ref. 

(# Indexed 
ref.) 

# 
Associations 

w/ indexed 
ref., food, 

and chemical 

FDC 135,073 0 (0) 0 (0) 0 

Frida 111,098 97,111 (377) 4,367 (54) 2,830 

Phenol-Explorer 7,486 7,486 (1,308*) 7,486 (1,308*) 5,285 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛 3,979 3,979 (1,385) 3,979 (1,385) 3,979 

𝐹𝑜𝑜𝑑𝐴𝑡𝑙𝑎𝑠𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 225,902 225,902 
(146,476) 

225,902 
(146,476) 

225,902 

*: All literature sources were curated from WoS according to the Phenol-Explorer website 
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Supplementary Table 20. Confusion matrix of different knowledge extraction methods 

on two different datasets: 100 sentences without concentration and 100 sentences with 

concentration. 

Dataset Method Precision Recall F1 TP FP FN 

Without 
concentration 

Lit2KG 45.9% 18.2% 26.1% 89 105 400 

GPT3.5 69.6% 59.7% 64.3% 295 129 199 

GPT4 82.8% 86.4% 84.6% 427 89 67 

With 
concentration 

Lit2KG 13.6% 4.3% 6.6% 19 121 421 

GPT3.5 55.2% 46.9% 50.7% 205 166 232 

GPT4 72.6% 71.8% 72.2% 316 119 124 

 


