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EPIGRAPH

Mathematicians do not deal in objects, but in relations among objects; they are free to replace

some object by others so long as the relations remain unchanged. Content to them is irrelevant;

they are interested in form only.

Henri Poincaré
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ABSTRACT OF THE DISSERTATION

Exploring the Adsorption of Guest Molecules in Metal-Organic Frameworks: A Many-Body
Formalism Approach

by

Ching-Hwa Ho

Doctor of Philosophy in Chemistry

University of California San Diego, 2024

Professor Francesco Paesani, Chair

The utilization of metal-organic frameworks for adsorbing guest molecules has attracted

significant interest due to their diverse physical and chemical properties. The capture of atmo-

spheric water and carbon dioxide holds particular importance in addressing challenges related to

climate change. In this dissertation, we employ the many-body potential energy functions of

water and carbon dioxide to investigate their thermodynamic and dynamical properties as they

are adsorbed within several metal-organic frameworks using molecular dynamics simulations.

Our investigations not only serve to validate our molecular models through the agreement of

experimental and simulation observations but also offer valuable molecular insights that are

xvi



challenging to obtain through experimental approaches. Furthermore, this research contributes

to the advancement of methodologies for modeling metal-organic frameworks and represents a

significant reference in the computational exploration of guest molecules within metal-organic

frameworks.
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Chapter 1

Introduction

1.1 Preface

The climate of the Earth is primarily regulated by water (H2O) while the major com-

ponents of the atmosphere on the Earth are nitrogen (∼78%) and oxygen (∼21%). Since the

industrial revolution, the emission of greenhouse gases, such as carbon dioxide (CO2) and

methane (CH4), due to anthropogenic activities has been recognized as a significant contributor

to climate change.1–5 Climate change poses a gradual threat to human survival, manifesting in

rising sea levels,6–9 water scarcity10–13, extreme weather events14–16, and crop failures17–21.

Consequently, numerous governments and enterprises have committed to reducing greenhouse

gas emissions and achieving carbon neutrality.22,23

Many research endeavors are dedicated to addressing the impacts of climate change.

Among these, the study of metal-organic frameworks to capture specific molecules within their

porous structures is a key focus. In addition to experimental efforts to optimize their performance,

significant emphasis is placed on theoretical and simulation perspectives to provide molecular

insights for rational design. The focus of this dissertation is to provide molecular insights into

metal-organic frameworks for atmospheric water harvesting and carbon capture using molecular

models developed based on the many-body formalism.

The dissertation is structured as follows: Chapter 1 outlines and introduces simulation

approaches for modeling flexible metal-organic frameworks and introduction of many-body
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potential energy functions for water and carbon dioxide. Chapters 2 to 5 present research on

water, carbon dioxide, or their mixtures within various metal-organic frameworks. Chapter 6

discusses the entropy of various water models using the two-phase thermodynamic model, a

simple theory to estimate the entropy of a liquid. Chapter 7 summarizes the research outcomes.

1.2 Metal-Organic Frameworks

Metal-organic frameworks (MOFs) are a class of porous materials comprising metal

clusters, also known as secondary building units (SBUs), and organic linkers organized in 1-, 2-,

or 3-dimensional networks. Due to their versatile physical and chemical properties, MOFs have

found diverse applications in technology, including gas storage, water harvesting, drug delivery,

catalysis, and electronic devices.

In molecular dynamics (MD) simulations, achieving realistic representations of MOFs

has posed a challenge, as evidenced by the fact that they are still treated as rigid objects in

numerous recent studies.24–28 However, I have developed systematic approaches to parameterize

MOFs of interest as flexible structures.

Bonded interaction energies describe the interactions between two atoms in a MOF that

are either directly bonded by a chemical bond (1-2 position), separated by an atom commonly

bonded to both (1-3 position), or separated by two atoms bonded to each other (1-4 position).

The bonded components for all MOFs examined in this dissertation adhere to the following

functional forms:

Vbonded(R⃗N) = ∑
bonds

kb

2
(r− r0)

2 + ∑
angles

ka

2
(θ −θ0)

2 + ∑
tortion

Vn [1+ cos(mφ −χ)] , (1.1)

where kb, ka, and Vn are force constants for a bond, angle, or torsion, respectively, r0 is the

equilibrium bond length, θ0 is the equilibrium angle, χ is equilibrium angle for a torsion and can

only be 0 or π . While determining all force field parameters for a MOF may seem dauntingly

challenging, the focus primarily lies on those necessary for describing the SBU, as parameters
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for organic linkers can be obtained from existing databases. In this dissertation, all bonded

force field parameters for organic linkers were obtained from the General Amber Force Field

(GAFF)29, unless explicitly stated otherwise.

To determine force field parameters for the SBU of interest, I prepared the molecular

model representing the SBU. The molecular model was prepared from the optimized structure of

the MOF, and the structure the structure followed chemical principles, such as the the octet rule,

correct net charge, and spin multiplicity. I then used the prepared SBU to calculate the point

charges of all atom according to the Charge Model 5 method. These calculations were carried

out using a reliable density functional theory model combined with an appropriate basis set. I

followed the same procedure for the organic linkers. The Lennard-Jones (LJ) parameters for all

atoms belonging to the organic linkers were obtained from GAFF. For atoms not covered by

GAFF, the parameters were obtained from the Universal Force Field (UFF).30

Reference configurations and energies are critical for determining the force field parame-

ters of the SBU. In my work, these configurations were generated by systematically displacing

the atom of interest within the SBU. All reference energies were calculated using Gaussian

16 with the ωB97X-D functional31 in combination with the def2-TZVP basis set.32 To ensure

proper representation of the SBU distortion, I generated a number of reference configurations at

least five times as large as the number of parameters that I have to fit.

With the point charges, Lennard-Jones parameters, reference configurations, and refer-

ence energies in place, I proceeded with the fitting process, which was performed using a genetic

algorithm. In this process, I ensured that the scaling of 1-4 interactions was consistent with the ap-

proximations adopted by GAFF to avoid any unphysical behavior of the framework. To validate

the fitted parameters, I conducted MD simulations of the empty MOF in the isothermal-isobaric

(NPT = constant number of atoms, pressure, and temperature) ensemble to ensure that the cell

parameters aligned with the experimental data. Subsequently, I performed MD simulations in the

microcanonical (NVE = constant number of atoms, volume, and energy) ensemble to confirm

proper conservation of the energy.
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In my model, the nonbonded interactions between atoms in a MOF consisted of both

electrostatic and van der Waals (vdW) interactions:

Vnonbonded(R⃗N) = ∑
i< j

qiq j

4πε0ri j
+∑

i< j
4εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]

(1.2)

Here, where qi represents the point charge of the ith atom, ε0 is the vacuum permittivity, ri j is

the distance between atoms i and j, and σi j and εi j are LJ parameters for the i, j pair of atoms,

which were calculated using the Lorentz-Berthelot rules:

σi j =
σii +σ j j

2
, εi j =

√
εiiε j j (1.3)

. Here, σii and εii represent the Lennard-Jones parameters for atoms of the same type.

1.3 Many-body potential energy functions for water and
carbon dioxide

The molecular model for water and carbon dioxide is developed based on the many-body

formalism, which describes the total energy of the N-body system in terms of the sum of n-body

energies33:

EN =
N

∑
i=1

V 1B(i)+
N

∑
i< j

V 2B(i, j)+
N

∑
i< j<k

V 3B(i, j,k)+ · · ·+V NB(1,2, ...,N), (1.4)

where the one-body (1B) energy corresponds to the energy of a monomer, and the n-body

energies are defined recursively as follows:

V nB = En −

(
n

∑
i=1

V 1B(i)+
n

∑
i1<i2

V 2B(i1, i2)+ · · ·+
n

∑
i1<···<in−1

V (n−1)B(i1, · · · , in−1)

)
(1.5)

The potential energy for a molecule developed based on equations 1.4 and 1.5 is referred to as

the many-body energy (MB-nrg) potentials. For water, such a many-body potential is known as
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MB-pol.34–36

A natural question regarding the many-body formalism pertains to its applicability: which

types of systems can be effectively modeled using this method? Due to the computational cost

associated with n-body energy, we are essentially unable to explicitly parameterize the n-body

short-ranged quantum-mechanical interaction energies to arbitrarily high bodies. Consequently,

we must omit those terms at a certain point. Therefore, this modeling methodology is feasible for

systems in which the electron clouds of monomers do not become excessively delocalized among

all monomers as the number of monomers increases, as their n-body energy quickly converges

with increasing n. In the context of water, it has been demonstrated that three-body contributions

account for approximately 15%-20% of the total interaction energy, while four-body effects

contribute approximately 1%.37–40 Therefore, before developing a molecular model using the

many-body formalism, it is essential to determine the point at which the n-body interaction

energy can be neglected.

The one-body potential for water is developed based on the work of Partridge and

Schwenke.41 The corresponding one-body potential for CO2 was developed using permutation-

ally invariant polynomials (PIPs) with reference energies calculated at the coupled-cluster level

of theory, including single, double, and perturbative triple excitations, i.e., CCSD(T). All n-body

terms with n > 1 include classical induction, which describes the polarization of molecules in

the presence of an electric field. The two-body energy consists of four terms:

V 2B = s2V 2B
short +V 2B

elect +V 2B
disp +V 2B

ind , (1.6)

where V 2B
ind represents the classical two-body induction energy, V 2B

elect is the permanent electro-

static energy, V 2B
disp is the dispersion energy, V 2B

short represents short-ranged quantum-mechanical

interactions arising from the overlap of monomer’s electron densities, and s2 is the switching

function that smoothly turns off V 2B
short as the distance between two monomers increases. The
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three-body energy consists of two terms:

V 3B = s3V 3B
short +V 3B

ind , (1.7)

where V 3B
ind denotes the classical three-body induction energy and V 3B

short represents short-ranged

quantum-mechanical interaction energy. The function s3 serves as a switching function that

gradually turns off V 3B
short depending on the distances between two monomers within the trimer.

The V 3B
ind term is found to be crucial in accurately describing many-body interactions of neat

water and ion-water systems.

1.4 Interactions between MOFs and guest molecules

In the context of MD simulations, the interactions between the framework and guest

molecules are parameterized by non-bonded terms. Readers should note that the many-body

formalism includes induction effects, which describe the distortion of electron density caused

by an electric field. Consequently, the accuracy of framework-guest molecule interactions is

significantly influenced by the point charges of all atoms in the framework.

As mentioned in section 1.2, all the point charges of atoms in the framework were

determined using Charge Model 5. While other methods, such as Density Derived Electrostatic

and Chemical (DDEC)42 and Bader Charge Analysis43, could also be employed to determine the

point charges of the framework atoms, we evaluated these methods in the study of water in NU-

1500-Cr (the system introduced in Chapter 2) and found that Charge Model 544 provided the best

agreement with the experimental results. Possible reasons for the better performance of Charge

Model 5 may be related to the fact that this model was designed to accurately reproduce the

dipole moments of molecules. This feature potentially makes Charge Model 5 more compatible

with the many-body formalism, leading to better agreement with experimental results.

The van der Waals interactions between the framework atoms and the guest molecules

are commonly described by the Lorentz-Berthelot rules, as in equation 1.3, and they often serve
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as a good approximation, which has been validated by ab initio calculations. However, these

approximation fail to adequately describe framework-guest molecule interactions that cannot

be represented by simple LJ potentials. In this context, the van der Waals interactions between

water and the SBU of NU-1500-Cr were parameterized from ab initio energies using more

sophisticated Buckingham potentials to overcome the limitations of LJ potentials.
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Chapter 2

Structure and thermodynamics of water
adsorption in NU-1500-Cr

2.1 Introduction

With a changing climate, water scarcity has become one of the most pressing global

issues, which already affects almost two thirds of the world’s population45. Various technologies

(e.g., membrane and thermal desalination) have been developed to produce freshwater from

seawater.46,47 Due to the associated cost and infrastructure required, most of these technologies,

however, are generally only viable for large-scale and centralized water production. Decentralized

water production represents an alternative strategy to provide freshwater to areas that cannot be

easily connected to a centralized distribution network. Since air contains ∼1021 liters of water as

drops and vapor, atmospheric water harvesting (AWH) has emerged as a promising alternative

approach to provide freshwater to areas of water scarcity, as well as for the development of other

water-based technologies.48

Among porous materials that can efficiently adsorb water from air over a tunable range

of relative humidity (RH), metal-organic frameworks (MOFs) have recently attracted particular

interest.49–51 Built from organic linkers and secondary building units (SBUs) composed of metal

ions or clusters, MOFs exhibit large surface areas and a variety of physicochemical properties

that can be tuned for specific applications through either pre- or post-synthetic approaches.52,53

To act as an efficient water sorbent, a given MOF must satisfy the following requirements:
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i) high hydrolytic stability for recycling performance, ii) large porosity and surface area for

high water vapor uptake, iii) relatively mild regeneration conditions, iv) adsorption isotherm

with a steep uptake at a specific RH value, and v) high deliverable capacity. Several MOFs

with high stability and water sorption capacity have been reported in the literature.54–62 While

measurements and calculations of isotherms and enthalpies of adsorption provide information

about the overall performance of a given MOF for water-sorption applications, a molecular-

level understanding of the sorption mechanisms, which is key to the design of new MOFs

with improved sorption capacities, remains elusive.49–51 The major difficulty arises from the

complexity of the water-framework interface which makes the realistic modeling of the adsorption

mechanism particularly challenging. Several models have been developed to investigate the

properties of water using computer simulations, which often rely on pairwise additive energy

expressions that are empirically parameterized to reproduce a subset of experimental data (e.g.,

the TIPnP63–65, SPC*66,67 families of water models). Due to the difficulties in getting “the right

results for the right reasons” in computer modeling of water as a function of temperature and

pressure, establishing a reliable connection between computer simulations and experimental

measurements of water confined in MOFs remains challenging. Another challenge arises from the

intrinsic complexity of the MOF structures. Several water-adsorbing MOFs possess frameworks

with various non-equivalent pores, which makes it difficult to unambiguously characterize the

water sorption mechanisms at the molecular-level.68–70. Additional difficulties in computer

simulations of water adsorption in MOFs are related to the approximations that are made for

modeling the frameworks. Since MOF structures are determined by crystallography, molecular

simulations typically only model perfect frameworks in which the unit cell is exactly repeated

in each direction without including any defects. Although great efforts have been made to

characterize defects in MOFs, little direct information is available about the chemical structure

around defects71–76. In the context of computer simulations, ambiguities in the framework

structure may lead to inaccurate representations of water-framework interactions which, in turn,

may affect the overall description of the sorption mechanisms. Other experimental techniques
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that are sensitive to defects could greatly improve our understanding to defects in MOFs and

their interactions with water molecules.

In this study, we investigate the water sorption mechanism of NU-1500-Cr,62 a high-

performance MOF for AWH applications, using a combination of computational and spectro-

scopic approaches. NU-1500-Cr contains hexagonal pores connected by two types of channels

that extend along orthogonal directions. Its well-defined single-step adsorption isotherm exhibits

maximum capacity of water uptake exceeding 1.0 g/g, which remains effectively unchanged

after 20 adsorption-desorption cycles.62 The molecular mechanisms of water adsorption in

NU-1500-Cr are unravelled from systematic analyses of both thermodynamic and dynamical

properties of water that are calculated from advanced molecular dynamics (MD) simulations

carried out with the MB-pol many-body potential.34–36 We determine that the adsorption process

begins with water molecules saturating the Cr(III) open sites of the framework and proceeds with

the formation of water chains along one of the channels, which is then followed by sequential

filling of the main pores.

2.2 Methods

2.2.1 Material preparation and characterization

NU-1500-Cr sample was prepared following literature method.62 The sample was ac-

tivated at 120 ◦C for 12 hours before sorption mesurements. The N2 adsorption isotherm was

measured on a Micromeritics ASAP 2420 (Micromeritics, Norcross, GA) instrument at 77 K

(see Supplementary Figure 10). The pore volume was evaluated at P/P0 = 0.99 as 1.24 cm3/g and

the Brunauer–Emmett–Teller (BET) surface area was calculated as 3575 m2/g which correspond

well with the reported values (1.24 cm3/g and 3580 m2/g respectively) in the literature. The

water adsorption isotherm of NU-1500-Cr was measured on a micromeritics 3Flex at 25 ◦C (see

Figure 1(a) and Supplementary Figure 11). Degased Millipore water was used as vapor source.

The measurement temperature was controlled with a Micromeritics temperature controller.
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2.2.2 Molecular model

NU-1500-Cr was modeled using a flexible force field. The structure of NU-1500-Cr was

taken from crystallographic data,62 with one Cr3+ atom in each SBU coordinated with a chloride

ion and the other two Cr3+ coordinated with the oxygen atoms of two water molecules. The

crystallographic structure was initially optimized in periodic boundary conditions using density

functional theory (DFT) calculations carried out with the Vienna Ab initio Simulation Package

(VASP),77–80 using the PBE exchange-correlation functional81 combined with the D3 dispersion

correction.82 The VASP calculations were carried out using the projector-augmented wave

(PAW) method83,84 with a 700 eV kinetic energy cutoff on a 2×2×2 k-point grid. The forces

were converged to a tolerance of 0.03 eV/Å. The atomic point charges for the force field were

obtained using the charge model 5 (CM5)44 as implemented in Gaussian 1685 by performing

DFT calculations on a cluster model of NU-1500-Cr (see Supplementary Figures 1-2 for details)

using the ωB97X-D functional31 in combination with the def2-TZVP basis set.32 The force

field parameters for the bonded terms involving the Cr3+ atoms were fitted using the genetic

algorithm to ωB97X-D/def2-TZVP single point energies calculated with Gaussian 1685 for 249

distorted configurations of the same cluster model of NU-1500-Cr used in the CM5 calculations.

The Lennard-Jones (LJ) coefficients for the Cr3+ atoms were taken from the Universal Force

Field (UFF).30 The force field parameters for the bonded and Lennard-Jones terms involving the

linker atoms were instead taken from the General Amber Force Field (GAFF).29

Water was modeled using the MB-pol many-body potential34–36 that accurately repro-

duces the properties of water from gas-phase clusters to liquid water and ice.86,87 As in our

previous studies, the framework–water interactions were represented by electrostatic and LJ

terms, except for the Cr3+–water interactions where the LJ potential was replaced by a Buck-

ingham potential fitted to ωB97X-D/def2-TZVP energy scans of a water molecule relative

to the same cluster model used in the CM5 calculations (see Supplementary Figure 3). The

electrostatic term included both permanent and induced contributions where the water molecules
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were allowed to be polarized by the point charges of the framework. LJ parameters between

the framework atoms and the water molecules were obtained according the Lorentz-Berthelot

mixing rules using the LJ parameters of the TIP4P/2005 water model, which was shown to be

the closest point-charge model to MB-pol.88

2.2.3 Molecular dynamics simulations

All MD simulations were carried out under periodic boundary conditions for a system

consisting of 2×2×2 primitive cells of NU-1500-Cr and various water loadings corresponding

to RH values between 0% to 39.0%. MD simulations were performed in the isothermal-isobaric

(constant number of atoms, pressure, and temperature, NPT ); canonical (constant number of

atoms, volume, and temperature, NV T ); and microcanonical (constant number of atoms, volume,

and total energy, NV E) ensembles to calculate various structural, thermodynamic, and dynamical

properties. The temperature in the NV T and NPT simulations was controlled using a massive

Nosé-Hoover chain thermostat where each degree of freedom was coupled to a Nosé-Hoover

thermostat chain of length 4. The pressure in the NPT simulations was controlled by a Nosé-

Hoover barostat based on the algorithm introduced in Ref.89 The equations of motion were

propagated according to the velocity-Verlet algorithm with a time step of 0.2 fs. The nonbonded

interactions were truncated at an atom-atom distance of 9.0 Å, and the long-range electrostatic

interactions were treated using the Ewald sum.90 All MD simulations were carried out with

in-house software based on the DL POLY 2 simulation package. Assessments of the force field

parameters are summarized in the Supplementary Tables 1-7.

At each loading, the initial configuration of the water molecules was prepared using

Packmol, with a uniform distribution of the water molecules in all pores.91,92 Each system was

then further randomized in the NPT ensemble at 1 atm and 500 K for 100 ps, followed by 20

ps at 1 atm and 298.15 K. Lattice parameters, equilibrium bond distances, and enthalpies of

adsorption were calculated from 1 ns trajectories carried out in the NPT ensemble at 1 atm and

298.15 K. Assuming that the water molecules in gas phase obey the ideal gas law, and the PV
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terms of MOF loaded with water and empty MOF are approximately equal, the enthalpy of

adsorption at a given RH is given by

∆Hads =
U(MOF+H2O)−U(MOF)−N ×U(H2O)−N ×RT

N
, (2.1)

where N is the number of water molecules, R is the ideal gas constant, T is the temperature,

U(MOF), U(H2O), and U(MOF + H2O) are the internal energies of empty MOF, single water

molecule, and MOF loaded with water molecules at a given RH value, respectively. The

dynamical properties and entropies were calculated by averaging over 20 independent 50 ps

trajectories performed in the NV E ensemble, with the volume fixed at the average value calculated

from the corresponding NPT simulations. The water entropy at each loading was calculated

using the two-phase thermodynamic (2PT) model93. The theoretical infrared spectra were

calculated from the autocorrelation function of the total dipole moment according to

I(ω) =

[
2ω

3V h̄cε0

]
tanh

(
h̄ω

kBT

)∫
∞

−∞

⟨µ(0)µ(t)⟩eiωtdt, (2.2)

where V is the volume of the system, c is the speed of light in the vacuum, ε0 is the vacuum

permittivity, kB is the Boltzmann constant, T is the temperature, and ⟨µ(0)µ(t)⟩ is the ensemble

averaged dipole-dipole time correlation function, with µ being represented by the many-body

dipole moment function (MB-µ)94.

2.2.4 Infrared spectroscopy

NU-1500-Cr powder was mixed with KBr in a mass ratio of 1:20 and placed in a DiffusIR

DRIFTS cell fitted to a Nicolet iS10 spectrometer. The humidity inside the DRIFTS cell was

controlled by a humidity generator, which has previously been described95, utilizing nitrogen

gas and 18MΩ ultrapure water. The humidity inside the DRIFTS cell was monitored using a

calibrated humidity meter, and each RH was maintained for 20 minutes before collecting a spec-
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trum. Each measured FTIR spectrum was recorded immediately after collecting a background

spectrum of KBr powder. A spectrum of activated NU-1500-Cr was obtained by activating the

sample at 130 ◦C for several hours in a vacuum oven, transferring the sample to a nitrogen-filled

DRIFTS cell while still above 120 ◦C, then acquiring the spectrum after the sample reached

room temperature. Spectra of HOD in NU-1500-Cr were acquired by the same procedure as the

H2O spectra. Spectra were first acquired for a concentrated HOD solution made by combining

ultrapure water and 99% D2O (Cambridge Isotope Labs) in a 9:1 volume ratio. Spectra were

then acquired for 99% D2O without any added H2O. The 99% D2O spectra were used as back-

grounds and subtracted from the concentrated HOD spectra to reduce the impact of C-H and

other MOF peaks on the O-H band. The resulting background-subtracted spectra are shown in

Supplementary Figure 8 and were used for the fitting presented in Supplementary Figure 9.

2.3 Results and Discussion

2.3.1 Thermodynamics of water adsorption

The experimental adsorption isotherm of water in NU-1500-Cr (Figure 2.1a) slowly

increases up to ∼33% RH where it exhibits a sharp step that effectively ends at ∼37% RH, after

which it only shows a moderate increase up to ∼70% RH. It should be noted that the adsorption

isotherm shown in Figure 1a slightly differs from the adsorption isotherm reported in ref 62.

The difference is due to the use of an incorrect value of the saturated vapor pressure of water

at 298 K in the original study, which results to the original adsorption isotherm being shifted

to slightly higher RH values relative the adsorption isotherm measured in the present study. To

gain insights into the confining effects of the framework on the properties of water adsorbed

in the pores, the enthalpy of adsorption (∆Hads) and water entropy (Swat) calculated from MD

simulations carried out as a function of RH are shown in Figure 2.1b and 2.1c, respectively.

∆Hads becomes progressively more negative, indicating stronger framework–water interactions,

as the RH increases and plateaus at a value of ∼−14.5 kcal/mol between 15% and 31% RH. After

14



this point, ∆Hads rapidly increases to a value of ∼−12.5 kcal/mol in correspondence of the step

in the adsorption isotherm between ∼33% and ∼37% RH and remains approximately constant at

higher RH. At the lowest RH, the calculated enthalpy of adsorption is −13.4 kcal/mol, which is in

a good agreement with the experimental values extracted from measurements of water adsorption

in other MOFs using the Clausius–Clapeyron equation.54,57,96,97 The decrease in ∆Hads observed

from 1.8% to 31% RH can be attributed to both the development of hydrogen bonds among

water molecules and framework–water interactions. Since the hydrogen-bond network becomes

more extended as the RH increases, the increase in enthalpy in correspondence of the adsorption

step (i.e. ∼33% and ∼37%) suggests that framework–water interactions play a minor role at

high RH values. It is worth noting that ∆Hads at high RH values is more negative than the

enthalpy calculated from MB-pol simulations of liquid water at 298 K (∼ −10.96 kcal/mol),

which suggests that the confinement of water molecules within the NU-1500-Cr framework is,

overall, energetically favorable.

Swat displays similar variation to ∆Hads up to ∼31% RH, decreasing monotonically to a

value of ∼19.6 cal/mol K. Contrary to ∆Hads, Swat , however, exhibits a steep drop at ∼36% RH,

and remains approximately constant to a value of 16.5 cal/mol K at higher RH. The decrease in

entropy as a function of RH is the result of both confinement effects caused by the framework

and spatial constraints due to hydrogen bonding which restrict the motion of water molecules.

Importantly, Swat approaches a value of 16.5 cal/mol K at high RH beyond the adsorption step,

which is very close to the entropy of liquid water at the same thermodynamic conditions (T =

298.15 K and P = 1 atm) 16.7 cal/mol K.98 Although this similarity may suggest liquid-like

behavior for water in the NU-1500-Cr pores at high RH, systematic analyses of local structure

and hydrogen-bonding topologies reported in the next sections indicate that there are significant

differences. The shape of the adsorption isotherm can directly be rationalized in terms of the

competition between enthalpic and entropic effects of water. At low RH, ∆Hads compensates for

the loss of entropy that accompanies the transition of water molecules from the gas phase to the

NU-1500-Cr pores and then becomes the dominant factor during pore filling that is triggered by
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the formation of an extended hydrogen-bond network among the water molecules. A similar

trend in enthalpy of adsorption as a function of RH was observed in UiO-66 and its functionalized

derivatives, which have been well-known as atmospheric water harvesters.99

2.3.2 Structure and filling mechanism

To characterize the thermodynamic properties of water in NU-1500-Cr at the molecular

level, we examine the structure of the framework and the distribution of water at different RH

values. Figures 2.2(a-b) illustrates the structure of the empty framework, which is composed

of Cr3(µ-O)(H2O)2Cl SBUs linked by deprotonated peripherally extended triptycenes (PETs).

Two Cr3+ metal ions in each SBU are saturated with water molecules, while the third Cr3+

metal ion is saturated with a chloride ion. Each SBU is connected with three PETs that build

up a three-dimensional network with the 1-dimensional hexagonal pores of diameter ∼ 1.4 nm

extending along the c-axis, as shown in Figure 2.2(a). The other two types of channels (hereafter

referred to as type-A channel and type-B channel) orthogonal to the hexagonal pores allow water

molecules to move across the hexagonal pores. A type-A channel is composed of two adjacent

SBUs, which are parallel to the hexagonal pores, and the aryl groups of three PETs. A type-B

channel is created from the stacking of two PETs along the direction of the hexagonal pores

(Figure 2.2(b)).
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Figure 2.1. Thermodynamics of water adsorption in NU-1500-Cr. (a) Experimental water
adsorption isotherm. (b) Enthalpy of adsorption ∆Hads and (c) water entropy Swat at different
RHs. Green regions correspond to the adsorption step.
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Figure 2.3(a) summarizes the statistics of different hydrogen-bonding topologies created

by water molecules as a function of RH. Each water molecule is classified as donor (nD) or

acceptor (mA) according to the type and number (n and m) of hydrogen bonds it engages in. The

majority of water molecules acts as no donors-single acceptors (i.e., 0D-1A) at the lowest RH

(1.8%), which suggests there exist interaction sites in the framework that serve as hydrogen-

bond donors. Analyses of oxygen-oxygen radial distribution functions (RDFs) presented in

Supplementary Figure 5 demonstrate that the first water molecule that enters the framework

directly binds to one of the water molecules that saturate a Cr3+ open site. Therefore, the

saturating water molecules are the primary interaction sites for initial hydration of the MOF

pores. Similar conclusion were drawn from computer simulations of water in MIL-100(Fe), MIL-

101(Cr), and Co2Cl2BTDD, and a recent experimental study of water in HKUST-1.27,28,100,101

This similarity in the initial stages of the hydration process is associated with similarly strong

interactions between water and the open metal sites of the frameworks, which give rise to dative

bonds between the oxygen lone-pair of a water molecule and an empty d-orbital of the metal

ions. It should be noted that the presence of open metal sites in the framework is not a necessary

condition for a MOF to be able to adsorb water, since functional groups can also serve as

interaction sites. For example, MOF-801 and ZIF-90 adsorb water via their µ3-OH and carbonyl

groups, respectively54,102.

Figure 2.3(a) indicates that the 1D-1A hydrogen-bonding topology becomes dominant as

the RH increases beyond 15%, while the 2D-2A topology is dominant after the adsorption step

(i.e., at RH higher than 37%). As water molecules get adsorbed, they primarily form water chains

that emanate from the saturating water molecules and extend into type-A channels. The spatial

distribution of the water chains inside the framework at 14.7% RH shown in Figure 2.2(c-d)

indicates that the water molecules are located in type-A channels and connect the adjacent SBUs,

while leaving both the hexagonal pores and type-B channels empty. Similar spatial distributions

are obtained for all RH values below 33%, indicating that type-A channels have sufficient space

to accommodate up to 0.24 g/g of water. It should be noted that the relatively small diameters
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(∼9.6 Å) of type-A channels prevent the water molecules from forming extended hydrogen-bond

networks as in liquid water, which implies that favorable water–framework interactions must be

responsible for the adsorption of water inside type-A channels at the early stages of the adsorption

process. These results can be rationalized by considering the water-benzene dimer as a model

system for describing the interactions between water and the PET linkers of type-A channels. As

shown in Supplementary Figure 4, the benzene-water potential energy scan exhibits a binding

energy of ∼ 2 kcal/mol when the water molecule point one of the OH bond towards the aromatic

ring, which is consistent with previous ab initio calculations of benzene-water interactions103.

As a consequence, the more negative values calculated for the enthalpy of adsorption from 1.8%

to 31% RH can be attributed to the growing number of water molecules interacting with the PET

linkers of type-A channels.

At RH values higher than 33%, the additional water molecules start filling the hexagonal

pores as type-A channels are fully occupied, which corresponds to the adsorption step on the

isotherm, and the abrupt changes in adsorption enthalpy and water entropy shown in Figures

2.1(b) and 2.1(c). Pore filling begins with the formation of water bridges connecting water

molecules located in separate type-A channels, and continues with the development of extended

hydrogen-bonding networks that emanate from the water bridges (see Supplementary Figure 6).

The hydrogen-bonding topologies in Figure 2.3(a) also indicate that the dominant topol-

ogy changes from 1D-1A to 2D-2A as the hexagonal pores start being filled, suggesting that the

majority of water molecules experience local environments resembling those found in liquid

water. However, the percentage of 2D-2A topology (∼37%) is slightly smaller than the corre-

sponding value predicted by MB-pol simulations of liquid water (∼45%)104. This difference

can be attributed to the presence of the framework that constrains the development of hydrogen-

bonding networks. Further insights into the structure of water adsorbed in the hexagonal pores

of NU-1500-Cr is gained by analyzing the variation of the tetrahedral order parameter qtet which
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is defined as105

qtet = 1− 3
8

3

∑
j=1

4

∑
k= j+1

(
cosψi jk +

1
3

)2

, (2.3)

Here, ψi jk is the angle between the oxygen atom of the central water molecule with index i and

two oxygen atoms in the neighbor with index j and k at a distance smaller than 3.5 Å. A value

0 for qtet indicates a completely disordered arrangement of the water molecules (as in an ideal

gas), while qtet = 1 indicates a perfectly tetrahedral arrangement of water molecules. Figure

2.3(b) shows that the probability P(qtet) of local structures with qtet > 0.6 is negligible from

1.8% to 22.3% RH, indicating that a low relative humidity the water molecules are spatially

arranged in a disordered manner. As RH increases, P(qtet) acquires a bimodal distribution with

two maxima at qtet ≈ 0.4 and qtet ≈ 0.8. Compared to P(qtet) calculated with MB-pol for liquid

water at 298 K (black curve in Figure 2.3(b)), P(qtet) calculated for water in NU-1500-Cr at high

RH displays a wider distribution at low qtet values and significantly lower amplitude at high qtet

values, indicating a relatively more disordered hydrogen-bond network compared to liquid water.

From the analysis of the spatial distribution of water in NU-1500-Cr, which is shown in

Figure 2.4 for 34.6% RH (corresponding to the middle of the step in the adsorption isotherm), it

is possible to conclude that the hexagonal pores are filled sequentially. Similar mechanisms were

reported for water adsorption in ZIF-90, MIL-100(Fe), and MIL-101(Cr).27,28,95 Since the water

molecules located in the main pores are far away from the framework and surrounded by other

water molecules, the associated interaction energy mostly results from water-water interactions.

As a consequence, water molecules fill up one pore at a time, preferentially entering pores that

already contain other water molecules which can thus maximize the number of hydrogen bonds.

In summary, the evolution of the adsorption isotherm as a function of RH can be rational-

ized as a sequence of three stages. The Cr3+ metal sites of the SBUs provide the strongest binding

sites for water adsorption. Upon saturation of the Cr3+ binding sites, given their hydrophilic

nature, the metal-bound water molecules become new binding sites for other water molecules

at the early stages of the adsorption process. Water chains connecting the metal-bound water
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molecules then develop prior to the filling of the hexagonal pores. These chains extend along

type-A channels where the water molecules can establish favorable interactions with the aromatic

rings of the PET linkers. The steep uptake displayed by the adsorption isotherm between 33% and

37% RH result from all type-A channels being fully occupied by water, which thus determines

the onset of the filling of the hexagonal pores. The mechanism of water adsorption derived from

the MB-pol simulations suggests that in order to move the water adsorption step of NU-1500-Cr

to lower RH values, the hexagonal pores should be decorated with hydrophilic functional groups

that will prevent water molecules from filling the type-A channels at the early stages of the

adsorption process.

2.3.3 Infrared spectra

To further characterize the water hydrogen-bond networks in the NU-1500-Cr pores,

we examined infrared spectra of water in the MOF pores compared to liquid water, focusing

on the bend+libration combination band and OH-stretch vibrational band. The bend+libration

combination band is highly sensitive to water-water interactions, shifting to lower frequencies

when the hydrogen-bond network of water is disrupted, and shifting to higher frequencies when

the hydrogen-bond network of water is highly ordered106. As shown in Figure 2.5(a), the bend

+ libration combination band is not well defined at low humidities, but becomes apparent near

30% RH as the number of MOF-bound water molecules increases and water-water interactions

become more significant. For all RH values above ∼30%, the bend+libration combination band

for water in NU-1500-Cr is shifted to much lower frequencies than in liquid water, but the shift is

smaller above 40% RH. This indicates a highly disrupted hydrogen-bond network that becomes

more similar to liquid water as the pores fill. This qualitative trend matches the trends observed

for hydrogen-bonds in the simulations shown in Figure 2.3(a) and the trend observed for the

tetrahedral order parameters in Figure 2.3(b), and suggests that water-water hydrogen-bonds

increase throughout the pore-filling process.

The OH-stretch vibrational band of water also reports on the strength of hydrogen bonds,
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and can be decomposed into multiple peaks to analyze different local environments experienced

by water molecules. Figure 2.5(b) shows the OH-stretch vibrational band of water in NU-1500-Cr

measured at humidities between 20% RH and 55% RH compared to the corresponding band

measured for liquid water. At low RH, the band consists primarily of an extremely broad tail

below 3200 cm−1 that is not present in the infrared spectrum of liquid water, and a set of narrow

sharp peaks around 3600 – 3700 cm−1, at much higher frequencies than in liquid water. As the

(B)

(c)

(a) (b)

(d)

type-A channel

type-B channel

hexagonal pore
type-A channel

type-B channel

Figure 2.2. NU-1500-Cr structure and water density distribution. (a) Structure of NU-1500-Cr
viewed along the hexagonal pore direction. The hexagonal pores are shown in green, while
type-A and type-B channels are shown in blue and orange, respectively. (b) Structure of NU-
1500-Cr viewed along a direction perpendicular to the hexagonal pore direction. The hexagonal
pores are not displayed for the clarity, while type-A and type-B channels are shown in blue and
orange, respectively, as in (a). Two-dimensional water density distribution calculated along (c)
and perpendicular (d) to the hexagonal pore direction at 14.7% RH. Lighter regions correspond
to higher water density. Color scheme: C = cyan, H = white, O = red, Cr = blue, Cl = green.
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(a) (b)

1.8% RH 39.0% RH

Figure 2.3. Water’s hydrogen-bonding structure in NU-1500-Cr. (a) Hydrogen-bond topologies
distribution. (b) Probability distributions of the tetrahedral order parameter, P(qtet). Black curve
shows P(qtet) of liquid water calculated from MD simulations carried out with MB-pol at 298
K.104

Figure 2.4. Water spatial distribution in NU-1500-Cr. Two-dimensional water density distribu-
tion in the hexagonal pores of NU-1500-Cr calculated at 34.6% RH. Color scheme: C = cyan, H
= white, O = red, Cr = blue, Cl = green.
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humidity increases, the sharp high-frequency peaks and broad low-frequency peaks become less

prominent relative to the total OH-stretch band, but are still present at each relative humidity.

Control experiments using HOD diluted in D2O provides simpler lineshapes, which still

displays the same three features (see Supplementary Figure 8). In previous studies of water

in confined environments, sharp high-frequency peaks have been assigned to “dangling” and

interfacial OH bonds with relatively weak interactions107–109, while peaks at lower frequencies

have been assigned to water molecules in highly charged environments110,111. Spectral features

between the high-frequency and low-frequency regions were found to more closely resemble

those observed for liquid water. Throughout the pore filling process of NU-1500-Cr, the relative

intensities of the broad low-frequency features and narrow high-frequency features decreases,

and the spectrum progressively becomes more similar to that of liquid water when the pores are

completely filled, which is consistent with the calculated hydrogen-bond and qtet results, as well

as trend observed for the bend + libration combination band. In the control experiments with

HOD (see Supplementary Figure 8), the trend is even clearer due to the relative simplicity of the

OH-stretch vibrational band associated with HOD molecules.

The significant intensity between 2800 and 3100 cm−1 at low RH, however, suggests

the existence of highly charged atoms polarizing water molecules, which were not originally

accounted for in simulations. In order to further elucidate the spectral signatures observed

experimentally, Figure S7 shows the infrared spectrum of water in pristine NU-1500-Cr simulated

at 20% RH following the procedure described in ref 95. In order to further elucidate the spectral

signatures observed experimentally, Figure S7 shows the infrared spectrum of water in pristine

NU-1500-Cr simulated at 25% RH following the procedure described in ref 95. While the

simulated spectrum overall reproduces the experimental lineshape, the low-frequency tail below

3100 cm−1 is missing. This missing tail can be recovered from MD simulations carried out with

modified SBUs as shown in Figure 2.6(a), where the charge of the Cr3+ atoms are increased by

50% and the charges of the oxygen atoms of the carboxylate groups are adjusted accordingly

to guarantee charge neutrality. As the fraction of modified SBUs in the MD simulations is
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increased, the intensity of the low-frequency portion of the simulated spectrum also increases

while retaining all the other spectral signatures, which systematically improves the agreement

with the experimental lineshape. This analysis suggests that highly charged Cr3+ may likely

be present in the NU-1500-Cr samples used in the experiments, which may be attributed to

undercoordinated Cr3+ sites due to structural disorder. The modified SBUs also account for

the humidity-dependent trends observed in the relative intensity of the low-frequency features,

which are most prominent at low RH when there are relatively few water molecules and they are

clustered near the SBUs.

The infrared spectra of the water molecules that directly bind to the Cr3+ sites of both

unmodified and modified SBUs are calculated in order to isolate their specific signatures from

the overall spectra. Figure 2.6(b) demonstrates that the low-frequency tail in the experimental

spectrum stems from the OH-stretch vibrations of the water molecules bound to the charge-

modified Cr3+ sites (water #1 in the figure) which are involved in a hydrogen-bond with a

neighboring water molecule. As shown in Figure 2.6(b), while still present in the infrared

spectrum of water molecules bound to Cr3+ sites with unmodified charges, the spectral feature

associated with the hydrogen bond between the metal-bound water molecule and a neighboring

water molecule appears at relatively higher frequencies (∼3450 cm−1).

This analysis demonstrates that the extent of polarization affects the position of the

low-frequency features of the infrared spectrum of water in NU-1500-Cr and is responsible for

the significant infrared intensity between 2800 and 3100 cm−1. This increased intensity can be

explained by considering that the MB-pol dipole moment calculated for the water molecules

bound to the charge-modified SBUs of NU-1500-Cr is ∼4.0 D which is significantly larger than

the value of 2.7 D obtained from MB-pol simulations of liquid water.104 Missing low-frequency

tails in the infrared spectra of water adsorbed in Co2Cl2BTDD and ZIF-90 can also be observed

in previous simulation studies95,100. However, in the case of Co2Cl2BTDD and ZIF-90 these

low-frequency tails are less intense than in the infrared spectra of water in NU-1500-Cr which

may possibly be attributed to the lower oxidation states of Co2+ and Zn2+ compared to Cr3+ as

24



well as to different degree of structural disorder in the experimental samples.

(a) (b)

Figure 2.5. Infrared spectra of water confined in NU-1500-Cr as a function of RH compared to
bulk water. Spectra were normalized to the maximum IR signal after subtracting a spectrum of
activated NU-1500-Cr to reduce the influence of framework peaks in (a) the bend + libration
combination band, and (b) the OH-stretch region region of the spectrum.

water #1 
with H-bond

water #1 
without H-bond

(a) (b)

Figure 2.6. Simulated water spectra in NU-1500-Cr with modified SBUs. (a) Simulated water
spectra with 12.5% (yellow), 25.0% (red), and 37.5% modified SBUs in the framework and
experimental water spectrum (shaded purple) at 25% RH. (b) Spectra of water #1 binding to a
modified SBU without (blue) and with (red) forming a hydrogen-bond with a neighboring water
molecule, and binding to a unmodified SBU with forming a hydrogen-bond with a neighboring
water molecule (black).
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2.4 Conclusions

We used advanced molecular dynamics simulations in combination with infrared spec-

troscopy to investigate the adsorption mechanisms of water in NU-1500-Cr. We found that the

confining effects of the framework modulate the thermodynamic properties of water as a function

of relative humidity. In particular, the loss of entropy associated with the restricted motion of

water molecules inside the NU-1500-Cr pores is compensated by favorable framework-water

and water-water interactions at low and high RH, respectively. The variation of both adsorp-

tion enthalpy and water entropy directly correlates with the adsorption mechanism. The initial

hydration stage occurs with water molecules saturating the Cr3+ open sites of the framework.

With increasing RH, water molecules first form chain-like structures that emanate from the

Cr3+-bound water molecules and fill the narrow channels composed of two adjacent SBUs which

are parallel to the hexagonal pores, and the aryl groups of the organic linkers. Due to favorable

interactions between water the aryl groups of the framework, type-A channels accommodate all

the adsorbed water molecules up to 33% RH. Above 33% RH, filling of the hexagonal pores

begins with a steep adsorption step that ends at ∼37% RH.

Further insights into the confining effects of the framework and the properties of the

hydrogen-bond networks developed by water inside the NU-1500-Cr pores were gained from

monitoring the evolution of the infrared spectra of adsorbed water as a function of RH. The

bend + libration combination band indicates that the hydrogen-bond networks become more

developed as the RH increases, which is consistent with the decrease in water entropy and

the formation of more tetrahedral spatial arrangements of water inside the pores. While the

simulated spectra reproduce the main features of the experimental lineshapes, they miss intensity

in the low-frequency region between 2800 and 3100 cm−1. We found that the low-frequency

tail in the experimental infrared spectra can be recovered by MD simulations carried out with

charge-modified SBUs which can effectively mimic possible structural disorder in the experi-

mental samples. We therefore demonstrated the power of combining MD simulations and IR
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spectroscopy to gain molecular-level insights into the nature of framework–water interactions

which are difficult to obtain from crystallography.

Since the steep uptake in the adsorption isotherm corresponds to the onset of pore filling,

our results indicate that decorating the pores with hydrophilic functional groups may prevent

water molecules from entering type-A channels at the early stage of the adsorption process

which, in turn, can improve the ability of NU-1500-Cr to harvest water from air by shifting the

adsorption step to lower RH values.
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023-00870-0.

2.6 Data availability

Any data generated and analyzed for this study that are not included in this Article and
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.com/paesanilab/ Data Repository/tree/main/NU-1500) in the format for the MBX112 interface

with LAMMPS.113 All computer codes used in the analysis presented in this study are available

from the authors upon request.
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Chapter 3

Humidity-responsive polymorphism in
CALF-20: A resilient MOF physisorbent
for CO2 capture.

3.1 Introduction

There is a need for effective solutions to capture CO2 from both industrial sources and

the surrounding atmosphere to curb atmospheric CO2 levels and mitigate climate change.114,115

Selective CO2 capture poses challenges due to the low partial pressure of CO2 compared to

other molecular species, which can hinder adsorption behavior by competing for adsorption sites

or inducing changes in the sorbent itself.116 This challenge is particularly pronounced in the

direct capture of CO2 from the air, where interference from more abundant molecules like water

exacerbates the issue. Therefore, economically viable CO2 solutions must exhibit high selectivity

for CO2 and durability in the presence of more abundant species, while also minimizing the

energy cost for regeneration.

Metal-organic frameworks (MOFs) present promising porous sorbents for CO2 due to

their customizable structure and chemistry.117–119 Their pore size and shape can be tailored

to facilitate selective physisorption, thereby avoiding the high energy requirement associated

with the regeneration of chemically selective chemisorption.120–122 Among the various MOFs

evaluated for CO2 capture, CALF-20, a zinc-triazole-oxalate-based MOF, has emerged as a
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promising candidate for large-scale CO2 capture due to its robust sorption performance under

industrially relevant conditions.123 Specifically, it exhibits highly selective CO2 physisorption

with low energy requirements for regeneration, attributed to the hydrophobic nature of its pores.

The CALF-20 structure comprises zinc triazole layers in the bc-plane connected in the c-direction

by bis-bidentate oxalate anions, with the zinc cation coordinated by three nitrogen atoms from

three triazole anions and two oxygen atoms from a bis-bidentate oxalate anion.

In the published paper titled “Humidity-responsive polymorphism in CALF-20: A

resilient MOF physisorbent for CO2 capture,” extensive discussions on phase transformation

and experimental details have been provided. However, this chapter places greater emphasis on

computational insights into the thermodynamic and dynamic properties of CO2 within different

phases of CALF-20. Our study offers direct insights into the effects of unit cell volume on the

thermodynamic and dynamic properties of CO2, providing valuable information for the rational

design of MOFs for guest molecule adsorption.

3.2 Methods

3.2.1 Molecular models

Both α- and β -CALF-20 are modeled using flexible force fields. The structure of α-

CALF-20 was obtained from the Cambridge Structural Database (2084733.cif), whereas the

crystallographic information of β -CALF-20 was acquired as described in the experimental

section. The crystallographic structures were optimized using density functional theory (DFT)

with the PBE exchange-correlation functional81 combined with the D3 dispersion correction82

in periodic boundary conditions, as implemented in the Vienna Ab initio Simulation Pack-

age (VASP).77–80, VASP calculations were performed using projector-augmented wave (PAW)

method83,84 with 700 eV kinetic energy cutoff and a 3x3x3 k-point grid and convergence crite-

rion of net atomic force less than 0.03 eV/Å. The point charges of the force field were obtained

from Charge Model 5 (CM5)44 calculations carried out with Gaussian 16 using the ωB97X-D
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functional31 in combination with def2-TZVP basis set32 for a cluster model of α-CALF-20

(see Supplementary Figures S1 for details). The bonded parameters of the force field associated

with the Zn atoms were obtained using a genetic algorithm by fitting to single-point energies

calculated at the ωB97X-D/def2-TZVP level of theory with Gaussian 16 for 125 distorted con-

figurations of the same α-CALF-20 cluster model used in the CM5 calculations. The Universal

Force Field (UFF)30 was used for the Lennard-Jones (LJ) coefficients of the Zn atoms, while the

General Amber Force Field (GAFF)29 was used for all bonded and LJ terms related to the linker

atoms.

CO2 was modeled using the many-body energy potential energy function (MB-nrg PEF)

of reference 124 and 125, which has been shown to accurately reproduce several experimental

data including the second virial coefficient and the structure of liquid CO2 at different pressures.

The LJ parameters between the CO2 molecules and framework atoms were calculated according

to the Lorentz-Berthelot mixing rules using the LJ parameters of the Transferable Potentials for

Phase Equilibria (TraPPE) model for CO2.126

3.2.2 Molecular dynamic simulations

All MD simulations were carried out with the Large-scale Atomic/Molecular Massively

Parallel Simulator (LAMMPS) package113 interfaced with the MBX library for a system con-

sisting of 2x2x2 primitive cells of α- and β -CALF-20 in periodic boundary conditions and

varying CO2 loadings, ranging from 0.18 to 3.52 mmol/g (equivalent to 1 to 20 CO2 molecules

in a 2×2×2 primitive cell). Various structural, thermodynamic, and dynamical properties were

calculated by carrying out MD simulations in the isothermal-isobaric (constant number of atoms,

pressure, and temperature, NPT ); canonical (constant number of atoms, volume, and temperature,

NV T ); and microcanonical (constant number of atoms, volume, and total energy, NV E) ensem-

bles. The temperature in the NPT and NV T simulations was controlled by a global Nosé-Hoover

chain of four thermostats. The pressure in the NPT simulations was maintained by a global

NosNosé-Hoover barostat. The equations of motion were propagated with a time step of 0.2 fs

31



according to the velocity-Verlet algorithm.

At each CO2 loading, the initial positions of the CO2 molecules were generated using

Packmol91,92, enforcing a uniform distribution of CO2 molecules across all MOF pores. Each

system was then randomized in the NV T ensemble at 343 K for 20 ps, which was followed by

another 20 ps at 295 K. Each system was then further equilibrated in the NPT ensemble at 1 atm

and 295 K for 100 ps. The lattice parameters and adsorption heat were calculated from 10 ns

trajectories carried out in the NPT ensemble at 1 atm and 295 K. The adsorption heat at a given

loading is calculated by

∆Hads =
U(MOF+CO2)−U(MOF)−N ×U(CO2)−N ×RT

N
(3.1)

, where N is the number of CO2 molecules, R is the ideal gas constant, T is the temperature,

U(MOF), U(CO2), and U(MOF+CO2) are the internal energies of empty MOF, single CO2

molecule, and MOF loaded with CO2 molecules at a given loading, respectively. The diffusion

coefficients were calculated by averaging over 200 independent 50 ps trajectories performed in

the NV E ensemble according to the velocity autocorrelation fucntion,

Dtot =
1
3

∫
∞

0
⟨⃗vc(0) · v⃗c(t)⟩dt (3.2)

, where ⟨⃗vc(0) · v⃗c(t)⟩ is the ensemble-averaged classical velocity autocorrelation function. The

diffusion coefficients along a given direction were calcu-lated by

Du =
∫

∞

0
⟨vu(0)vu(t)⟩dt (3.3)

, where vu is the projected velocity to the unit vector of the given direction u.
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3.3 Results and discussions

Figure 3.1(A) displays the adsorption heat calculated for CO2 adsorbed in the α- and

β -CALF-20 frameworks at different loadings. The adsorption heat calculated for the lowest

loading of CO2 in the α-phase (36.7 kJ/mol) agrees with the experimental zero-loading heat of

adsorption 39 kJ/mol. The adsorption heat values within the same phase are not significantly

affected by the CO2 loading, suggesting that CO2-CO2 interactions play a minor role in the

adsorption process. This behavior can be attributed to the non-polar nature of CO2, which results

in limited dipole-dipole interaction energies between CO2 molecules present in the MOF pores.

The β -phase exhibits a consistently higher adsorption heat than the α-phase. To gain insights into

the difference in adsorption heat between α- and β -CALF-20, we analyzed the radial distribution

functions (RDFs) of all possible atom pairs between CO2 and the two frameworks at the lowest

CO2 loading (i.e., 0.18 mmol/g or 1 CO2 molecule per 2×2×2 primitive cell). The analysis of

the RDFs suggests that both α- and β -phase frameworks attract CO2 mainly through interactions

with the oxygen atom of the oxalate group, as evident from the position of the first peak in the

RDFs, which appears at the shortest distance among all atom pairs (see Supporting Information

S7 for all RDFs). The RDFs representing the spatial correlation between the carbon atom of

CO2 and the oxalate oxygen in both α- and β -CALF-20 frameworks are shown in Figure 3.1(B).

While the first peak appears at nearly 3 Å for both phases, the β -phase displays a higher peak

than the α-phase. Moreover, the RDF for the α-phase displays two subsequent peaks at 4.2

Å and 5.6 Å, while the RDF for the β -phase only displays a single peak at 5.0 Å with similar

amplitude to the peak observed at 5.6 Å for the α-phase. The difference between the RDFs of

the α- and β -phases can be attributed to the difference in the distances between the two oxalate

oxygens that interact with the CO2 molecule. Based on the crystallographic data, we found that

the distances between the two oxalate oxygens located across a pore are different for the α- and

β -phases. Specifically, these distances range from 5.7 to 6.5 Å for the β -phase, which allows a

CO2 molecule to simultaneously be in close proximity to both oxalate oxygens across the pore.
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In contrast, the distances between the two oxalate oxygens across the pore for the α-phase range

from 7.0 to 8.1 Å, which implies that a CO2 molecule can only be close to one of the two oxalate

oxygens. It thus follows that the difference in adsorption heat between α- and β -CALF-20 can

be attributed to the smaller unit cell volume of the β -phase.

Further insights into the effects that the different unit cell volumes of α- and β -CALF-20

have on the adsorption of CO2 can be gained by examining the CO2 diffusion in the pores of

both phases. Figure 3.2(A) shows the total diffusion coefficients as a function of CO2 loading

for both α- and β -CALF-20. The total diffusion coefficients for both phases decrease as more

CO2 molecules are adsorbed, which can be explained by the increase in excluded volume. This

trend is similar to the behavior observed for methane, hexane, and benzene at high loadings in

IRMOF-1.127 Interestingly, at low loading, CO2 molecules in the α-phase diffuse more rapidly

than in the β -phase, which can be attributed to smaller adsorption heat and larger unit cell

volume of the α-phase. As the loading increases, the difference in total diffusion coefficients

between α- and β -phases becomes smaller. Figure 4(B) shows that, due to confinement, the

main direction for CO2 diffusion is along the [100] direction (i.e., a-direction), with the CO2

molecules at low loading moving faster in the α-phase than in the β -phase, as already inferred

by the analysis of the total diffusion coefficient. The anisotropy in the CO2 diffusion can be

explained by considering that the pore along the [100] direction is significantly wider than in the

other two directions.

In summary, the differences observed between α- and β -CALF-20 provide some general

insights for the design of CO2-capturing frameworks. It suggests that frameworks with small

unit cell volume benefit from higher affinity to CO2, but it comes at a cost of reduced diffusion

rates of CO2 inside the framework.
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(A) (B)

Figure 3.1. Simulated thermodynamic and dynamical properties of CO2 confined in α- and
β -CALF-20. (a) Adsorption heat as a function of CO2 loading. (b) RDFs between the carbon
atom in CO2 and the oxygen atom in the framework in α- and β -CALF-20.

(A) (B)

Figure 3.2. Diffusion coefficients of CO2 within α- and β -CALF-20 (a) Total diffusion co-
efficients of CO2 loading. (b) Diffusion coefficients of CO2 along pore directions in α- and
β -CALF-20.

3.4 Associated content

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/

acsmaterialslett.3c00930. Details of sample preparation, aging environments, X-ray scattering

experiment and analysis, computation, and experimental gas adsorption isotherms (PDF), α-

CALF-20 (CIF), β -CALF-20 (CIF).
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Chapter 4

Elucidating the competitive adsorption
of H2O and CO2 in CALF-20: New in-
sights for enhanced carbon capture metal-
organic frameworks.

4.1 Introduction

The increasing concentration of carbon dioxide (CO2) in the atmosphere is a significant

contributor to climate change.128 Various strategies have been developed to reduce atmospheric

CO2 concentration, including leveraging the chemical properties of CO2 to convert it into

valuable chemicals.129,130 Another strategy is the storage of CO2, which involves long-term

sequestration in geological media or sedimentary rocks.131,132 However, the nonpolar nature of

CO2 poses challenges for effective and efficient storage, as high pressure is typically required to

convert CO2 from its gas phase to a supercritical fluid, complicating the engineering of storage

systems.133–135

Metal-organic frameworks (MOFs) have emerged as a promising class of materials for

CO2 capture due to their versatile physical and chemical properties. Several MOFs, including

Mg2(dobpdc),136 and SIFSIX-3-M,137,138 have been shown to be promising materials for CO2

capture. A recent study reported the synthesis of CALF-20, a Zn-based framework connected by

triazolates and oxalate groups, which exhibits high scalability and stability for CO2 capture.123
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Unlike many MOFs tested for CO2 capture that degrade in the presence of water,139,140 CALF-20

stands out due to its accessibility in terms of the required synthesis reagents and its exceptional

stability, even in the presence of steam. This unique combination of features has generated

significant research interest in CALF-20 as a promising candidate for applications related to CO2

capture.141,142

While experimental studies have demonstrated the potential of CALF-20 for CO2 cap-

ture,123,143 the performance of CALF-20 in real-world applications can be compromised due to

the adsorption of other molecules present in the air, such as water (H2O). Given the properties

and partial pressure of H2O in the atmosphere, it is thus crucial to evaluate the competitive

adsorption of H2O and CO2 within the CALF-20 framework under realistic conditions. However,

characterizing the underlying adsorption process at the molecular level poses experimental

challenges due to the competing interactions between H2O and CO2 with the framework. Fur-

thermore, although the amount of H2O and CO2 adsorbed within the framework is primarily

influenced by the corresponding partial pressure of each species, it is also affected by the partial

pressure of the other species due to cooperative effects. This interplay makes it challenging to

control the adsorption of one species without affecting the other by independently regulating the

partial pressure of each species. It follows that the competition between H2O and CO2 within

the CALF-20 framework makes it difficult to experimentally study concentration-dependent

thermodynamic and dynamic properties of both species.127,144–146

In this study, we investigate competing effects in the behavior of H2O and CO2 adsorbed

in CALF-20 using advanced molecular dynamics (MD) simulations carried out with data-

driven many-body potential energy functions (PEFs) that accurately predict the properties of

water34–36,86,87,147 and carbon dioxide124,125 across a wide range of thermodynamic conditions

and mixture compositions. CALF-20 is modeled as a flexible framework that can accommodate

potential structural changes, which may yield distinct thermodynamic and dynamic properties of

guest molecules as concluded in several studies.148–150 These simulations allow us to precisely

disentangle the competitive adsorption between H2O and CO2 and provide insights at the
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molecular level, which can inform the design of MOFs specifically optimized for carbon capture

applications.

4.2 Methods

4.2.1 Molecular models

CALF-20 was modeled using a flexible force field, with the structure of the framework

taken from the crystallographic data reported in Ref. 123. The geometry optimization was

carried out with the Vienna Ab initio Simulation Package (VASP)77–80 in periodic boundary

conditions using density functional theory (DFT). The PBE exchange-correlation functional81

combined with the D3 dispersion correction82 was used for these calculations. The VASP

calculations were performed on a 3×3×3 k-point grid with a 700 eV kinetic energy cutoff using

the projector-augmented wave (PAW) method.83,84

The atomic point charges for the force field were obtained using the Charge Model

5 (CM5)44 as implemented in Gaussian 16.85 This was done by performing DFT calcula-

tions on a cluster model of CALF-20 (see Figure S1 of the Supporting Information) using the

ωB97X-D functional31 in combination with the def2-TZVP basis set.32 Following Ref. 151,

the bonded parameters of the force field associated with the Zn atoms were determined using a

genetic algorithm.152,153 A similar philosophy was also adopted in the development of MOF-FF

parameters.154 The parameterization involved fitting single-point energies calculated at the

ωB97X-D/def2-TZVP level of theory with Gaussian 16 for 125 distorted configurations of the

cluster model used in the CM5 calculations. The Lennard-Jones (LJ) parameters of the Zn atoms

were acquired from the Universal Force Field (UFF)30. All bonded and LJ parameters of atoms

other than Zn were acquired from the General Amber Force Field (GAFF).29

The MB-pol34–36 and MB-nrg124,125 data-driven many-body PEFs were used to model

the H2O and CO2 molecules, respectively. Previous studies have demonstrated that these PEFs

are transferable across the different phases of pure H2O86,87,104,147 and CO2,124,125 able to
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reproduce the properties of H2O and CO2 mixtures,124 and accurately predict the behavior of

H2O95,102,146 and CO2
119 molecules in MOFs.

Within our molecular models, framework–H2O and framework–CO2 interactions were

described by electrostatic and LJ terms. By construction, the electrostatic terms of the MB-pol and

MB-nrg PEFs include terms representing permanent and induced (i.e., polarization) contributions.

The LJ parameters between the framework atoms and the water molecules were obtained by

applying the Lorentz-Berthelot mixing rules using the LJ parameters of the TIP4P/2005 water

model,155 which was shown to be the closest point-charge model to the MB-pol PEF of H2O.156

Similarly, the LJ parameters between the CO2 molecules and framework atoms were calculated

according to the Lorentz-Berthelot mixing rules using the LJ parameters of the Transferable

Potentials for Phase Equilibria (TraPPE) model for CO2.126

4.2.2 Molecular dynamic simulations

All MD simulations were carried out with the Large-scale Atomic/Molecular Massively

Parallel Simulator (LAMMPS)113 package interfaced with the MBX C++ library.112 The sys-

tem consisted of 2×2×2 primitive cells (17.83 Å× 19.39 Å× 18.97 Å) in periodic boundary

conditions. Various structural, thermodynamic, and dynamical properties were calculated by

carrying out MD simulations in the isothermal-isostress (NσT : constant number of atoms,

temperature, and stress), canonical (NV T : constant number of atoms, volume, and temperature),

and microcanonical (NV E: constant number of atoms, volume, and energy) ensembles. The

temperature in the NσT and NV T simulations was controlled by a global Nosé-Hoover chain

of four thermostats with a characteristic time of 20 fs. The pressure in the NσT simulations

was maintained by a global Nosé-Hoover chain of three barostats with a characteristic time of

200 fs.89 The equations of motion were propagated with a time step of 0.2 fs according to the

velocity-Verlet algorithm.157

For the competitive adsorption simulations, the initial positions of the H2O and CO2

molecules were generated using Packmol,91,92 enforcing a uniform distribution of both guest
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species across all CALF-20 void spaces. For each system, the positions of the H2O and CO2

molecules were subsequently randomized. This was done by conducting a series of three short

MD simulations in the NV T ensemble at 1000 K (50 ps), 500 K (20 ps), and 295 K (20 ps).

Each system was then subjected to further equilibration in the NσT ensemble at 1 atm and 295

K for 100 ps. The average lattice parameters were calculated from 1 ns trajectories carried out

at 1 atm in the NσT ensemble and are listed in Table S5 of the Supporting Information. We

followed the same protocol to equilibrate the corresponding systems containing only H2O or

CO2 molecules, with the lattice parameters fixed at the values obtained from the competitive

adsorption simulations. The nonbonded interactions were truncated at an atom-atom distance of

9.0 Å, and the long-range electrostatic interactions were treated using the particle mesh Ewald

method as implemented in MBX.112,158,159 The entropy as well as all dynamical properties were

calculated by averaging over 200 independent 50 ps trajectories performed in the NV E ensemble,

with the volume fixed at the average value calculated from the corresponding competitive

adsorption simulations. The entropy was calculated as a function of relative humidity (RH)

using the two-phase thermodynamic (2PT) model, which decomposes the density of states of

H2O and CO2 molecules into gas-like and solid-like components and enables the calculation

of thermodynamic properties accordingly.93 The diffusion coefficient as a function of RH was

calculated by averaging over the 200 trajectories performed in the NV E ensemble according to

the following Green-Kubo relation:160

Dtot =
1
3

∫
∞

0
⟨⃗vc(0) · v⃗c(t)⟩dt, (4.1)

Here, v⃗c is the center-of-mass velocity, and the ⟨⃗vc(0) · v⃗c(t)⟩ is the ensemble-averaged classical

velocity autocorrelation function. The H2O and CO2 adsorption enthalpies were calculated by

averaging 20 trajectories of 50 ps each performed in the NσT ensemble according to

∆Hads =
U(MOF+H2O/CO2)−U(MOF)−N ×U(H2O/CO2)−N ×RT

N
, (4.2)
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Here, N is the number of H2O or CO2 molecules, R is the ideal gas constant, T is the temperature,

U(MOF), U(H2O/CO2), and U(MOF + H2O/CO2) are the averaged internal energies of the empty

MOF, single H2O or CO2 molecule, and MOF loaded with H2O or CO2 molecules, respectively.

The average interaction energy of CO2 at a given RH values was calculated according to

Eint =
U(MOF+H2O+CO2)−U(MOF+H2O)−N ×U(CO2)

N
, (4.3)

where N is the number of CO2 molecules, U(MOF + H2O + CO2), U(MOF + H2O), and U(CO2),

are the average internal energies of MOF loaded with H2O and CO2, MOF loaded with H2O, and

single CO2, respectively. The orientational correlation functions were calculated by averaging

over the NV E trajectories according to161

C2(t) = ⟨P2 [⃗e(0) · e⃗(t)]⟩, (4.4)

where e⃗ is a unit vector along one of the OH or CO bonds of a H2O or CO2 molecule, P2 is the

second order Legendre polynomial, and ⟨...⟩ represents the ensemble average over all OH or CO

bonds at a given time t.

For all properties derived from the NσT simulations, at each relative humidity the

trajectory was divided in twenty blocks of equal length, and the error bars were calculated as

95% confidence intervals obtained from the standard error of the mean of the blocks. For all

properties derived from the NV E simulations, the error bars were calculated as 95% confidence

intervals obtained from the standard error of the mean of 200 independent trajectories.

4.3 Results and discussions

Figure 4.1A displays the experimental competitive adsorption of H2O and CO2 in CALF-

20 as a function of relative humidity measured at 295 K and 97 kPa.123 Notably, the amount of

CO2 adsorbed by the CALF-20 framework is influenced by the relative humidity, despite the
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constant CO2 pressure. To explore the factors contributing to the competitive behavior of H2O

and CO2 within the CALF-20 framework, we examined the individual adsorption enthalpies

as well as the H2O and CO2 radial distribution functions (RDFs). The adsorption enthalpies

calculated for a single H2O and a single CO2 molecule in CALF-20 are −7.59 kcal/mol and

−8.66 kcal/mol, respectively. These values align with the reported binding energies of H2O

and CO2 within the CALF-20 framework 6.95 kcal/mol and 8.25 kcal/mol, respectively,123

indicating that CALF-20 has a stronger affinity for CO2 compared to H2O. The H2O–framework

and CO2–framework RDFs presented in Figure S3 of the Supporting Information indicate that

the oxygen atoms of the oxalate groups of the framework serve as the most favorable binding

sites for both H2O and CO2. Therefore, the competitive behavior of H2O and CO2 in CALF-20

can be attributed to the presence of similar preferred void regions and comparable interaction

energies with the framework. Given the accuracy of the MB-pol and MB-nrg PEFs in describing

the behavior of H2O and CO2, respectively, in heterogeneous environments, the disparity in

permanent dipole moments between H2O and CO2 suggests that frameworks with less polarized

charge distributions may exhibit higher affinities for CO2 than H2O. This observation implies

(A) (B)

Figure 4.1. (A) Experimental competitive adsorption of H2O and CO2 in CALF-20 as a function
of relative humidity.123 (B) Radial distribution functions showing the probability of finding the
oxygen atom (OW) of a H2O molecule at a distance r from the carbon atom (CC) of a CO2
molecule within the framework. For comparison, the corresponding radial distribution functions
for dilute H2O in liquid CO2 and dilute CO2 in liquid H2O from Ref. 124 are also shown.
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that frameworks composed of metal ions in a low oxidation state coordinated with atoms with

low electronegativity may exhibit a higher affinity for CO2.

Further insights into the influence of the framework on the adsorption of H2O and CO2

can be obtained by investigating H2O and CO2 mixtures across a broad range of relative humidity

values (from 27.5% to 74.5%). As shown in Figure 4.1B, the general lineshapes of RDFs between

the oxygen atom (OW) of any H2O molecule and the carbon atom (CC) of any CO2 molecule,

are effectively independent of the RH values and reveal a notable structural reorganization of

both H2O and CO2 molecules. The first peak at ∼ 3.0 Å corresponds to the most probable

distance at which an OW atom directly interacts with a CC atom, while the second peak at ∼

4.0 Å arises from water molecules that form hydrogen bonds with the CO2 oxygen (OC). The

RDFs remain structured at large OW–CC separations (greater than 6 Å) due to the formation of

hydrogen-bonds among water molecules. This is influenced by the confining effects exerted by

the framework, as well as volume exclusion effects exerted by the CO2 molecules present within

the framework. In contrast, the corresponding RDFs calculated for dilute CO2 in liquid H2O at

1 atm and dilute H2O in liquid CO2 at 200 kPa,124 which correspond to the black and purple

curves in Figure 1B, respectively, exhibit less pronounced structural features at long distances.

At short distances, the RDF of dilute H2O in liquid CO2 displays a bimodal lineshape similar

to that observed in the H2O–CO2 mixtures within the CALF-20 framework, while the RDF of

dilute CO2 in liquid H2O lacks the peak at approximately 3.0 Å. Consequently, under ambient

conditions, the confining effects of the CALF-20 framework result in a resemblance between the

short-ranged structures of H2O and CO2 molecules and their high-pressure structures in bulk

solutions, while also promoting the formation of long-ranged structural patterns. Furthermore,

mutual volume exclusion effects between the H2O and CO2 molecules within the CALF-20

framework are evident from the OW–CC RDFs, as the oxygen atoms of the H2O molecules are

prevented from approaching closer than ∼2.1 Å to the carbon atoms of the CO2 molecules.

To disentangle the effects resulting from mutual volume exclusion of H2O and CO2

molecules within the framework, we investigated systems composed solely of either H2O or
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CO2, keeping their loadings as in the corresponding MD simulations described above for the

mixtures at different RH values. In the following, these systems are labeled according to the RH

values of the corresponding mixed systems analyzed in Figure 4.1. To prevent potential volume

changes resulting from different amounts of guest molecules present within the framework,

the lattice parameters for the systems composed solely of either H2O or CO2 were fixed at the

average values obtained from the MD simulations of the corresponding mixed systems. Volume

exclusion effects can be elucidated by comparing the hydrogen-bond topologies established by

the H2O molecules within the framework in the presence and absence of CO2 molecules. In

this analysis, each water molecule is classified as either a donor (nD) or an acceptor (mA) based

on the type (D and A) and number (n and m) of hydrogen bonds it is engaged in. Figure 4.2A

shows the probability of observing the 0D-0A topology (i.e., water molecules not engaged in

any hydrogen bond) in the presence and absence of CO2 molecules as a function of relative

humidity. The percentage of the 0D-0A topology decreases with increasing RH, regardless of the

presence of CO2. This decrease can be attributed to the larger number of water molecules present

within the framework, leading to the formation of more compact and connected hydrogen-bond

networks. A similar trend was also observed for water adsorbed in NU-1500-Cr.146 Across the

range between 27.5% and 59.7% RH the differences in the percentages of the 0D-0A topology

indicate that the water molecules tend to form a more connected hydrogen-bond network in

the presence of CO2 compared to when CO2 is absent. The small difference in the percentage

of the 0D-0A topology observed at 74.5% RH can be attributed to the overwhelmingly higher

concentration of water, with a ratio of H2O to CO2 equal to 22:1. These findings indicate that the

presence of CO2 molecules within the framework pushes the H2O molecules into more confined

regions, consequently increasing the likelihood of establishing hydrogen bonds among them. A

consistent conclusion can be drawn from Figure 4.2B, where the solid and dashed lines represent

the OW–OW RDFs in the presence (solid line) and absence (dashed line) of CO2 at different

RH values, respectively. Although all RDFs exhibit a prominent peak at ∼2.8 Å, this peak is

appreciably higher in the RDFs calculated in the presence of CO2 across the range between
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(A) (B)

Figure 4.2. (A) Probability of the 0D-0A hydrogen-bond topology calculated as a function
of relative humidity in the presence (dark blue) and absence (light blue) of CO2 within the
framework. (B) Water oxygen-oxygen (OW-OW) radial distribution function calculated as a
function of relative humidity in the presence (solid line) and absence (dashed line) of CO2 within
the framework.

27.5% and 59.7% RH. The increased prominence of this peak can be attributed to the higher

probability of finding H2O molecules in close proximity to each other, which arises from the

volume exclusion effects exerted by CO2.

Additional insights into volume exclusion effects can be gained by examining the ther-

modynamics of H2O and CO2 adsorption in CALF-20. Figures 4.3A and 4.3B show the changes

in entropy of H2O and CO2 molecules, respectively, as a function of relative humidity. As the

relative humidity increases, the entropy of water decreases due to the formation of increasingly

(A) (B) (C)

Figure 4.3. Entropy of H2O (A) and CO2 (B) molecules within the CALF-20 framework
calculated as a function of relative humidity in the presence and absence of the corresponding
competing species, i.e., CO2 in (A) and H2O in (B). (C) Average interaction energy of CO2
molecules within the CALF-20 framework calculated as a function of relative humidity.
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connected hydrogen-bond networks among a larger number of H2O molecules, resulting in

a more restricted motion, as indicated in the analyses of Figure 4.2A. A similar variation in

the entropy of water was observed for water adsorbed in ZIF-90 and NU-1500-Cr.102,146 As

mentioned above, the presence of CO2 molecules within the framework leads to a decrease

in void space and the formation of a more connected hydrogen-bond network (Figure 4.2A).

Consequently, the water entropy is consistently lower in the presence of CO2 molecules within

the framework, reflecting the more restricted motion of the H2O molecules. In contrast, the

entropy of CO2 in the absence of H2O is effectively independent of the amount of CO2 present

in the pore. Unlike H2O molecules, which can form hydrogen bonds and engage in stronger

interactions, CO2 molecules mainly interact through weak van der Waals forces due to their

nonpolar character. The entropy of CO2 molecules issubstantially influenced by water only

at high RH values, where most of the void space within the framework is occupied by water.

Figure 4.3C shows that, as the relative humidity increases, the average interaction energy of

the CO2 molecules becomes more negative, indicating that the presence of water within the

framework is energetically favorable for CO2 adsorption. These favorable interactions can be

traced back to the formation of weak hydrogen bonds between H2O and CO2 molecules, which

is promoted by the confining environment provided by the CALF-20 framework as indicated

by the RDFs shown in Figure 4.1B. As a result, the thermodynamic properties of CO2 in the

presence of H2O indicate that the presence of H2O is energetically favorable for CO2 capture,

but entropically unfavorable at high RH values.

The effects of framework confinement and volume exclusion on the dynamics of H2O and

CO2 molecules within the framework can be better understood by examining the corresponding

orientational correlation functions, C2(t) in Eq.4.4, shown in Figures 4.4A and 4.4B, respectively.

The reorientation timescales for the H2O molecules were determined by fitting C2(t) to a tri-

exponential function,

C2(t) = A1 · exp(−t/τ1)+A2 · exp(−t/τ2)+A3 · exp(−t/τ3), (4.5)
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where τ1, τ2, and τ3 listed in Table 4.1 can be assigned to the reorientation time scales associated

with the librational motion, hydrogen-bond dynamics, and collective structural rearrangements,

respectively. Due to the fact that the values of τ3 exceed the total length of our NV E simulations,

only the values of τ1 and τ2 can be precisely determined. As predicted by the time decay of

C2(t) for water in Figure 4.4A, both τ1 and τ2 for water increase with increasing RH, regardless

of the presence (solid line) or absence (dashed line) of CO2 molecules within the framework.

(A) (B)

Figure 4.4. Orientational correlation functions of (A) H2O and (B) CO2 in the presence (solid
line) and absence (dashed line) of the corresponding competing species, i.e., CO2 in (A) and
H2O in (B), calculated as a function of relative humidity.

Table 4.1. Reorientation time scales (in ps) for H2O molecules within the CALF-20 framework
calculated from Eq.4.5. τ1, τ2, and τ3 correspond to the reorientation time scales associated
with the librational motion, hydrogen-bond dynamics, and collective structural rearrangements,
respectively. The top and bottom entries for each τi (i = 1,2,3) correspond to the reorientation
times for H2O molecules in the presence or absence of CO2 molecules within the framework,
respectively, at a given RH value.

RH
27.5% 43.3% 52.9% 59.7% 74.5%

τ1
0.049 ± 0.001 0.056 ± 0.001 0.073 ± 0.001 0.069 ± 0.001 0.073 ± 0.001
0.044 ± 0.001 0.055 ± 0.001 0.062 ± 0.001 0.064 ± 0.001 0.070 ± 0.001

τ2
2.189 ± 0.007 2.902 ± 0.009 4.529 ± 0.014 4.346 ± 0.014 4.745 ± 0.015
1.431 ± 0.005 2.410 ± 0.009 3.214 ± 0.009 3.693 ± 0.011 4.485 ± 0.013

τ3 ≥ 50 ≥ 50 ≥ 50 ≥ 50 ≥ 50
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Since the water hydrogen-bond network in CALF-20 becomes more connected and connected

as the relative humidity increases (Figure 4.2A), the slower reorientation of the H2O molecules

at high RH values can, therefore, be attributed to increasing water–water interactions. Similar

conclusions were drawn in experimental and computational studies of water adsorbed in [Zn(l-

L)(Cl)],162 Co2Cl2BTDD,100 and Ni2Cl2BTDD.163 Interestingly, Table 4.1 indicates that the

presence of CO2 molecules within the framework leads to larger τ2 for the H2O molecules at

each RH value. As discussed above, the presence of CO2 molecules reduces the available void

space and, consequently, limits the ability of the H2O molecules to reorient. Furthermore, as

observed in Figure 4.2A, the presence of CO2 molecules within the framework promotes the

formation of more connected hydrogen-bond networks that further contributes to slowing down

the dynamics of the H2O molecules. Conversely, the presence or absence of CO2 molecules

within the framework does not significantly influence the values of τ1. This trend can be explained

by considering two factors. First, the complexity of hydrogen-bond networks among water

molecules varies more significantly across different RH values. Second, the presence of CO2

molecules within the framework has a comparatively less pronounced influence at each RH value.

On the other hand, in the absence of water, the reorientation dynamics of the CO2 molecules

(Figure 4.4B) remain largely independent of the amount of CO2 present within the framework and

exhibit long-time correlations. This behavior can be attributed to weak CO2–CO2 interactions

that have limited impact on the reorientation dynamics of the CO2 molecules. Interestingly,

relatively stronger framework–CO2 interactions restrict the motion of the CO2 molecules in a

similar way to that observed for H2O molecules adsorbed in Co2Cl2BTDD.100 Contrary to the

behavior observed for H2O molecules in the presence of CO2 within the framework (Figure 4.4A),

the presence of water within the framework slightly accelerates the reorientation dynamics of

the CO2 molecules, as indicated by the relatively faster long-time decays of the orientational

correlation functions at different RH values in Figure 4.4B. The faster reorientation dynamics

of CO2 in the presence of water can be explained by considering that, due to the competition

between CO2 and H2O molecules within the framework, not all CO2 molecules can occupy their
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(A) (B) (C)

Figure 4.5. Diffusion coefficients calculated from Eq. 1 for H2O (A) and CO2 (B) molecules in
the presence and absence of the corresponding competing species, i.e., CO2 in (A) and H2O in
(B), calculated as a function of relative humidity. (C) Diffusion coefficients for a fixed number
of CO2 molecules at different H2O loadings.

preferential interaction site when H2O molecules are also present, resulting in less constrained

environments for the motion of the CO2 molecules (see Figure S4 in the Supporting Information).

Based on these observations, it can be concluded that the confining environment provided by the

CALF-20 framework results in slower reorientation dynamics for both H2O and CO2 molecules.

Similar conclusions were reached in other studies exploring molecular confinement in diverse

materials, including coronene in trimesic acid and 1,3,5-benzenetribenzoic acid self-assembled

porous monolayers,164 as well as the confinement of C84 in trimesic acid self-assembled porous

monolayer.165

The impact of competitive adsorption on the dynamical properties of H2O and CO2

molecules within the CALF-20 framework can be further assessed from the analysis of their

translational mobility. Figures 4.5A and 4.5B show the variation of the H2O and CO2 diffusion

coefficients, respectively, calculated as a function of relative humidity. Both H2O and CO2

molecules exhibit consistently larger diffusion coefficient in the absence of the competing species

across the range between 27.5% and 59.7% RH. It should be noted that although our MD

simulations describe systems in equilibrium, the diffusion coefficients calculated for water in the

presence of CO2 within the framework are in qualitative agreement with the water breakthrough

experiments of Ref. 123, in which the systems are, however, more akin to steady-state conditions.

Importantly, when molecules of the competing species are absent, both H2O and CO2 diffusion
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coefficients decrease as the total number of molecules present in the system increases. Similar

trend was also found in previous computational studies of guest molecules in IRMOF-1 and

Mg-MOF-74127,144. These findings suggest that the translational mobility of both H2O and

CO2 molecules is directly impacted by the excluded volume associated with the total number

of guest molecules present within the framework. Figure 4.5C shows the variation of the CO2

diffusion coefficient calculated from MD simulations carried out for systems with the same CO2

loading as found experimentally at 74.5% RH (Figure 4.1A) and varying H2O loadings. As

the number of H2O molecules within the framework increases, the CO2 diffusion coefficient

progressively decreases. Given the constant volume exclusion from CO2, the trend of a decreasing

diffusion coefficient for CO2 can be directly linked to the increasing presence of water within

the framework. This observation underscores that the translational mobility of CO2 within the

CALF-20 framework is suppressed by the presence of H2O molecules.

4.4 Conclusions

We employed data-driven many-body potential energy functions to investigate the com-

petitive adsorption of H2O and CO2 within the CALF-20 framework. The competition between

H2O and CO2 molecules within the CALF-20 framework can be attributed to two factors: 1)

comparable interaction strength between H2O and CO2 molecules and the framework, and 2)

preference of H2O and CO2 molecules for occupying similar void spaces within the framework.

The CALF-20 framework exerts confining effects that result in spatial arrangements of

the H2O and CO2 molecules similar to those found in liquid H2O and CO2 at high pressure.

Mutual volume exclusion and competing effects for the same binding sites within the framework

between H2O and CO2 molecules have significant impact on the thermodynamic and dynamical

properties of both guest species. The volume exclusion imposed by CO2 molecules forces

the H2O molecules to occupy smaller void spaces, thereby promoting the formation of more

connected hydrogen-bond networks which, in turn, slow down the reorientation dynamics of
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the H2O molecules. The presence of water molecules within the framework leads to faster

reorientation dynamics of the CO2 molecules due to some of the H2O molecule occupying the

same preferential binding sites, which results in less constrained environments for the motion of

the CO2 molecules. The variation of H2O entropy is more influenced by the presence of CO2

molecules within the framework, as relatively strong H2O–H2O interactions restrict the motion

of the H2O molecules and lower their entropy. In contrast, CO2 entropy is only sensitive to

the presence of water within the framework at high RH values, where most of the void spaces

are occupied by water. Both confining effects associated with the CALF-20 framework and

mutual volume exclusion effects between H2O and CO2 molecules promote the formation of

hydrogen-bonds between H2O and CO2 molecules and result in more connected hydrogen-bond

networks among H2O molecules. In turn, this makes CO2 adsorption by CALF-20 energetically

more favorable when water is present within the framework. In the absence of their respective

competitive molecules, both H2O and CO2 molecules exhibit faster translational dynamics as the

number of molecules within the framework increases, while the presence of the the corresponding

competing species (i.e., CO2 for H2O and H2O for CO2) further reduces the translational mobility

of both species.

Based on the disparity in permanent dipole moments between H2O and CO2 molecules,

our MD simulations indicate that frameworks with a less polarized charge distribution may

exhibit stronger affinity for CO2 compared to H2O. Importantly, our analyses indicate that, while

on the one hand the presence of water increases the energetic affinity of the CO2 molecules for

CALF-20 without substantially affecting their entropy at low relative humidity values, on the

other hand it leads to a decrease in the CO2 adsorption capacity of CALF-20 due to volume

exclusion effects.
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4.5 Associated content

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/

acsami.3c11092. Details about the molecular models used in the MD simulations along with the

complete list of force field parameters used to describe the CALF-20 framework.
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Chapter 5

Cooperative Interactions with Water Drive
Hysteresis in a Hydrophilic Metal-Organic
Framework

5.1 Introduction

The capture and control of water vapor is critical for several applications including desic-

cation, thermal battery heat storage, heat pump energy transfer, humidity control, desalination,

and atmospheric water capture.51,166 Metal-organic frameworks (MOFs) have been proposed as

promising sorbents for the reversible binding of water due to their high porosity, water stability,

crystallinity, and chemical tunability. However, the exact relationship between the chemical

composition and the behavior of water within pores remains ambiguous. With clear structure-

function principles, it will be possible to simultaneously optimize the working capacity, relative

humidity for the onset of pore condensation, slope of isotherm, water cycling hysteresis, kinetics

of sorption, water cycling stability, and isosteric enthalpy for the adsorption of water. These

physical parameters dictate the utility of the sorbent for the desired applications.51

Many systematic studies have been performed to elucidate structure-function correlations,

with a dominant focus on controlling the onset of pore condensation, increasing working capacity,

and increasing water stability.61,167–169 In order to more easily determine these correlations, there

has been interest in developing the chemistry of materials based on bistriazolylar- ene ligands
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such as H2BTDD = bistriazolodibenzodioxin, H2BBTA = benzenebistriazole, and H2bibta =

bibenzotriazole. This family serves as an ideal model system due to exceptional hydrolytic

stability derived from the kinetically inert late transition-metal-triazolate bonds.170 The effects

of isoreticular modification of pore size,171 modification of the element in open metal sites,57,172

modification of structural anion identity,61 and the effect of pore shape173 have been correlated

with changes in the onset of pore condensation and working capacity.172 Critically, the structure-

function correlations determining the presence and size of hysteretic loops have not yet been

fully delineated. Even though there is an understanding of the maximum pore size before the

onset of capillary condensation-driven hysteresis, the relationship between structure and water

supercluster-based hysteresis is still unclear. Herein, we utilize this isoreticular platform to

investigate the relationship between the framework structure and adsorption-desorption hysteresis,

specifically the relationship between the cooperative binding of water, caused by simultaneous

interactions with the nickel site and quinone sites, and the thermodynamics for formation of

strong wetting films/water superclusters.

We report a metal-organic framework, Ni2Cl2BBTQ (H2BBTQ = 2H,6H-benzo[1,2-

d][4,5-d’]bistriazolequinone). This framework adopts a hexagonal topology, isoreticular to

the previously described M2X2BBTA and M2X2BTDD frameworks. Due to the presence of

the quinone functional group, the pores are more hydrophilic and bind water tightly. The

structure of the hydrogen-bonding network is probed by a combination of variable humidity or

variable temperature infrared and Raman spectroscopy, powder X-ray diffraction, and gravimetric

analysis with detailed molecular dynamics simulations. We find that the quinone functional

groups facilitate the binding of water below 0.5% relative humidity (RH) (at 25 ◦C) as a result of

the cooperative binding of water to the open nickel site, concomitant with hydrogen bonding to

the quinone groups. The framework has sluggish activation kinetics below 200 ◦C under high

vacuum due to extreme hysteresis, leading to a reduction of the working capacity during 0-25%

RH cycling at 25 ◦C with 2 h cycles from an ideal ∼0.20 to 0.11 g/g.
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5.2 Results and Discussion

5.2.1 Synthetic and Structural Details

Previous syntheses of nonporous MOFs using benzobistriazolequinone (BBTQ2−) have

utilized the conjugate base under aqueous hydrothermal conditions.174,175 We hypothesized that

conditions mimicking those used in the synthesis of isoreticular Ni2Cl2BBTA, which utilize a

neutral ligand in an organic solvent, would prevent the formation of metal-ketone coordination

bonds and form the desired hexagonal phase (Figure 5.1). Reaction of H2BBTQ with NiCl2 in

acidic N,N-dimethylformamide gives rise to a crystalline, turquoise-colored material with the

desired structure type. The crystal structure of the framework was refined against a synchrotron

powder X-ray diffraction pattern in space group R3m with a = b = 24.65 Å and c = 8.12

Å (Figures S4.1 and 1b). The diameter of the maximally included sphere is 10.7 Å. The oxygen

of water bound to the nickel center is crystallographically resolvable, though all other waters in

the pores are disordered.

5.2.2 MOF Activation

Due to the narrow and hydrophilic pores that facilitate pore condensation, Ni2Cl2BBTQ

is difficult to be activated under dynamic vacuum (3 µmHg) at 135 ◦C, the activation conditions

used for Ni2Cl2BBTA, where water desorption is kinetically limited. After 12 h of activation

under these conditions, the N2 isotherm displays type I behavior, with a measured BET surface

area of 704 m2/g and a pore volume of 0.29 cm3/g. After 36 h of activation, the surface area

increases to 1146 m2/g, with the corresponding pore volume of 0.45 cm3/g (Figure S6.1).

To improve the rate of activation, higher temperatures are used. Thermogravimetric

analysis of Ni2Cl2BBTQ (measured under a dry nitrogen flow with 1 ◦C/min heating) reveals a

substantial mass loss between 160 and 200 ◦C, corresponding to the removal of approximately

four water molecules per nickel site (Figure 5.2c). To confirm the stability of the material

at these elevated temperatures, we performed variable- temperature powder X-ray diffraction.
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Upon heating to 250 ◦C, we observe the preservation of crystallinity, with an associated small

irreversible decrease in the unit cell volume from ∼4200 to ∼4000 Å3, consistent with the cell

contraction upon solvent loss (Figure 5.2a).

Upon activation of the material under dynamic vacuum at 200 ◦C for 12 h, the material

again displays a type I N2 isotherm, with an increased BET surface area of 1258 m2/g and a pore

volume of 0.50 cm3/g (Figure 5.2b). This measured surface area lies between the theoretical

surface area for a model structure with no waters in the pores, at 1363 m2/g, and a model structure

with one water bound to each nickel site, at 1,218 m2/g, suggesting that even heating at 200 ◦ for

12 h does not result in complete activation of the framework.

Upon activation of the framework at 200 ◦C, an irreversible chemical change occurs, char-

Figure 5.1. (a) Portion of the structure of Ni2Cl2BBTQ (with the central pore guest water
molecules excluded). (b) Powder X-ray diffractogram of Ni2Cl2BBTQ (Cu Kα radiation).
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acterized by a darkening in color, proceeding from green to purple to black. Variable-temperature

ultraviolet-visible-near-infrared spectroscopy (under a flow of helium gas) reveals the appearance

of two new absorption bands at 14,877 and 22,857 cm−1 (672 and 438 nm) upon heating, with

the onset temperature below 80 ◦ (Figure 5.2d). We attribute these changes to the reduction of

quinone to hydroquinone via water oxidation, where there is an equilibrium between quinone and

hydroquinone with quinhydrone (i.e., quinone-hydroquinone dimer). These bands correspond to

the quinhydrone charge-transfer excitation and hydroquinone π-π* excitation, respectively.176 It

is difficult to quantify precisely the ratio of quinone to hydroquinone as the equilibrium constant

between quinone-hydroquinone and quinhydrone is not known, and 13C-ssNMR spectra do

not exhibit any features (likely due to paramagnetic broadening by spin polarization from the

nickel sites). However, given that the quinhydrone band grows monotonically with temperature,

we expect that the quinone content outnumbers hydroquinone (ideally at an equal quinone-

hydroquinone content, the quinhydrone band would reach a maximum and decrease in intensity

after hydroquinone exceeds quinone content).

The carbon 1s region of X-ray photoelectron spectra corroborate the assignment for

partial reduction of quinone to hydroquinone. A spectrum of pristine material displays a small

band at 288 eV and a larger band at 286 eV, corresponding to the C=O and C-N carbons,

respectively (Figure S7.1). Upon activation, the relative intensity of the 288 eV band to the 286

eV band decreases, consistent with the reduction of quinone, as an aromatic alcohol also appears

at around 286 eV. Additionally, the spectrum of the material that was cycled through many water

isotherms and activated several times displays a weaker π-π* satellite band at 291 eV compared

with the pristine Ni2Cl2BBTQ, consistent with the increasing amount of hydroquinone.

There is a slight decrease in the ratio of chloride/nickel from 1.0 to 0.77, as measured

by X-ray photoelectron spectroscopy, which occurs only during the initial activation of the

framework (Figures S7.3 and S7.4). The slight loss of chloride is attributed to the exchange

of chloride to hydroxide, concomitant with the formation of hydrochloric acid, since there is

no evidence of the reduction of nickel by X-ray photoelectron spectroscopy. Given that X-ray
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photoelectron spectroscopy is a surface technique, this reactivity pattern may be considered as

surface passivation that occurs during the first activation.

5.2.3 Water Sorption

The water isotherms of Ni2Cl2BBTQ display type I behavior, consistent with the water

isotherm of a microporous framework (Figure 5.3a).177 The maximum capacity of the framework

after activation at 200 ◦C is 0.38 g/g (approximately four water molecules per nickel site). At

9.6% RH, the quantity of water adsorbed is 0.22 g/g, indicating that Ni2Cl2BBTQ adsorbs most

of its maximal water uptake at extremely low relative humidity. The onset for pore condensation

is consistent with other smaller pore frameworks, such as the isoreticular Ni2Cl2BBTA. There is

a slight positive slope at a higher relative humidity, which we attribute to water condensation on

the exterior of and in between crystallites.178

Figure 5.2. (a) Variable-temperature powder X-ray diffractogram (Cu Kα radiation). The gray
trace is a simulated pattern. The reflection at 25.5◦ corresponds to the Al2O3 sample holder. (b)
N2 isotherms of Ni2Cl2BBTQ activated at 25 and 200 ◦C. (c) Thermogravimetric analysis for
Ni2Cl2BBTQ. (d) Variable-temperature UV-vis-NIR spectra of Ni2Cl2BBTQ.
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The high temperatures and extended activation times required to maximize the N2 surface

area are consistent with the expectation of a large hysteresis in the water isotherm. Kinetically

hindered desorption may be caused by a large barrier for dissociating water due to the strong

hydrogen- bonding network (this can be considered as a water supercluster or as thick pore

wetting occurring prior to capillary condensation).59,179 Indeed, upon desorption to 25 ◦C

and 1.0% RH, there is still 0.16 g/g of adsorbed. This contrasts with the water isotherms

for Ni2Cl2BBTA, which displays minimal hysteresis despite adsorbing water at lower RH.171

The nature of the hysteresis with Ni2Cl2BBTQ differs from traditional ones, such as capillary

condensation that occurs in frameworks with pores larger than 20 Å, or hysteresis caused by

flexible pores that undergo expansion and contraction.166

Variable-temperature isotherms measured at 15, 25, and 35 ◦C were analyzed in order to

measure the isosteric enthalpy of adsorption for water (Figure 5.3b). For this measurement, the

sample was reactivated at 70 ◦C under dynamic vacuum (70 ◦C being chosen over 200 ◦C in

order to prevent the possibility of slight framework degradation from affecting the calculation).

The three isotherms display a similar uptake. The isosteric enthalpy of adsorption was calculated

using linear interpolation, as none of the typical sorption models fit well to the data. It was not

interpolated below 6 mmol/g due to insufficient data at very low RH. The isosteric enthalpy of

adsorption was calculated to be roughly between 40 and 60 kJ/ mol, consistent with the isosteric

enthalpy of adsorption of water in similar microporous MOFs. This value is higher than the

enthalpy of vaporization for pure water at 40.7 kJ/mol, consistent with strong binding in the

pore under confinement.180 Given that this measurement was performed with activations at low

temperature, it is difficult to experimentally bound the isosteric enthalpy of adsorption for the

monolayer of water.

To test the stability of the framework for use as an adsorbent, cycling experiments were

performed. In particular, the framework was cycled between 0 and 25.2% RH at 25 ◦C with

30 min for adsorption and 90 min for desorption. Whereas the kinetics of adsorption are fast

(<5 min), the desorption process is slow: complete desaturation does not occur even after 1 h at
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0% RH. The working capacity for 2 h adsorption-desorption cycles decreases by 11% over 52

cycles, with a mean working capacity of 0.11 g/g (Figures 5.3c,d and S8.1). We attribute the

slight decrease to a combination of reduction of the quinone to hydroquinone during desorption,

the small amount of chloride to hydroxide exchange, and any potential framework collapse

that may occur as a result of the large internal forces the material undergoes during cycling.

Importantly, the hysteresis is not responsible for the loss in working capacity: the isoreticular and

nonhysteretic Ni2Cl2BBTA loses 8% of its capacity during temperature swing cycling, although

the mechanism of capacity loss need not be the same.171

The cause of the sluggish desorption kinetics differs from that for typical materials,

whose kinetics are limited by external diffusion. For a typical nonhysteretic sorbent during

cycling, the rate of sorption is most significantly modified by the shape of the isotherm (which

dictates the RH gradient between the sorbent bed and atmosphere), rather than by the intrinsic

rate constant.181 However, for Ni2Cl2BBTQ, the intrinsic rate of desorption is quite slow (even

on the time scales for isothermal measurements), and we expect that the cycling is internally

kinetics/diffusion limited. Certainly, this is not ideal for a practical sorbent, and identifying the

physical property that causes such slow desorption is necessary such that it can be avoided for

other sorbents.

5.2.4 Thermodynamics of Water Adsorption by Molecular Dynamics
Simulation

To further probe the interaction between the framework and water at the lowest coverage,

detailed molecular dynamics (MD) simulations were performed using the MB-pol many-body

potential (details in Supplemental Section 1).34–36 As the water loading increases from 0.056 to

3.0 mol H2O/mol Ni, the adsorption enthalpy increases sharply from −15.3 to approximately

−13.3 kcal/mol (−64 to −56 kJ/mol), and subsequently remains relatively constant (Figure

5.4a). This sharp increase in the adsorption enthalpy corresponds to the pore condensation step

below 5% RH.
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At the lowest loading (only one water molecule loaded within the framework), the most

probable distance between the open nickel site and the oxygen atom in water is approximately

2.0 Å, as illustrated in the radial distribution function (RDF, Figure S10.1). This observation

suggests that the nickel sites predominantly serve as the primary sites for the initial hydration

and water capture. However, rigid coordinate scans indicate that the interaction energy between

water and the open nickel site is only −8 kcal/mol, significantly smaller than the zero-coverage

adsorption enthalpy of −15.3 kcal/mol (Figure S9.3). This suggests that the interaction energy

between water and quinone also exerts a significant influence on adsorption. This secondary

interaction is further indicated by the RDF between the quinone oxygen and water hydrogen, with

a most probable distance of approximately 1.9 Å (Figure S10.1). This pair of key interactions

that leads to strong water uptake at the monolayer level is illustrated in Figure 5.4c.

Figure 5.3. (a) Water isotherm of Ni2Cl2BBTQ with activation at 200 and 70 ◦C. (b) Variable-
temperature water isotherm of Ni2Cl2BBTQ and the isosteric enthalpy of adsorption (dashed
lines denote standard error). (c) Cycling at 25 ◦C between 0 and 8 mbar. (d) Working capacity
during cycling over 52 cycles.
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The entropy of water exhibits a trend similar to the adsorption enthalpy as a function of

the water loading (Figure 5.4b). It displays a rapid increase from 14.8 to 17.6 cal/mol K as the

loading increases from 0.056 to 1.2 mol of H2O/mol of Ni, followed by a gradual decrease to 17.0

cal/mol K when the loading is further increased to 3.0 mol of H2O/mol of Ni, which is attributed

to the increasing complexity of the hydrogen-bond network. Remarkably, this behavior diverges

from that observed for NU-1500-Cr (a framework previously studied by the same methods), in

which the entropy rapidly decreases during capillary condensation.146 This difference can be

ascribed to the characteristics of the primary interaction sites during the initial hydration phase,

resulting in distinct dynamic properties of water molecules, which will be further elaborated in

the subsequent section.

While the entropy trend of water in Ni2Cl2BBTQ differs from that in NU-1500-Cr, both

cases exhibit notable variations in adsorption enthalpy and entropy around the adsorption step

on the isotherm, which correspond to filling the regions with the largest void space within the

two frameworks. This observation offers a characteristic feature that can be employed in MD

simulations to determine the relative humidity value corresponding to the adsorption step and

characterize the pore filling mechanism within a given framework structure.

5.2.5 Dynamical Properties of Water Adsorption

To shed light on the difference in the water entropy at the early stage of hydration, several

dynamical properties of water at different loadings were calculated by using MD simulations.

The spatial distribution of water within the pores were calculated as a function of water loading

(Figure 5.5a, defining nickel site occupation within 2.5 Å and quinone site occupation within 2.2

Å). Strong correlations between nickel and quinone site occupation suggest that water binding to

open nickel sites is always accompanied by hydrogen bonding to the quinone oxygen, which

notably contributes to the adsorption enthalpy at the early stage of hydration, as shown in

Figure 5.4a. The confinement effects of Ni2Cl2BBTQ are further elucidated by comparing the

orientational correlation function of a single water molecule within Ni2Cl2BBTQ with that of the
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previously studied and larger-pore NU-1500-Cr (Figure 5.5b). We find that the reorientation rate

of water in Ni2Cl2BBTQ is slower than that in NU-1500-Cr. This suggests that Ni2Cl2BBTQ

imposes stronger constraints on the motion of a water molecule than does the chromium MOF, as

the water molecule binds to the respective primary interaction sites in the initial hydration stage.

With Ni2Cl2BBTQ, a water molecule binds to a single Ni site, and its rotation is constrained by

hydrogen bonding to the nearby quinone. In contrast, for NU-1500-Cr, the first water molecules

bind exclusively to Cr sites during the initial hydration stage and are overall less constrained

than those in Ni2Cl2BBTQ. As a result, the different entropic behavior of water at low loadings

between the two MOFs: increasing with RH for Ni2Cl2BBTQ, and decreasing for NU-1500-Cr,

directly correlates with the constraint imposed on water molecules particularly by the neighboring

quinone sites in the former.

Figure 5.4. Thermodynamic properties of water within Ni2Cl2BBTQ at different loadings. (a)
The adsorption enthalpy and (b) water entropy. (c) A representative structure from molecular
dynamics simulations in which a water molecule is simultaneously bound to the nickel site and
hydrogen bonds to the quinone site.
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Analysis of the statistics of water molecules located near the center of the pore in

Ni2Cl2BBTQ provides further insight into the confinement effects (Figure 5.5a). Notably, only

∼50% of the nickel sites are saturated with water upon loading of 1 mol H2O/mol Ni. Even

at the highest loading considered here, 3 H2O/mol Ni, approximately 8% of the nickel sites

remain unsaturated. At this highest loading, the remainder of the water that could be occupying

the unsaturated nickel sites instead lies within the center of the pore. The water occupation at

the central pore positions exhibits a seemingly linear growth with increasing water loading. As

the pore water occupation increases, the hydrogen-bonding network becomes more connected

(Figure 5.5c) with a distribution of water having multiple donor (D) or acceptor (A) partners.

Consequently, as the water loading increases, the energy difference between saturating a nickel

site and participating in the hydrogen- bonding network gradually diminishes. This suggests that

entropic effects gradually become the main factor determining the percentage of Ni sites being

saturated at a high water loading.

The confinement effects of Ni2Cl2BBTQ on water molecules are further reflected in the

translational transport properties. The diffusion coefficient of water molecules along the pore

direction (crystallographic c-direction) increases with the water loading (Figure 5.5d). This

is consistent with a large population of water immobilized by nickel and quinone sites at low

water loading, resulting in pronounced hindrance to water translational mobility. At higher

water loading, there is a corresponding rise in the percentage of water molecules situated near

the center of the pore, which reduces the constraints on translational mobility. A similar trend

in diffusion coefficients at varying water loadings has been observed in other systems, such

as Zn(l-L)Cl162 and Co-MOF-74,148 and has been suggested in the investigation of water in

isoreticular Co2Cl2BTDD.100 The analogous trend in diffusion coefficients observed in these

MOFs can be attributed to their similarity in strong interactions with the framework at low water

loadings, where most water molecules either saturate the metal sites or establish hydrogen bonds

with the framework.
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5.2.6 Vibrational Spectroscopic Characterization

Vibrational spectroscopy supports the structural assignments of confined water from MD

simulations. Specifically, the symmetric and antisymmetric ν(C=O) quinoidal vibrational modes

were used as spectroscopic handles to probe the water-MOF interaction. The shifts in these

vibrational bands upon coordination to water directly report the spatial distribution of water as a

function of RH. In situ infrared (IR) spectroscopy was performed under a controlled RH between

0.2 and 26% in both diffuse reflectance infrared Fourier transform spectroscopy (DRIFTS) and

transmission geometries.

Upon heating the sample to 150 ◦C under a dry argon stream, sharp vibrational bands

are displayed from 2400 to 3600 cm−1, consistent with a hydrogen-bonding network of pore-

Figure 5.5. Dynamical properties of water within Ni2Cl2BBTQ. (a) Percentage of occupancy of
Ni, carbonyl oxygen, and the center of the pore at different water loadings. (b) Orientational
correlation function of a single water molecule confined in Ni2Cl2BBTQ (red). For comparison,
the corresponding orientational correlation function confined in NU-1500-Cr (blue) calculated
from ref 146 is shown. (c) Hydrogen-bond topologies of water and (d) diffusion coefficients of
water along the pore direction at different loadings.
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confined water. Upon activation at 220 ◦C, the bands at approximately 1610 and 1650 cm−1

disappear, while the band at 1700 cm−1 sharpens (Figure 5.6a). The intensity of the water bands

also decreases, consistent with a more complete activation of the framework. Upon dosing

the material to approximately 5% RH, the water bands and the bands at 1610 and 1650 cm−1

reappear (Figure S11.1). Above 5% RH, no further changes occur, indicating that the material

was fully saturated with water. Upon reactivation of the material at 150 ◦C, the water bands

around 3000 cm−1 as well as the 1610 and 1650 cm−1 bands decrease in intensity, indicating

reversibility.

To determine the changes in the hydrogen-bonding network below 5% RH, we performed

in situ IR spectroscopy in a transmission cell designed such that incremental quantities of water

vapor could be dosed at known pressures. Upon activation of the framework at 240 ◦C, we

observe a decrease in intensity of the bands between 1620 and 1660 cm−1, as well as the

conversion of a band from 1684 to 1716 cm−1, with an isosbestic point near 1700 cm−1 (Figure

S11.2). After activation, a few sharp bands in the water region remain, ranging from 2947 to 3558

cm−1, consistent with the well-defined hydrogen-bond network of residual water in the pores,

partial reduction of the quinone to hydroquinone, and/or a small amount of chloride-to-hydroxide

anion exchange.

Two distinct features appear upon dosing with water up to 5% RH. First, a very broad

band spanning from 3700 to approximately 2500 cm−1 increases in intensity. This band is

associated with the ν(O-H) water vibrational modes. The broad features are diagnostic of a

hydrogen-bond network that is not ordered. Second, there is a decrease in intensity for the

band at 1716 cm−1 and an increase in intensity for both bands at 1684 and 1653 cm−1 (Figure

5.6b-d). The band at 1716 cm−1 is attributed to νasym(C=O), the frequency of the B1u quinone

stretching mode. In order to assign the 1684 and 1653 cm−1 bands, we repeated the experiment

while dosing with D2O. Isotopic labeling reduces the relative intensity of the 1653 cm−1 band

(Figure S11.5), suggesting that it corresponds to the water bending mode, while the 1684 cm−1

corresponds to the νasym(C=O, H-bond) mode (the corresponding quinone stretching mode
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with hydrogen bonding to water). The assignment of νasym(C=O) and νasym(C=O, H-bond) to the

1716 and 1684 cm−1 bands is in agreement with the observed isosbestic point, which indicates

an interconversion between the two species.

Given these spectral assignments, structural information as a function of the RH may be

extracted. Integration of the difference spectra for a particular vibrational band as a function

of RH reveals changes in the distribution of molecules in the system. Comparisons of the

difference spectra for the regions comprising the O-H (integrated from 2975 to 4000 cm−1) and

the asymmetric C=O stretching mode (intensity determined by Gaussian deconvolution, Figure

S11.3) reveal the RH values where water coordinates and then saturates the quinone groups

(Figure 5.7a). The integrated difference spectra before reaching 1.5% RH, in agreement with the

predictions from MD simulations.

To probe the local structure of water around the quinones, we measured the depolarization

ratios of the quinone symmetric vibrations using Raman spectroscopy (excitation wavelength of

785 nm) for the unactivated and activated Ni2Cl2BBTQ. The Raman spectrum of the unactivated

framework displays bands at 1692 and 1712 cm−1, whereas the spectrum of the activated

framework displays bands at 1701 and 1723 cm−1. The bands at 1712 and 1701 cm−1 in the

unactivated and activated spectra are likely overtones, as they lie at approximately 2 times the

energy of other observed bands, 855 and 852 cm−1, respectively (with slight deviations likely

due to anharmonicity). We can, therefore, attribute the band at 1723 cm−1 to the symmetric

quinone vibrational mode νsym(C=O) and the band at 1692 cm−1 to the symmetric quinone

vibrational mode where the quinone is hydrogen- bonding to water, νsym(C=O, H2O) (Table 5.1).

Given these assignments, we measured the depolarization ratio, ρ , whose value is a

measure of the symmetry for a vibrational mode, to gain insights into the local structure of the

second water layer (Figures 5.7b, S12.1, and S12.2). For BBTQ, a molecule with local D2h

symmetry, the depolarization ratio for an Ag symmetric vibrational mode should be between 0

and 0.75, while the ratio for a vibrational mode with any other symmetry will be 0.75.182,183 We

find that the symmetric νsym(C=O) band at 1723 cm−1 is a polarized band with ρ = 0.60, which is
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consistent with a totally symmetric vibrational mode. However, the symmetric νsym(C=O, H2O)

band at 1692 cm−1 is a depolarized band with ρ = 0.74, inconsistent with a totally symmetric

vibrational mode. We attribute the depolarization to a breaking of symmetry at the quinone away

from ideal D2h symmetry due to strong coupling between the quinone vibrational mode and the

water vibrational modes.

The assignments of quinone vibrational modes are consistent with the theoretical cal-

culations. The nonscaled DFT-calculated vibrational modes of BBTQ2− and 2H2O·BBTQ2−

are νsym(C=O) = 1688 cm−1, νasym(C=O) = 1684 cm−1, νsym(C=O, H2O) = 1681 cm−1, and

νasym(C=O, H2O) = 1672 cm−1 antisymmetric. Experimentally and computationally, the sym-

metric vibrational mode is 5-10 cm−1 higher in energy than the antisymmetric vibrational mode,

and there is a red shift upon coordination to water, measured 32 cm−1 experimentally and

calculated at 10 cm−1 by using DFT.

5.3 Conclusion

In summary, isoreticular modification of Ni2Cl2BBTA to the quinoidal Ni2Cl2BBTQ

greatly increases the interaction strength of the framework with water, causing monolayer wetting

and formation of superclusters, pore condensation at extremely low relative humidity, and strong

adsorption- desorption hysteretic behavior. In particular, the strong interaction strength is due to

the cooperative interaction between water binding at the unsaturated nickel site and concomitant

binding at the quinone sites, allowing for the formation of a hydrogen-bond network at low RH.

Application of this principle of multiple neighboring adsorption sites to larger pore frameworks

Table 5.1. Assignment of the Quinone Vibrational Modes.

ν(C=O) antisymmetric, B1u symmetric, A1g (depolarization ratio)

activated 1716 cm−1 1716 cm−1 (0.60)
bound to water 1684 cm−1 1692 cm−1 (0.74)
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may enable the design of frameworks with a high capacity and very low relative humidity onset

for pore condensation, which may be useful in certain scenarios. Moreover, by designing sorbents

that avoid multiple neighboring adsorption sites and instead achieve low RH adsorption through

small pore sizes, hysteresis caused by strong wetting may be avoided.

5.4 Associated Content

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/

acs.chemmater.4c00172. General information, synthetic methods, nuclear magnetic resonance

spectroscopy, powder X-ray diffractometry, scanning electron microscopy, N2 isotherms, X-ray

photoelectron spectroscopy, water isotherms and cycling, force field parameters, radial distribu-

tion function of water, infrared spectroscopy, and Raman spectroscopy (PDF) Crystallographic

Figure 5.6. (a) DRIFT spectra of Ni2Cl2BBTQ upon activation at 150 and 220 °C. (b) Ab-
sorbance spectra upon dosing from 0 to 5% RH. Red areas highlight the vibrational modes of
polytetrafluoroethylene. (c) Difference absorbance spectra of the water region. (d) Difference
absorbance spectra of the quinone region.
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data of Ni2Cl2BBTQ (cif)
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Ni2Cl2BBTQ. *Indicates an overtone, DP indicates a depolarized band, and P indicates a
polarized band.
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Chapter 6

Exploring Bulk Water Structure and En-
tropy Predicted by Two-Phase Thermody-
namic Model

6.1 Introduction

Entropy plays a crucial role in physical science. The second law of thermodynamics

states that the total entropy of the universe cannot decrease. Moreover, entropy has been shown

to be associated with the spontaneity of physical or chemical reactions.184,185 Understanding

entropy changes for such processes, particularly in vivo, could be vital for designing medical

treatments for diseases.186–189 Therefore, the ability to calculate entropy changes for given

reactions is critical. Given that 70% of the human body is composed of water, calculating

the entropy of bulk water serves as the first step toward generalizing entropy calculations for

reactions that occur in aqueous solutions.

Although the closed-form definition of entropy was proposed by Boltzmann around a

century ago, only a very limited number of systems have closed mathematical expressions, and

therefore acquiring the absolute entropy value remains challenging for most of the systems.

However, the two-phase thermodynamic model (2PT) offers a simple method to estimate the

entropy of a liquid by decomposing the total density of states into solid-like and gas-like

components.93,190,191 It approximates the solid-like component to describe a solid, whose normal
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modes are harmonic, while the gas-like component is considered as a hard-sphere gas. Since

the diffusion of the liquid can be fully attributed to the gas-like component, the decomposition

of the total density of states can be uniquely determined. Consequently, the total entropy can

approximately be obtained by summing the entropy contributions from each component.

Given that the density of states is associated with the molecular model employed in

molecular dynamics simulations, comparing the entropy value calculated with a given model to

the experimental value provides useful insights into the reliability of the model itself. Among all

existing water models, MB-pol is a water model developed based on the many-body formalism

with reference energies calculated at the coupled-cluster single, double, and perturbative triple

excitation level of theory, i.e., CCSD(T).34–36 MB-pol has demonstrated excellent agreement

with experiments in both gas and condensed phases86,87,104,147, as well as within porous materi-

als.95,100,102,146,192–194 The recent development of MB-pol(2023) additionally demonstrates its

sub-chemical accuracy in modeling the energetics of water hexamer isomers by incorporating a

larger 2-body and 3-body training set, as well as explicit machine-learned 4-body energies.195

As a result, MB-pol and MB-pol(2023) serve as meaningful references to assess the entropy

value predicted by the 2PT model. On the other hand, simulating systems containing a large

number of water molecules is only feasible when using less complicated water models, due to the

complexity of the many-body formalism and the constraints dictated by current computational

resources. Therefore, assessing and analyzing the entropy values and water structure of different

models serve as an important guide for realistic simulations.

In this study, we analyze the structure of bulk water predicted by MB-pol, MB-pol(2023),

and several common water models, and examine their relations with the entropy values predicted

by the 2PT model using molecular dynamics simulations. As these water models have been

widely used to simulate various aqueous systems, such as salts dissolved in water, biomolecules

in water, and water penetrating through membranes,196–203 our analyses on the relationship

between water structure and entropy serve as an important step for realistic simulations in

aqueous environments.
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6.2 Methods

Water models belonging to the SPC family (SPC67, SPC/E66, SPC/Fw204), TIPnP family

(TIP3P63, TIP4P63, TIP4P/2005155, TIP4P/2005f205, TIP4P/Ew65, TIP5P64), MB-pol34–36,

and MB-pol(2023)195 were investigated using classical molecular dynamics (MD) simulations.

All simulations for the SPC family and TIPnP family were performed using the Large-scale

Atomic/Molecular Massively Parallel Simulator (LAMMPS)113. Simulations for MB-pol and

MB-pol(2023) were carried out by LAMMPS interfaced with the MBX C++ library.112

For each water model, the initial configuration comprised 256 water molecules enclosed

within a cubic periodic simulation box using Packmol91,92, with its volume set to align with the

experimental density of water at 1 atm and 298 K. The equations of motion were propagated using

the velocity-Verlet algorithm with a time step of 0.2 fs in the canonical ensemble (constant number

of atoms, volume, and temperature, NVT).206 The simulation temperatures were controlled

using a global Nosé-Hoover chain consisting of four thermostats.89 Nonbonded interactions

were truncated at an atom-atom distance of 9.0 Å. The long-range electrostatic interactions

for the SPC TIPnP families of models were calculated using the particle-particle particle-mesh

solver as implemented in LAMMPS. The long-range electrostatic interactions for MB-pol

and MB-pol(2023) were calculated using the particle mesh Ewald method as implemented in

MBX.112,158,159 The entropy of each water model was averaged by 20 independent 50 ps long

trajectories in the NVT (constant number of molecules, volume, and temperature) ensemble

using the 2PT model.93 The tetrahedral order parameter, qtet , was calculated according to105

qtet = 1− 3
8

3

∑
j=1

4

∑
k= j+1

(
cosψi jk +

1
3

)2

, (6.1)

where ψi jk is the angle between the oxygen atom of the central water molecule with index i and

two neighboring oxygen atoms with index j and k within a distance of 3.5 Åfrom the central

molecule. qtet = 0 corresponds to a completely disordered arrangement as in an ideal gas, while
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qtet = 1 corresponds to a perfect tetrahedral arrangement. The orientational correlation functions

were calculated by averaging over the trajectories according to161

C2(t) = ⟨P2 [⃗e(0) · e⃗(t)]⟩. (6.2)

Here, e⃗ represents a unit vector along one of the OH bonds of a water molecule, P2 is the

second-order Legendre polynomial, and ⟨...⟩ refers to the ensemble average over all OH bonds

at a specific time t.

6.3 Results and Discussions

The entropy values calculated with all water models considered in this study are listed

in Table 6.1 along with the experimental value. The entropy values obtained for SPC, SPC/E,

SPC/Fw, TIP3P, TIP4P/2005, and TIP4P/Ew agree with those reported in previous studies.93,191

Within the SPC and TIPnP families, SPC and TIP3P display the closest agreement with the

experimental value, respectively. All other water models, on the other hand, exhibit similar

entropy values that are consistently smaller than the experimental value. Despite water models

belonging to the SPC family and TIPnP families being empirical and described by effective

two-body potential energy terms, TIP4P and TIP5P exhibit slightly closer agreement with the

experimental value than MB-pol and MB-pol(2023), which were developed based on a rigorous

many-body formalism and CCSD(T) reference energies. To explore the potential influence of

nuclear quantum effects on the entropy value, we also calculated the entropy value of MB-pol in

the microcanonical ensemble using centroid molecular dynamics (CMD), an approximate method

to represent quantum dynamics in the condensed phase, resulting in a value of 60.87 J/mol-K.

Comparing the entropy value of MB-pol calculated using MD trajectories in the microcanonical

ensemble (60.79 J/mol-K), we can conclude that nuclear quantum effects have a negligible

influence on the entropy value calculated using the 2PT model. This observation aligns with the

conclusion of statistical mechanics, indicating that entropy contributions from vibrational modes
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are typically minor in comparison to those from translational and rotational motions. As a result,

the difference in entropy values among all water models can be attributed to the structure and

dynamics of water predicted by different water models.

To illuminate the relationship between the structure of water and the calculated entropy

values, Figure 6.1 shows the oxygen-oxygen radial distribution function (RDF) calculated with

each water model alongside the experimental data. While SPC and TIP3P exhibit the closest

entropy values compared to the experiment within their respective families, their RDFs lack

prominent long-range structural reorganization, which indicates a poor representation of water

structure for the second hydration shell. On the other hand, all other models exhibit similar

RDF profiles, providing robust representations of both first and second hydration shells. In

particular, MB-pol and MB-pol(2023), which predict similar entropy values, show the closest

agreement with the experimental RDF. In addition, the trend of entropy values of water models

qualitatively follows the degree of order in the water structure obtained from the corresponding

simulations. The high entropy values of SPC and TIP3P are reflected in the absence of structure

in their second hydration shell. SPC/E, SPC/Fw, TIP4P/2005, TIP4P/2005f, and TIP4P/Ew

exhibit smaller entropy values compared to MB-pol and MB-pol(2023), as their first hydration

shells are overstructured but share similarities with MB-pol and MB-pol(2023) for the second

hydration shell. Therefore, the superior agreement of entropy values for SPC and TIP3P with

the experimental value compared to all other models likely indicates error cancellation between

the approximations adopted by the 2PT model and intrinsic limitations of these water models in

correctly representing the interactions in liquid water. Additionally, based on the consistency

between the predicted water structure of MB-pol and the experiment, we can reasonably assume

that, by construction, the 2PT model likely underestimates the entropy value in liquid water by

approximately 7 J/mol-K. Furthermore, the trend of predicted entropy values for the various

water models qualitatively reflects their ability to predict the structure of liquid water.

The relationship between the structure of water and the entropy is further supported by the

analysis of the tetrahedral order parameter calculated using each water model shown in Figure 6.2.
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Except for SPC and TIP3P, all water models exhibit a similar distribution, characterized by a

small plateau at qtet ≈ 0.5 and a broad peak at qtet ≈ 0.8. On the other hand, the qtet distributions

calculated with the SPC and TIP3P models display a peak at qtet ≈ 0.5. The analyses of the

RDFs shown in Figure 6.1 and the qtet distribution in Figure 6.2 demonstrate that the SPC and

TIP3P models are unable to accurately predict the structure of the first hydration shell, despite

providing the closest agreement with the experimental value of the entropy. Moreover, the larger

entropy values predicted by the SPC and TIP3P models compared to other models qualitatively

align with their qtet distributions, since SPC and TIP3P exhibit a greater portion of smaller qtet

values, which correspond to more disordered arrangements. In addition, the slightly higher

entropy value predicted by TIP4P compared to MB-pol and MB-pol(2023) can be understood in

terms of the differences in the corresponding qtet distributions. Specifically, the qtet distribution

calculated with TIP4P is noticeably higher at qtet ≈ 0.5 and lower at qtet ≈ 0.8 compared to

MB-pol and MB-pol(2023), while its RDF shares features common to all other water models

belonging to the TIPnP family.

Further insights into the relations between entropy values and dynamical properties

predicted by different water models can be gained by analyzing their orientational correlation

functions, as shown in Figure 6.3. Following the same trend displayed by the entropy values,

RDFs, and qtet distributions, all water models except for SPC, TIP3P, and TIP4P, share a similar

profile in their correlation functions as a function of time. The orientational relaxation time

for each water model, τ2, can be extracted by fitting the long-time decay of the orientational

correlation functions to a single exponential function, as listed in Table 6.2. Among all τ2 values,

MB-pol and SPC/E predict the closest agreement with the experimental value, followed by

MB-pol(2023), SPC/Fw, TIP4P/2005f, TIP4P/Ew, and TIP5P. Interestingly, while MB-pol and

MB-pol(2023) share almost identical predictions in water structures as displayed in Figure 6.1

and Figure 6.2, slight differences in their orientational correlation functions can be observed. In

addition, it is noteworthy that models with smaller τ2 values generally exhibit larger entropy

values as shown in Table 6.1. A small τ2 implies a rapid decay of the correlation function,
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indicating that the system quickly becomes uncorrelated with its initial state. Consequently,

information about the system is rapidly lost over time. The trend of τ2 and entropy values among

all water models suggests that the entropy predicted by the 2PT model correctly reflects the

essence of entropy: a quantity that quantifies the system’s information content. Although the 2PT

model does not perfectly align the entropy value of each water model based on their agreement

with experimental data, it still provides useful insights into the behavior of water as predicted by

different water models.

Table 6.1. Entropy values of water models predicted by the 2PT model at 298 K. All entropy
values were averaged from 20 independent 50 ps long trajectories in NVT ensemble.

Model Entropy (J/mol-K)

Experiment98 69.95 ± 0.03

MB-pol 62.92 ± 0.34
MB-pol(2023) 62.03 ± 0.49

SPC family
SPC 66.85 ± 0.27
SPC/E 61.68 ± 0.25
SPC/Fw 61.41 ± 0.42

TIPnP family
TIP3P 70.57 ± 0.24
TIP4P 64.34 ± 0.23
TIP4P/2005 58.25 ± 0.15
TIP4P/2005f 60.18 ± 0.22
TIP4P/Ew 59.85 ± 0.23
TIP5P 63.45 ± 0.27
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Table 6.2. Orientation relaxation times of water models. The relaxation times, τ2, were
obtained by fitting long-time decay of correlation functions to an exponential function C2(t) =
Aexp(−t/τ2).

Model τ2 (ps)

Experiment207 2.5

MB-pol 2.5526 ± 0.0014
MB-pol(2023) 2.7964 ± 0.0013

SPC family
SPC 1.5257 ± 0.0007
SPC/E 2.5488 ± 0.0012
SPC/Fw 2.9763 ± 0.0015

TIPnP family
TIP3P 1.0758 ± 0.0009
TIP4P 1.8020 ± 0.0011
TIP4P/2005 3.0603 ± 0.0018
TIP4P/2005f 2.7299 ± 0.0012
TIP4P/Ew 2.7187 ± 0.0013
TIP5P 2.3383 ± 0.0009

(A) (B)

Figure 6.1. The oxygen-oxygen RDFs of MB-pol, MB-pol(2023), and models belonging to (A)
SPC family (B) TIPnP family. Experimental data were taken from reference 208.
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(A) (B)

Figure 6.2. Probability distributions of the tetrahedral order parameter, P(qtet), of MB-pol,
MB-pol(2023), and models belonging to (A) SPC family (B) TIPnP family.

(A) (B)

Figure 6.3. Orientational correlation functions of MB-pol, MB-pol(2023), and models belonging
to (A) SPC family (B) TIPnP family.
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6.4 Conclusions

In this study, we have explored the entropy values of various water models, including

MB-pol, MB-pol(2023) and those belonging to the SPC family or TIPnP family, as predicted by

the 2PT model. We have demonstrated that the entropy values calculated using the 2PT model

qualitatively agree with the extent of ordered structure predicted by water models. Although

MB-pol does not exhibit the best agreement with the experimental entropy value, we demonstrate

that this discrepancy can be attributed to error cancellation between the formalism of the 2PT

model and shortcomings in the ability of simpler water models to correctly predict structural and

dynamical properties of water. Despite its simplicity, the 2PT model overall provides reasonable

entropy values for water models that predict a robust description of both local structure and

dynamics of liquid water at room temperature.
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6.7 Code availability
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Chapter 6, in full, is a reprint of the material as it is being prepared for publication in

“Exploring Bulk Water Structure and Entropy Predicted by Two-Phase Thermodynamic Model”,

C.-H. Ho, F. Paesani. The dissertation author is the primary investigator and author of this paper.

83

https://github.com/paesanilab/Data_Repository/tree/main/water_entropy


Chapter 7

Conclusion

The emergence of MOFs has opened up new strategies for addressing issues associated

with sustainability. Due to their porosity, numerous MOFs have been designed for atmospheric

water harvesting to alleviate water scarcity. Additionally, MOFs have been engineered to

capture carbon dioxide in order to mitigate carbon emissions. Despite dedicated experimental

research efforts, the complex interactions between MOFs and guest molecules have left molecular

insights into the adsorption of these molecules somewhat ambiguous. In particular, due to

constraints in experimental methodologies, fully decoupling interactions among guest molecules

and the framework presents a challenge. This ambiguity hinders the understanding of adsorption

mechanisms and reduces the predictability for the rational design of MOFs. Therefore, it is

essential to provide molecular insights through simulations to elucidate the behavior of guest

molecules in different environments.

NU-1500-Cr is a newly synthesized MOF known for its stability and remarkable capacity

in water adsorption. Notably, it exhibits a distinct adsorption step between 30% to 40% relative

humidity (RH), indicative of the framework reaching full saturation with water at low RH

values. Through molecular dynamics simulations, we have elucidated the thermodynamics of

water molecules within the NU-1500-Cr framework, shedding light on the relationship among

adsorption enthalpy, water entropy, and adsorption mechanisms. At the pore filling step, the

adsorption enthalpy and entropy of water undergo significant changes as water molecules begin
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to saturate the main pores in the framework. As these water molecules are relatively far from

the framework atoms within the main pores, they do not directly interact with the framework.

Additionally, being surrounded by other water molecules, those in the main pores experience

stronger constraints in their mobility, resulting in lower entropy values. These observations

are further supported by an analysis of the hydrogen-bond topology of water molecules and

the distribution of tetrahedral order parameters across different hydration stages. Furthermore,

experimental infrared spectra also corroborate our simulation results, as evidenced by the shift

of the libration-bending band at different RH values.

CALF-20 is a newly synthesized MOF recognized for its CO2 capture capability, which

is attributed to its impressive stability in the presence of water. While it is experimentally feasible

to transition between phases of CALF-20, maintaining a specific phase under ambient conditions

poses experimental challenges. However, simulations offer a straightforward approach to study-

ing CO2 properties within different CALF-20 phases, as these phases can be easily controlled.

Our study has demonstrated that phases with smaller unit cell volumes generally exhibit higher

affinity to CO2, albeit at the cost of slower translational mobility for CO2 molecules.

In addition to studying CO2 within different phases of CALF-20, we have also investi-

gated the competitive adsorption of water and CO2 within the same framework. The interplay

between water and CO2 presents significant experimental challenges in assessing how the pres-

ence of competitive species affects both thermodynamic and dynamical properties of guest

molecules, as the concentration of a species depends on the partial pressures of both species.

In our study, we have provided molecular insights into the affinity of water and CO2 within

CALF-20 by investigating their preferred interaction sites within the framework, as well as their

binding affinity. We have also revealed specific confining effects induced by the framework

on the structural reorganization of water and CO2 mixtures within CALF-20. Our findings

demonstrate that the presence of CO2 forces water into more confined regions, resulting in

a more connected hydrogen-bond network, slower reorientation dynamics, smaller entropy,

and slower translational mobility. Conversely, the presence of water leads to a decrease in the
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entropy of CO2, faster reorientation dynamics, and slower translational mobility. These distinct

differences in thermodynamic and dynamical properties of water and CO2 can be primarily

attributed to volume exclusion effects induced by the presence of species competing for the same

voids spaces.

Ni2Cl2BBTQ is a recently synthesized MOF known for its exceptional performance

in water harvesting, minimal water hysteresis between adsorption and desorption processes,

and a sharp adsorption step at low RH values (< 5% RH). In our study, we have demonstrated

that the distinct behavior of water within Ni2Cl2BBTQ and NU-1500-Cr at the early hydration

stage can be attributed to differences in the water adsorption mechanisms. In Ni2Cl2BBTQ,

water molecules are captured at the early hydration stage by unsaturated Ni atoms, leveraging

cooperative effects from the organic linkers. Conversely, NU-1500-Cr attracts water molecules

that can saturate the open Cr3+ sites of the framework. This leads to distinct trends in both

thermodynamic and dynamical properties of water adsorbed in the MOF pores as a function of

RH.

While calculating the entropy of water has long been recognized as a challenge, the 2PT

model offers an approximate yet robust path towards estimating the absolute entropy of a liquid.

In our study, we have investigated the entropy values predicted by the 2PT model for several

common water models, as well as MB-pol and MB-pol(2023). Our findings demonstrate that the

2PT model is capable of providing semiquantitative entropy values based on the predicted water

structure and dynamics at ambient conditions, although it can benefit from error cancellation.

Despite its inherent approximations, given its simplicity, the 2PT model serves as a valuable

approach for calculating entropy values for water models that can predict reliable water structure

and dynamics.
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Jackson, R. B.; Alin, S.; Aragão, L. E. O. C.; Arneth, A.; Arora, V.; Bates, N. R.;
Becker, M.; Benoit-Cattin, A.; Bittig, H. C.; Bopp, L.; Bultan, S.; Chandra, N.; Cheval-
lier, F.; Chini, L. P.; Evans, W.; Florentie, L.; Forster, P. M.; Gasser, T.; Gehlen, M.;
Gilfillan, D.; Gkritzalis, T.; Gregor, L.; Gruber, N.; Harris, I.; Hartung, K.; Haverd, V.;
Houghton, R. A.; Ilyina, T.; Jain, A. K.; Joetzjer, E.; Kadono, K.; Kato, E.; Kitidis, V.;
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[83] Blöchl, P. E. Phys. Rev. B 1994, 50, 17953.

[84] Kresse, G.; Joubert, D. Phys. Rev. B 1999, 59, 1758.

[85] Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; Cheese-
man, J. R.; Scalmani, G.; Barone, V.; Petersson, G. A.; Nakatsuji, H.; Li, X.; Caricato, M.;
Marenich, A. V.; Bloino, J.; Janesko, B. G.; Gomperts, R.; Mennucci, B.; Hratchian, H. P.;
Ortiz, J. V.; Izmaylov, A. F.; Sonnenberg, J. L.; Williams-Young, D.; Ding, F.; Lip-
parini, F.; Egidi, F.; Goings, J.; Peng, B.; Petrone, A.; Henderson, T.; Ranasinghe, D.;
Zakrzewski, V. G.; Gao, J.; Rega, N.; Zheng, G.; Liang, W.; Hada, M.; Ehara, M.;
Toyota, K.; Fukuda, R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.;
Nakai, H.; Vreven, T.; Throssell, K.; Montgomery, J. A., Jr.; Peralta, J. E.; Ogliaro, F.;
Bearpark, M. J.; Heyd, J. J.; Brothers, E. N.; Kudin, K. N.; Staroverov, V. N.; Keith, T. A.;
Kobayashi, R.; Normand, J.; Raghavachari, K.; Rendell, A. P.; Burant, J. C.; Iyengar, S. S.;
Tomasi, J.; Cossi, M.; Millam, J. M.; Klene, M.; Adamo, C.; Cammi, R.; Ochterski, J. W.;
Martin, R. L.; Morokuma, K.; Farkas, O.; Foresman, J. B.; Fox, D. J. Gaussian 16 Revision
C.01. 2016; Gaussian Inc. Wallingford CT.

[86] Paesani, F. Acc. Chem. Res. 2016, 49, 1844–1851.

[87] Reddy, S. K.; Straight, S. C.; Bajaj, P.; Pham, C. H.; Riera, M.; Moberg, D. R.;
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