
 

 

 
UNIVERSITY OF CALIFORNIA, 

IRVINE 
 
 
 
 

Improving Efficacy of Support Groups in Online Environments 
 
 

DISSERTATION 
 
 

submitted in partial satisfaction of the requirements 
for the degree of 

 
 

DOCTOR OF PHILOSOPHY 
 

in Management 
 
 

by 
 
 

Ali Esmaeeli 
 
 
 
 
 
 
 
 
                                                               
 
 

         Dissertation Committee: 
                               Professor L. Robin Keller, Co-chair 

                                     Professor Cornelia (Connie) Pechmann, Co-chair 
                                              Associate Professor John Turner 

 
 
 
 

2020 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

© 2020 Ali Esmaeeli 



ii 
 

DEDICATION 
 
 
 
 

To 
 
 

My supportive family who value diligence and wisdom 
 
 
 
  



iii 
 

TABLE OF CONTENTS 
 

Page 

LIST OF FIGURES v 

LIST OF TABLES vi 

ACKNOWLEDGMENTS vii 

VITA viii 

ABSTRACT OF THE DISSERTATION ix 

INTRODUCTION 1 

CHAPTER 1: The Effects of Buddy Systems in Online Support Groups on Members’ Goal 
Attainment and Interactions 4 

Theoretical Framework and Hypotheses 7 

Buddy Systems and Hypotheses Development 7 

Measuring Tie Strength 13 

Research Methods 16 

Setting 16 

Dependent and Independent Variables 18 

Analyses Approach 21 

Empirical Results 23 

Descriptive Statistics 23 

Test of H1 25 

Test of H2 26 

Test of H3 29 

Test of H4 30 

Test of H5 (Mediation Test) 34 

Discussion 36 

Summary and Conclusion 36 

Limitations 37 

CHAPTER 2: Adding a Chatbot to Online Support Groups: The Natural Language 
Understanding Component 39 

Context 43 

Setting 43 

Roles of the chatbot 44 

Design 45 

Chatbot Design 45 

Intents 47 

Natural Language Understanding (NLU) Component 51 



iv 
 

Result 53 

Descriptive statistics 53 

Intent classification 54 

General Discussion 58 

Findings 58 

Limitations and next steps 60 

REFERENCES 62 

APPENDIX: Source Code of the Bot Intent Classifier 72 

 
 
 
  



v 
 

LIST OF FIGURES 

 

                                    Page 

Figure 1.1 The effect of buddy activity on interactions and goal attainment 13 

Figure 1.2 Member’s goal attainment 25 

Figure 1.3 Tie from member’s buddy to the member 28 

Figure 1.4 Tie to the buddy versus tie to a non-buddy (mean) 30 

Figure 1.5 Tie from a member to other people in the group 33 

Figure 2.1 Chatbot components 46 

Figure 2.2 Confusion matrix for the intent classifier (N=4034) 56 

  



vi 
 

LIST OF TABLES 

 

                                               Page 

Table 1.1 Studies of offline buddy systems 9 

Table 1.2 Statistics for tie strength measures 24 

Table 1.3 Summary of findings for hypothesis tests 35 

Table 2.1 Comparison between different categories of software bots 42 

Table 2.2 Intents about using NRT correctly 48 

Table 2.3 Intents about efficacy of NRT 49 

Table 2.4 Intents about negative emotions 49 

Table 2.5 Intents about positive actions 50 

Table 2.6 Non-triggering intents 51 

Table 2.7 Intent frequency of records (N=16136) 54 

Table 2.8 Classification report for the test dataset (N=4034) 57 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



vii 
 

ACKNOWLEDGMENTS 

 

I would like to express my deepest appreciation to my advisors, Professor L. Robin Keller 
and Professor Cornelia (Connie) Pechmann, for their unwavering support and guidance 
throughout this entire process. Thanks also to Professor John Turner for his valuable 
insights and suggestions that helped me in my research. 
 

I am extremely grateful to my wife, Marzieh, for being a great companion throughout this 
journey. My success would not have been possible without her support. 
 

This research was supported by National Cancer Institute Grant R01CA204356-04. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



viii 
 

VITA 

Ali Esmaeeli 

 

2007  B.S. in Information Technology Engineering, 
Amirkabir University of Technology 

  
2010  M.S. in Information Technology Engineering, 

Amirkabir University of Technology  
 

2020  Ph.D. in Management, 
University of California, Irvine 

 
 
 

PUBLICATIONS 

A. Esmaeeli, C. Pechmann, and J.J. Prochaska, Examination of a Homophily-based Buddy 
System for Online Support Groups: Relationships with Tie Strength and Goal Attainment, 
Revision requested at Journal of Interactive Marketing 
 
M. Razzazi and A. Esmaeeli, Balance Allocation Mechanism: An Optimal Mechanism for 
Multiple Keywords Sponsored Search Auctions, Information Sciences, vol. 262, March 2014 
http://dx.doi.org/10.1016/j.ins.2013.08.033, pp. 190-214 
 
A. Esmaeeli and H.R. Shahriari, Privacy Protection of Grid Service Requesters through 
Distributed Attribute Based Access Control Model, Proc. of 5th Int. Conf. on Advances in Grid 
and Pervasive Computing, Lecture Notes in Computer Science, Springer-Verlag, Taiwan, 
May 2010, pp. 573-582 
 
A. Esmaeeli and M. Shajari, MVPayword: Secure and Efficient Payword-Based 
Micropayment Scheme, Proc. of 2nd Int. Conf. on the Applications of Digital Information and 
Web Technologies, London, Aug. 2009, pp. 609-614 
 
 
 
 
 
 
 
 
 
 

http://dx.doi.org/10.1016/j.ins.2013.08.033


ix 
 

ABSTRACT OF THE DISSERTATION 

 

Improving Efficacy of Support Groups in Online Environments 

by 

Ali Esmaeeli 

Doctor of Philosophy in Management 

 University of California, Irvine, 2020 

Professor L. Robin Keller and Professor Cornelia (Connie) Pechmann, Co-chairs 

 

 

In this research I evaluated two strategies for improving performance of online 

support groups. The first strategy was to use a buddy system in online support groups. This 

system involves pairing demographically similar members of a group to serve as each 

other’s buddies. Analyses of real online support groups indicated that members whose only 

difference with other members is in having a buddy who is more active rather than less 

active in the group are more engaged in the group and have a higher chance of attaining 

their goal for which they joined the group. Analysis also showed that members help their 

buddies more than they help other group members. Results are robust across four 

measures of tie strength, including contact frequency, reciprocity, and two measures of 

contact length. Overall, results suggest that managers can use the buddy system in online 

support groups as an effective method to drive group engagement and increase the support 

provided and goal attainment. 

The second strategy was to add a chatbot to the online support groups to provide 

members with additional informational and motivational support. The design of the 

chatbot which can respond to members’ messages based on their content is presented here. 



x 
 

The chatbot has a natural language understanding component which can identify intent of 

messages out of 26 possible intents related to smoking cessation which is the main context 

of the online support groups studied here. The chatbot is supposed to respond to messages 

with 25 intents called triggering intents and ignore 1 intent which is non-triggering intent. 

Triggering intents account for less than half of the total messages. The bot is intentionally 

designed to have higher precision than recall for triggering intents. Precision for triggering 

intents is the probability of identifying the intent correctly if the message is identified as a 

triggering intent. Recall for triggering intents is the percentage of triggering messages 

which are identified with correct intent. The chatbot has the precision of 81% and the 

recall of 44% for triggering intents. Separate randomized control trial experiments are 

required to evaluate the overall performance of the chatbot in online support groups. 
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INTRODUCTION 

Online social networks are very popular, accounting for about one third of the time 

that people spend online (Buckle 2016). Users spend more than two hours per day on 

average on online social networks (Mander 2017). This availability and popularity has 

created a framework for new and innovative applications of online social networks. 

Examples of these applications are online support groups for health behavior change 

(Barrera et al. 2002; Cavallo et al. 2012; Maher et al. 2014; Pechmann et al. 2017; 

Setoyama, Yamazaki and Namayama 2011; Turner-McGrievy and Tate 2013) and 

collaborative learning (Cho et al. 2007; Wasko and Faraj 2005). Online support groups seek 

to provide members with social support so that they achieve their goals. These groups 

attract people with specific goals, interests, or needs.  

Online support groups are also important for firms. Firms may benefit from online 

support groups by gaining access to market research information (Bickart and Schindler 

2001; Kozinets 2002; Divakaran et al. 2017; Gruner, Homburg and Lukas 2014), charging 

for the online services offered (Armstrong and Hagel III 1996), direct selling (Naylor, 

Lamberton and West 2012), advertising to the members (Armstrong and Hagel III 1996), 

and word-of-mouth promotions (Brown, Broderick and Lee 2007). 

The main application of online support groups that I focused my research on is in 

the field of health behavior change. Online support groups seek to provide peer social 

support for health behavior change by ensuring positive and lasting interactions between 

the online group members (Moorhead et al. 2013; Portnoy et al. 2008). Examples of these 

applications include smoking cessation (Cobb, Graham and Abrams 2010; Graham et al. 

2017; Pechmann et al. 2015; Pechmann et al. 2017), diabetes control (Barrera et al. 2002), 
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breast cancer support (Setoyama, Yamazaki and Namayama 2011), weight loss (Bradford, 

Grier and Henderson 2017; Brindal et al. 2012; Hwang et al. 2010; Napolitano et al. 2013; 

Turner-McGrievy and Tate 2013; Parkinson et al. 2017), physical activity promotion 

(Cavallo et al. 2012; Foster et al. 2010; Valle et al. 2013), and health information provision 

(Kuwata et al. 2010; Freyne et al. 2010). 

Collaborative learning is another important domain that benefits from online social 

networks. Learning involves the process of knowledge acquisition from social relations and 

communications with other people (Brown and Duguid 1991). Collaborative learning 

communities provide knowledge sharing as well as social support for educational 

attainment (Cho et al. 2007; Haythornthwaite 2002a; Wasko and Faraj 2005). Engagement 

takes place through computer-supported collaborative learning (Cho et al. 2007) and 

online discussion forums (Wasko and Faraj 2005). Social interaction is a key element in 

these collaborative learning environments (Kreijns, Kirschner and Jochems 2003). 

The basic requirement for success in online groups is to have active members who 

provide social support to each other (Arguello et al. 2006). Social media companies like 

Snapchat (Snap Inc. 2019) work hard to add features such as Snapstreaks to increase social 

interactions in their online networks. Many studies have also noted the importance of 

member engagement and interactions in online groups (Maher et al. 2014). Ensuring active 

engagement and interactions between online group members have been shown to be 

important for online weight loss programs (Turner-McGrievy and Tate 2013), online 

smoking cessation programs (Cobb et al. 2005), collaborative learning programs (Kreijns, 

Kirschner and Jochems 2003), and breast cancer support communities (Setoyama, 

Yamazaki and Namayama 2011). Therefore, to have effective online support groups, 
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methods are required to increase member engagement and social interactions with each 

other. Those who design online support groups seek to provide members with tools that 

will help them to contribute and provide social support to their groups (Arguello et al. 

2006). In this work, I study two methods for improving the efficacy of online support 

groups for members. In Chapter 1, I look at the effect of adding a buddy system on goal 

attainment and also on interactions between members in online support groups. In Chapter 

2, I present the design of a chatbot with natural language processing capabilities that can 

be used to improve the performance of online support groups by automatically responding 

to members’ messages and providing them with informational and motivational support.  
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CHAPTER 1: The Effects of Buddy Systems in Online Support Groups on 

Members’ Goal Attainment and Interactions1 

Buddy systems are increasingly prevalent in online communities. In a typical buddy 

system, members are provided with peer support from a buddy to help them achieve their 

goal. There are several applications for online buddy systems in the areas of health, 

physical activity, and behavior change (The Monday Campaigns 2019; Broc & Bells 2019; 

Workout Buddies 2019). However, most online buddy systems have not been evaluated. 

Therefore, despite the widespread use of online buddy systems, there is a lack of scientific 

research that addresses the efficacy and dynamics of these systems. 

Many researchers have studied buddy systems in face-to-face or offline contexts. A 

2002 national survey of 7467 U.S. mental health support groups found that 38% of them 

provided face-to-face buddy systems in addition to general support for the members 

(Goldstrom et al. 2006). A systematic review of cancer peer-support studies found that 

30% (13 of 43) had implemented buddy systems, either in person or over the phone (Hoey 

et al. 2008). Two separate literature reviews on buddy systems for people with cancer 

found 28 studies published from 1966-2007 and 13 studies published from 2007-2014 

(Macvean, White and Sanson-Fisher 2008; Meyer, Coroiu and Korner 2015). Beyond health, 

offline buddy systems have been studied for crime control (Fo and O'Donnell 1975; 

 

 

 
1 I presented different versions of materials in this chapter at 2017 INFORMS Annual Meeting Houston with the 

title of “The Effects Of Assigning Buddies In Online Health Communities”, and 2018 INFORMS Annual Meeting 

Phoenix with the title of “The Effects of Assigning Buddies on Tie Strength in Online Communities”. Also, a paper 

co-authored by Professor Cornelia Pechmann (cpechman@uci.edu) and Professor Judith Prochaska 

(jpro@stanford.edu) with the title of “Examination of a Homophily-based Buddy System for Online Support 

Groups: Relationships with Tie Strength and Goal Attainment” was submitted to the Journal of Interactive 

Marketing and is requested for a revision.   

mailto:cpechman@uci.edu
mailto:jpro@stanford.edu
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O’Donnell and Williams 2013), learning and professional development (Guhde 2005; 

Kukulska-Hulme and Pettit 2008), and improving children’s social skills (English et al. 

1997; Hektner et al. 2017). 

There is some evidence that buddy systems work well as part of face-to-face or 

offline services (West, Edwards and Hajek 1998; Lee et al. 2013; Nicholas and Keilty 2007; 

Zuyderduin, Ehlers and Van der Wal 2008). However, it is not clear that buddy systems will 

provide the necessary social support to their partners in online service contexts. There is 

considerable evidence that people’s engagement in online communities is often low 

(Preece, Nonnecke and Andrews 2004; Beenen et al. 2004). One study found that the rate of 

lurkers (those who do not contribute enough to the community) in health support 

communities is around 46% and for software support communities this rate is about 82% 

(Nonnecke and Preece 2000). Moreover, studies show that relationships originated in 

online environments are less close and supportive compared to face-to-face ones (Mesch 

and Talmud 2006; Trepte, Dienlin and Reinecke 2015). The online realm lacks standard 

demographic cues that can help people get to know each other. People who are online often 

resist self-disclosing personal information which would allow their buddies to get to know 

them; or people who are online may even falsify their personal information (Belk 2013; 

Nguyen, Bin and Campbell 2012). 

These potential problems with online buddy systems, and the dearth of research on 

them, motivated me to implement and evaluate the buddy system for online support 

groups to see whether relatively active buddies actually help their partners. I studied a 

buddy system that was being used in an online smoking cessation program. I addressed the 

following research questions: 1. In an online buddy system, will active buddies emerge who 
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facilitate goal attainment for their partners? 2. In an online buddy system, will the buddies 

do their job and form stronger ties with their partners, i.e., post messages more to their 

partners, rather than posting to other group members instead? 3. In an online buddy 

system, will strong buddy ties serve to strengthen ties with others as well, further 

facilitating goal attainment through enhanced social support? 4. In an online buddy system, 

will strong ties from the buddy to the partner, and then the partner to others, mediate 

effects on abstinence from smoking of the partner? 

Consistent with the social network literature (Friedkin 1980; Gilbert and Karahalios 

2009; Granovetter 1973; Marsden and Campbell 1984; Petróczi, Nepusz and Bazsó 2007), I 

used four measures to evaluate ties between dyadic members in online support groups, 

including one measure of interaction frequency, one measure of reciprocity, and two 

measures of time spent interacting (contact time and duration of contact). 

My research differs from previous studies on offline buddy systems in three main 

ways. First, I looked at a complete record of members’ behavior with their buddies and 

others in the social network to evaluate social support, instead of asking members to fill 

out self-report questionnaires (Gruder et al. 1993; Hennrikus et al. 2010). This is the 

advantage I got from the online environment. Second, I compared the peer support that the 

buddy provided to the partner with the peer support that he/she provided to other people 

in the group, instead of looking solely at the buddy-partner relationship (Gruder et al. 

1993; Hennrikus et al. 2010). Third, in my research, the only communication medium 

between the members was the informal social network that was provided online; whereas 

in previous studies of offline buddies, the members communicated in both informal social 
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networks and formal groups that were run by experts (May et al. 2006b; Gruder et al. 

1993). 

Theoretical Framework and Hypotheses 

Buddy Systems and Hypotheses Development 

In a broad definition, a buddy system is an arrangement in which two individuals 

are paired (Merriam-Webster Inc. 2019). In a typical buddy system, individuals provide 

social support to their buddies to help them achieve their goal more easily. Online buddy 

systems are very popular, especially in health and learning contexts. For example, 

BuddySystem is a project supported by the European University Foundation to help 

international students find local buddies that help them with different needs during their 

transition to the new environment (Buddy System 2019). Quit and Stay Quit Monday which 

is a program for smoking cessation specifies finding a quit buddy as one of its main 

guidelines that can help quitters (The Monday Campaigns 2019). There are several online 

platforms and cellphone applications that help members to find buddies for different 

health and well-being activities such as fitness and exercise (Broc & Bells 2019; Workout 

Buddies 2019). There are also several online frameworks for providing cancer fighters, 

survivors, and caregivers with buddy support from similar people (PLWC 2019; Imerman 

Angels 2019). One study of a mobile phone buddy system intervention for women with 

diabetes in South Africa found short-term increases in positive action and coping, but 

increases in blood glucose and diastolic blood pressure (Rotheram-Borus et al. 2012). 

Another study that evaluated the effects of a nonstandard buddy system in which members 

could select a different person as their buddies each day observed negative outcomes 
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perhaps due to reactance (Kim and Sundar 2014). However, most online buddy systems are 

not evaluated. While there are different examples of implemented online buddy systems 

designed to help people achieve their goals easier, there is lack of scientific research on 

them. I am especially interested in the efficacy of these systems and their dynamics in 

online support groups. 

In contrast to the online setting, for offline and face-to-face contexts, buddy systems 

have been used and studied for several years. A 2002 national survey of 7467 mental 

health groups containing mutual support groups, self-help organizations, and consumer-

operated services in the U.S. found that 38% of these groups provided a face-to-face buddy 

system in addition to mutual support for their members, including 25% of mutual support 

groups, 43% of self-help organizations, and 60% of consumer-operated services 

(Goldstrom et al. 2006). Buddy systems are also common in peer support groups; a 

systematic review of cancer peer-support programs found that 13 of 43 studies 

implemented buddy systems, either in person or over the phone (Hoey et al. 2008). 

Separate literature reviews on programs with offline buddy systems for people with cancer 

found 28 papers published from 1966-2007 and 13 papers published from 2007-2014 

(Macvean, White and Sanson-Fisher 2008; Meyer, Coroiu and Korner 2015). 

Table 1.1 shows specific examples of applications of offline buddy systems. Many 

studies have already shown the positive effects of these systems. Dyadic peer support 

intervention in newly diagnosed breast cancer patients in Korea improved self-efficacy 

compared to usual care (Lee et al. 2013). A parent-to-parent peer support intervention 

matched parents of medical technology-assisted children with chronic lung disease who 

had similar caregiving responsibilities. Researchers found sharing daily experiences helped 
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reduce isolation, increase knowledge, and provide an important sense of feeling 

understood (Nicholas and Keilty 2007). Smokers attempting to quit with a buddy are 

significantly more likely to achieve abstinence and stay abstinent than those attempting to 

quit alone (West, Edwards and Hajek 1998). HIV+ women in Botswana who were paired 

with a peer buddy also showed increased self-care behaviors (Zuyderduin, Ehlers and Van 

der Wal 2008). Youths paired with adult buddies are less likely to commit crimes, even 35 

years after the mentoring program ended (Fo and O'Donnell 1975; O’Donnell and Williams 

2013).There are more studies that show the positive effects of offline buddy systems in 

smoking cessation (Gruder et al. 1993; Kviz et al. 1994; Murray et al. 1995), professional 

development (Guhde 2005), children’s social skills development (Hektner, Brennan and 

August 2017), helping students with autism (McCurdy and Cole 2014), and alcohol use 

reduction (Tevyaw et al. 2007). 

 

Table 1.1 Studies of offline buddy systems 

People Serviced Buddy System Study 

Smokers Albrecht et al. (2006); Carlson et al. (2002); Donatelle et al. (2000); 

Gruder et al. (1993); Hennrikus et al. (2010); Kviz et al. (1994); 

May et al. (2006); Murray at al. (1995); West, Edwards and Hajek 

(1998) 

Alcoholics Fals-Stewart, Birchler and Kelley (2006); Tevyaw et al. (2007) 

Dieters Morgan et al. (2011); Napolitano et al. (2013) 

Diabetics Keogh et al. 2011; Rotheram-Borus et al. (2012) 

Breast cancer victims Lee et al. (2013) 

HIV/AIDS victims Zuyderduin, Ehlers and Van der Wal (2008) 

Parents with chronically ill children Nicholas and Keilty (2007) 

Adults needing professional skills Guhde (2005); Kukulska-Hulme and Pettit (2008) 

Children needing social skills English et al. (1997); Hektner, Brennan and August (2017) 

Children with autism McCurdy and Cole (2014) 

Delinquent children Fo and O'Donnell (1975); O’Donnell and Williams (2013) 
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Although there is some established evidence showing the efficacy of buddy systems 

in the offline context, it is not clear that similar effects will exist for buddy systems in an 

online context. There are substantial differences between face to face and online contexts. 

Studies show that people’s engagement in online communities is often low (Preece, 

Nonnecke and Andrews 2004; Beenen et al. 2004). One study shows that the percentage of 

lurkers in software support communities is as high as 82% and this rate is 46% for health 

support communities (Nonnecke and Preece 2000). Relationships originated in online 

environments are less close and supportive than face-to-face ones (Mesch and Talmud 

2006; Trepte, Dienlin and Reinecke 2015). Other differentiating features of online social 

exchanges include fewer individuating cues that distinguish conversation partners, more 

idealized perceptions of conversation partners, more control over self-disclosures, 

disinhibition in self-disclosures, and multiple online selves (Belk 2013; Nguyen, Bin and 

Campbell 2012).  

The potential problems of online buddy systems, and the lack of scientific research 

on them, motivated me to implement and evaluate a buddy system for online support 

groups. I was specifically interested to see whether buddies who are more active as 

compared to those being less active actually help their partners and, if yes, how they do 

that. 

My first hypothesis addresses the first research question about the overall effect of 

buddy activity on partners’ goal attainment in online support groups. This hypothesis 

predicts that the buddy system helps support group members whose buddies are more 

active to achieve their goal better than those with less active buddies. Buddy activity is 

measured as the average number of posts to the group per day. 
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H1. When buddies are more active in online support groups, their partners are more 

likely to achieve their goal. 

Buddy systems can be useful if they add to the level of social support which is 

already provided to individuals within a support group. The efficacy of both offline and 

online support groups has been shown to depend on the amount of the social support that 

they provide to members (Hanson et al. 1990; Westmaas, Bontemps-Jones and Bauer 2010; 

Cobb et al. 2005). If a buddy system improves this social support, it can be useful in the 

support group. For example, for the application of smoking cessation, when there is 

minimal social contact and adding a buddy provides an extra level of social support for 

people, it shows a positive effect on goal attainment (Gruder et al. 1993; Kviz et al. 1994; 

West, Edwards and Hajek 1998). On the other hand, when there already exists a high level 

of social support, a buddy system does not show a significant positive effect (May et al. 

2006b). 

To see if the buddy system adds to the level of social support in online support 

groups, I needed to evaluate the support that buddies who are more active provide to their 

partners. If I observe the positive effect of the buddies’ activity in the group on their 

partners’ goal attainment, I also expect to see stronger support from these buddies to their 

partners in the groups. My second hypothesis evaluates this support. 

To evaluate the support provided by the buddy in an online support group, I needed 

to measure ties between individuals in online groups. Ties between dyads is the most 

fundamental component of both online and offline social networks, and tie strength is the 

main outcome used to assess engagement with others and online group success (Aral and 

Walker 2014; Garton, Haythornthwaite and Wellman 1997; Haythornthwaite 2002b). 



12 
 

H2. When buddies are more active in online support groups, they form stronger ties 

with their partners. 

To answer the second research question, in addition to H2, I also needed to compare 

the relationship that buddies form with their partners with the relationships that they form 

with other people in the group. In an effective online buddy system, I expect to see stronger 

relationships with partners compared to relationships with other people in the group. 

Hypothesis H3 evaluates this comparison. 

H3. Buddies in online support groups form stronger ties with their partners than 

with other group members on average. 

The support for this hypothesis suggests that the tie to the partner is especially 

strong, showing that buddies help the partner more than they help other people in the 

group. 

The perception of online group members regarding the level of social support 

provided by their group is positively related to their engagement level with others in the 

group. For example, Obst and Stafurik (2010) show that perceived online social support is 

correlated with the amount of time spent communicating online with others. Therefore, a 

perceived higher level of social support by members (through stronger ties from buddies 

who are more active) is expected to improve interactions with all people in the group. 

Some studies also suggest that assigning online buddies in online communities may 

improve attachment to the group for people who are shy about posting and do not like the 

group (Du 2006; Preece, Nonnecke and Andrews 2004). Testing H4 provides the answer to 

the third research question. 



13 
 

H4. When buddies are more active in online support groups, their partners form 

stronger ties with group members on average. 

Hypotheses H1, H2, and H4 are different parts of a casual model which shows how 

the buddy system works in online support groups. Buddies who are more active in a group 

form stronger ties to their partners. This extra level of support positively affects the 

interaction of partners with other members in the group and this subsequently increases 

the chance of goal attainment for partners (see Figure 1.1). The relation between different 

parts of this causal model is tested in a mediation test described in H5. H5 provides the 

answer to the fourth research question. 

 

Figure 1.1 The effect of buddy activity on interactions and goal attainment 

 

 

H5. When buddies are more active in online support groups, then partners are more 

likely to achieve their goal because a) the buddies form stronger ties with them, and in 

turn, b) they form stronger ties with group members on average. Support for this 

hypothesis explains how having a buddy who is more active in the group increases the 

chance of goal attainment (abstinence in this context) in online support groups. 

Measuring Tie Strength 

Tie strength refers to the strength of a dyadic social relationship based on the 

amount of time two people spend interacting and other important characteristics of their 

Buddy who is 
more active in 
the group (IV) 

Buddy tie 
strength 

with 
partner 

Partner’s tie 
strength with 

group members 
on average 

Partner’s 
goal 

attainment 
(DV) 

+ + + 
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interactions including frequency of interactions and reciprocity (Granovetter 1973). Tie 

strength is important, e.g., political mobilization messages on Facebook have greater 

impact if network ties are strong (Bond et al. 2012). In addition, group recommender 

systems improve in performance if they include tie strength measures (Quijano-Sánchez, 

Díaz-Agudo and Recio-García 2014). Many researchers have devoted considerable time and 

effort to measuring tie strength in both online and offline settings (Friedkin 1980; Gilbert 

and Karahalios 2009; Marsden and Campbell 1984; Petróczi, Nepusz and Bazsó 2007) and 

these works provide the foundation for the tie measurement approach presented here. 

Frequency is the most commonly measured component of tie strength. It usually 

refers to the frequency of contact between dyads in a relationship (Jeners, Nicolaescu and 

Prinz 2012; Wiese et al. 2015). Examples of variables that are used to evaluate frequency 

are ordinal variables with levels like “once a year” or “more than once a week” (Cummings, 

Butler and Kraut 2002; Granovetter 1973; Marsden and Campbell 1984; Reagans 2011) 

and continuous variables like number of posts, comments, or likes in social media 

(Arnaboldi, Guazzini and Passarella 2013; Burke and Kraut 2014; Gilbert, Karahalios and 

Sandvig 2008; Gilbert and Karahalios 2009; Jones et al. 2013; Panovich, Miller and Karger 

2012). I measure the frequency of messages that a person sends to another person as one 

of the tie strength measures. 

Reciprocity is another key component of tie strength (Granovetter 1973; Friedkin 

1980; Plickert, Cote and Wellman 2007). Strong ties between dyads are those that are 

reciprocated (Friedkin 1980; Petróczi, Nepusz and Bazsó 2007). In previous studies, 

different measures were used to evaluate reciprocity in a relationship including whether 

comments were exchanged on social media (Gilbert, Karahalios and Sandvig 2008), 
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whether applications were shared (Gilbert and Karahalios 2009), and whether interactions 

were non-directional, unidirectional, or bidirectional (Jeners, Nicolaescu and Prinz 2012). 

In this research, I measure the maximum number of consecutive days with bidirectional 

interactions as the tie strength reciprocity measure. 

Other important measures of tie strength relate to the amount of time two people 

spend interacting. This is often assessed based on total contact time, e.g., the total number 

of days where there was contact, i.e., excluding non-contact days (Granovetter 1973; 

Marsden and Campbell 1984; Mathews et al. 1998). Other studies also consider the 

duration of the relationship, by comparing the first and last days (or years) when people 

are in contact, which differs from total contact time because it includes non-contact days 

(Arnaboldi, Guazzini and Passarella 2013; Gilbert and Karahalios 2009; Marsden and 

Campbell 1984; Panovich, Miller and Karger 2012). I measure both total contact time and 

relationship duration as tie strength measures. 

These four tie strength measures share three main characteristics. The first 

characteristic relates to the way that I collect the data. In most offline settings (Marsden 

and Campbell 1984) and even in some online settings (Liberatore and Quijano-Sanchez 

2017; Petróczi, Nepusz and Bazsó 2007), questionnaires are used to calculate the values of 

the variables that are used to estimate tie strength. More recent research uses social media 

data to estimate tie strength (Arnaboldi, Guazzini and Passarella 2013; Gilbert and 

Karahalios 2009; Xiang, Neville and Rogati 2010). Data mining techniques are also used by 

some researchers to predict tie strength from social media data (Sohrabi and Akbari 2016). 

I use the complete record of members’ behavior in a closed online group to measure tie 

strength. The second characteristic is related to the precision of the measurement of tie 
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strength. Earlier studies that evaluated tie strength in offline social networks usually 

partitioned relations into weak and strong ties (Granovetter 1973; Marsden and Campbell 

1984). In this study, like in many recent studies (Arnaboldi, Guazzini and Passarella 2013; 

Gilbert and Karahalios 2009; Petróczi, Nepusz and Bazsó 2007), I use more precise 

continuous or interval measures of tie strength.  

The third characteristic of the measurement approach presented here is related to 

how I address relationship symmetry. Many previous studies assumed that the relations 

between people involved symmetric ties, and so they asked just one person in the dyad 

questions about tie strength (Gilbert and Karahalios 2009; Marsden and Campbell 1984). 

This assumption may be reasonable when ties are assigned dichotomous values such as 

positive/negative or weak/strong. When a quantitative continuous measurement scale is 

employed, many ties are not symmetric anymore. Even when both sides of a tie are active 

members, the strength of ties can differ. Like Petróczi, Nepusz and Bazsó (2007), I consider 

asymmetric relations when I calculate tie strength, except for the reciprocity measure 

which is symmetric in nature. 

Research Methods 

Setting 

I conduct analyses using the data from the Tweet2Quit project. This project is a real 

treatment program funded by NIH for designing effective Twitter-based online support 

groups for quitting smoking. Participants were selected based on the requirements listed in 

the research protocol that is posted on clinicaltrials.gov. Selected participants were 

organized into online groups of 20 members which is the size of social network for an 
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average person (Trusov, Bodapati and Bucklin 2010). Other studies have also used a similar 

number of members in their support groups both for online (Napolitano et al. 2013) or offline 

contexts (May et al. 2006a; Tevyaw et al. 2007). 36 online support groups were studied from 

2016 to 2019 (N = 720). Within each group, the members were added at the same time, and 

they followed each other on Twitter for 90 days. Also, the groups were set up to be private, 

in that no outside members could follow or be followed by the group members (similar to a 

standard GroupMe setup). Therefore, the basic structure of each online group did not 

change during the 90 days. The only communication medium between group members was 

tweeting within the group. When a member posted within the group, all other members 

could see the posts. The demographics of members in a group were not disclosed to other 

members of the group. Unless they self-disclose their information in their messages, they 

cannot develop relationships with others based on similarity in demographics. 

When organizing each support group, pairs of group members were assigned to 

serve as each other’s buddy, so there were 10 buddy pairs in each 20-member group. 

Buddies were assigned based on being the same gender (male or female); and then based 

on similarity in age, geographic location (according to zip code), and years of education, 

with equal weight assigned to each of these three factors. Members were informed of their 

buddies via email, when their online groups started, but members were not told how their 

buddies were selected. Members communicated with their buddies in the same way that 

they communicated with the non-buddy members. They were advised to develop good 

relations with their buddies. However, they could choose not to do so. 

The length of the program for each group was 90 days. All group members were 

advised to quit smoking during the first 10 days. To have data about goal attainment in 
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each group, abstinence information was collected from members after one month (initial 

abstinence) and after 3 months (maintained abstinence) in the program. Each member 

received free FDA-approved nicotine replacement therapy (NRT) patches which last for at 

least 8 weeks to help them with quitting. 

When online group members tweet, they can use “@username” to mention other 

specific members of the community. On Twitter, replying to a tweet automatically creates a 

mention, i.e., it adds @username. Tweets involving mentions are viewable to the entire 

online group, but the intended recipient who is mentioned may be notified of the mention, 

if this type of notification has been activated on the recipient’s mobile or other device. It 

has been estimated that 25.4% of all Twitter posts mention someone (Huberman, Romero 

and Wu 2009). Mentions are an important sign of existing relationships between Twitter 

users (Huberman, Romero and Wu 2009). In this study, mentions were used to evaluate the 

tie strength between online support group members. When member m1 mentions member 

m2 in a tweet, this is considered as a post from m1 to m2 (m1 → m2). Note that members 

may mention more than one other member in a tweet. For example, m1 may mention both 

m2 and m3 in the same tweet. This is counted as one mention from m1 to m2, and one 

mention from m1 to m3 (like when you email the same message to several people). 

Dependent and Independent Variables 

Abstinence Status The main dependent variable in this research is abstinence 

status, which measures a member’s goal attainment. It is used to evaluate how successful 

the online support group members are in achieving their goal. Using surveys, 7-day 

abstinence data were gathered from each group member at the end of the first month and 

third month. For the analyses in this chapter, the first thirty days are considered as time 
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frame 1 and the next sixty days are considered as time frame 2. Time frames are designed 

to not be equal in length so that they represent different phases in the quitting process. If 

members smoke during the last seven days of the time frame when they fill out the survey, 

they are considered as non-abstinent. They can still use NRT patches (which are part of the 

study) and be counted as abstinent from smoking. Abstinence data is used as the 

dependent variable for hypotheses H1 and H5. 

Buddy Activity The overall activity of a buddy in the group is the main independent 

variable in the analyses of this chapter. This variable is defined for each member during a 

time frame and is measured in terms of the average number of posts to the group per day. 

In hypotheses, the effect of a buddy’s activity level on the partner’s goal attainment and the 

level of interactions with others in the group is evaluated. 

Tie Strength Measures I used four quantitative and continuous tie strength 

measures to evaluate members’ engagement with others during each time frame in online 

support groups. Analyzing tie strength provides a better understanding of the dynamics of 

buddy systems in online support groups, which made my results generalizable to other 

types of online support groups. The tie strength measures that I defined and used here are 

quite general and are applicable to various types of online communities. I used mentions of 

members in tweets to calculate each measure. For the remainder of this chapter, m1 and m2 

refer to a member and one of his/her peers in an online support group respectively. 

The first measure of tie strength is frequency per day. For a specific time frame, I 

evaluated the frequency per day of the relationship from member m1 to member m2 (m1 → 

m2) by calculating the average number of times in a day that m1 mentioned m2 during that 

time frame. Frequency per day may be asymmetric, meaning that the frequency of the 
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relationship m1 →m2 may be different from the frequency of the relationship m2 →m1. Since 

the lengths of time frames are not equal, I used a daily average instead of the total numbers. 

This enabled me to have the same scale for the tie strength frequency across different time 

frames. 

The second measure of tie strength is the level of reciprocity days. For a specific 

time frame, the longest number of reciprocated days refers to the count of consecutive days 

that both members of the dyad, members m1 and m2, mentioned each other at least once. I 

used the longest number of reciprocated days, and then converted this to a percentage of 

the total number of days in the time frame, so that I have the same scale across time frames. 

This measure is similar to the Snapstreaks measure used by Snapchat. Since this measure 

evaluates reciprocity in a dyad, unlike the previous measure, it is symmetric by nature. This 

means that the value of reciprocity days for the relationship m1 → m2 is equal to the value 

of reciprocity days for the relationship m2 → m1.  

The third measure of tie strength is contact days. For a specific time frame, I 

computed the contact days for the relationship m1 →m2 by calculating the percentage of 

days that member m1 mentioned member m2 at least once. Like frequency, contact days 

may be asymmetric in a dyad, that is, the contact days for m1 → m2 may be different from 

the contact days for m2 →m1. Using percentages enabled me to have the same scale for 

contact days across time frames of different lengths. 

The fourth measure of tie strength is duration of contact. For a given time frame, I 

calculated the difference between the first day and the last day that member m1 mentioned 

member m2. Then I converted this number to a percentage of the total days for the time 
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frame, to allow me to have the same scale across different time frames. Duration of contact 

can also be asymmetric in a dyad. 

I calculated four measures of tie strength between different types of pairs as 

dependent variables and mediators for the hypotheses. These pair types include the tie 

from a buddy to the partner, the tie from a buddy to everyone else in the group except the 

partner on average, and the tie from a member (buddy’s partner) to other people in the 

group on average. 

Analyses Approach 

Information about goal attainment (abstinence) from online support group 

members was gathered at the end of each time frame. Each record in my final data set 

contains information about member m1 during a time frame. I only included members for 

whom the abstinence data exists for that time frame. Each record contains data about m1‘s 

group identification number (id), time frame, m1‘s member id, m1‘s buddy activity level, tie 

strength from m1 to other people in the group on average (four tie strength measures), tie 

strength from m1’s buddy to m1 (four tie strength measures), tie strength from m1’s buddy 

to other people except m1 in the group on average (four tie-strength measures), and m1’s 

abstinence status. 

To test the first hypothesis (H1), I examined the effect of m1‘s buddy activity level on 

m1’s abstinence status. I used a generalized linear mixed model with a binary logistic 

regression for the dependent variable (DV) in SPSS. Since more than one record for each 

member may exist (for different time frames), time frame was specified as a repeated 

measure in the model. The DV was m1‘s abstinence status. The fixed effects were m1‘s 

buddy activity, time frame, and the interaction between them time frame × m1‘s buddy 
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activity. The random effect was group id. If there was a significant interaction effect, then I 

did follow up tests to see how the effect of m1‘s buddy activity was different on the DV 

within each time frame. 

To test the second hypothesis (H2), I examined the effects of m1‘s buddy activity 

level in the group on the tie strength from m1‘s buddy to m1, using the four tie strength 

measures. For this test, I used the generalized linear mixed model with time frame as a 

repeated measure and the dependent variable being one of the four tie strength measures 

(frequency per day, reciprocity days, contact days, or duration of contact) for the tie from 

m1‘s buddy to m1. Similar to the first hypothesis, the fixed effects were m1‘s buddy activity, 

time frame, and the interaction between them time frame × m1‘s buddy activity. The 

random effect was group id. To test this hypothesis, I ran four separate tests in SPSS, one 

for each tie strength measure. 

For H3, I compared the tie that m1‘s buddy made with m1 with the ties that m1‘s 

buddy made with other members in the group except m1 on average, using the four tie 

strength measures. These are two levels of pair type for the records related to m1‘s buddy 

that were used for this hypothesis. For this test, I used the generalized linear mixed model 

with the time frame and pair type as repeated measures and the dependent variable being 

one of the four tie strength measures (frequency per day, reciprocity days, contact days, or 

duration of contact). The fixed effects were the pair type with two levels (tie from m1‘s 

buddy to m1 and tie from m1‘s buddy to others except m1 (mean)), time frame, and the 

interaction between them (time frame × pair type). The random effect was group id. For 

each tie strength measure I ran a separate test. 
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For the fourth hypothesis (H4), I examined the effects of m1‘s buddy activity level on 

the tie strength from m1 to other people in the group (on average), using the four tie 

strength measures. The setup for this hypothesis was exactly similar to the setup for the 

second hypothesis except that for H4 the DV was one of the four tie strength measures 

from m1 to all members in the group instead of the tie strength from m1‘s buddy to m1 

which is the DV in H2. To test this hypothesis, I ran four separate tests in SPSS, one for each 

tie strength measure. 

To test the fifth hypothesis (H5), I evaluated the mediation role of ties from m1‘s 

buddy to m1 and from m1 to other people in the group (which were tested in H2 and H4) in 

the relation between m1‘s buddy activity level and m1‘s abstinence status (which was tested 

in H1). To test this hypothesis, I conducted mediational tests using the Hayes macro for 

SPSS, Model 85, with 5,000 bootstrap samples (Hayes 2018). I conducted a separate test for 

each measure of the tie strength. For each test, the DV was m1‘s abstinence status, the 

independent variable was m1‘s buddy activity level, mediators were the tie from m1‘s 

buddy to m1 and the tie from m1 to other group members (on average), and the moderator 

was the time frame. 

Empirical Results 

Descriptive Statistics 

The average age for all 720 members in the program was 39.28 (SD=9.5) years. 

They were mainly female (80%), white (81%), and educated (67% college and above vs 

33% high school and below); 59% were in a relationship; and 59% were employed. 
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The 720 individuals in the 36 online support groups posted 73,935 times to their 

groups over 90 days (mean=102.69, SD=255.22; median = 39.5); 55% of the posts 

mentioned at least one other individual in the group, 45% did not; and overall the average 

number of mentions per post was 0.81 (SD=1.17). Out of the 720 individuals, goal 

attainment (abstinence from smoking) data was obtained for 606 individuals during time 

frame 1 (84%) and 678 individuals during time frame 2 (94%). Table 1.2 shows the mean, 

standard deviation, and correlations for the four tie strength measures, involving all 

potential ties for the two time frames (N = 27360). 20983 records out of these 27360 

potential ties were 0 (77%). 

 

Table 1.2 Statistics for tie strength measures 

 Mean 
Standard 
Deviation 

1 2 3 

1. Frequency per day (mean) 0.07 0.42    
2. Reciprocity days (%) 0.78 2.86 0.71*   
3. Contact days (%) 2.78 8.69 0.75* 0.81*  
4. Duration of contact (%) 7.48 21.42 0.50* 0.62* 0.83* 

Notes. Mean, standard deviation, and correlations for the tie strength measures (N=27360), *: p<0.001 

 

After aggregating data for each member who had available abstinence data during a 

time frame, I had a table of 1284 records for two time frames. Each record contains data for 

one member in one time frame. Records contain the information about the member’s 

buddy activity level in the group during the time frame, the member’s abstinence status at 

the end of the time frame, the values of tie strength measures from the member to other 

people in the group on average (used for test of H4 and H5), from the member’s buddy to 

the member (used for test of H2, H3, and H5), and from the member’s buddy to non-

buddies on average (used for H3). For H3, I transformed the 1284 records from the wide 
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format to the long format (based on the pair type with 2 levels). The total number of 

records in the long format for H3 was 2568 (1284×2). 

Test of H1 

H1 predicts that those members whose buddies are more active in the group are 

more likely to achieve their goal (abstinence in this context). The result of a generalized 

linear mixed model with binary logistic regression target suggested that having a buddy 

who is more active in the group is related positively to the goal attainment (F(1, 

1280)=4.76, p=0.029). The interaction term for time frame × buddy activity was not 

significant (F(1,1280)=0.31, p=0.575). The main effect for time frame was also not 

significant (F(1,1280)=0.02, p=0.877). This result supports hypothesis 1. See Figure 1.2. 

Results are shown for time frames to simplify the comparison with other figures below. 

 

Figure 1.2 Member’s goal attainment 
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Test of H2 

H2 predicts that the tie strength from the member’s buddy to the member is 

stronger for those members whose buddies are more active in the group. The results of 

linear mixed model tests support H2 for all tie strength measures. For each measure that 

the interaction term time frame × member’s buddy activity was significant, I did follow up 

tests to evaluate the effect of member’s buddy activity on the tie strength measure within 

each time frame. 

The result of the test for the frequency per day measure shows that the interaction 

term for time frame × member’s buddy activity was significant (F(1,1280)= 337.98, 

p<0.001). For time frame 1, a member’s buddy who was more active in the group 

mentioned the member significantly more than a buddy who was less active in the group 

(t=20.89, p<0.001). For time frame 2, the effect was weaker but still significant (t=12.98, 

p<0.001). 

For the reciprocity days measure, the test result shows that the interaction term for 

time frame × member’s buddy activity was significant (F(1,1280)=75.08, p<0.001). The 

follow up test for time frame 1 shows that the longest consecutive days in which a 

member’s buddy had reciprocated relations with the member was significantly greater if 

the member’s buddy was more active in the group, as compared to a buddy who was less 

active in the group (t=9.96, p<0.001). The effect was weaker for time frame 2 but it was still 

significant (t=7.17, p<0.001). 

The result of the test for the contact days measure shows that the interaction term 

time frame × member’s buddy activity was significant (F(1,1280)=98.03, p<0.001). For 

time frame 1, a member’s buddy contact days with the member amounted to a significantly 



27 
 

greater percentage of the time frame days if the member’s buddy was more active in the 

group, as compared to a buddy who was less active in the group (t=14.04, p<0.001). For 

time frame 2, the effect was weaker but still significant (t=9.50, p<0.001). 

For the duration of contact measure, the result of the test shows that the interaction 

term time frame × member’s buddy activity was significant (F(1,1280)=16.23, p<0.001). 

For time frame 1, the duration of the relationship from a member’s buddy to the member 

was a significantly greater proportion of the time frame days for the member whose buddy 

was more active as compared to being less active in the group (t=11.41, p<0.001). For time 

frame 2, the effect was weaker but still significant (t=9.03, p<0.001). 

Overall, the four tie strength measures from the member’s buddy to the member 

were significantly stronger for a member whose buddy was more active in the group. See 

Figure 1.3. 
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Figure 1.3 Tie from member’s buddy to the member 

 

Notes. Solid line = time frame 1, dotted line = time frame 2 
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Test of H3 

Analysis for H3 confirms that buddies formed especially stronger ties with their 

partners as compared to other people (non-buddies) in the group, especially during time 

frame 1. The interaction term was significant for all four tie strength measures frequency 

per day (F(1,2564)=57.04, p<0.001), reciprocity days (F(1,2564)=170.45, p<0.001), 

contact days (F(1,2564)=165.75, p<0.001), and duration of contact (F(1,2564)=121.22, 

p<0.001). I did follow up tests to compare the ties within each time frame. 

In time frame 1, there was a significant difference between the tie from the buddy to 

the partner and the tie from the buddy to other people in the group (mean) in terms of 

frequency of mentions per day (t=7.77, p<0.001), reciprocity days (t=13.49, p<0.001), 

contact days (t=14.01, p<0.001), and duration of contact (t=13.85, p<0.001). 

In time frame 2, the difference between the tie from the buddy to the partner and 

the tie from the buddy to other people in the group (mean) for frequency per day measure 

was not significant (t=1.37, p=0.171). The difference between the tie from the buddy to the 

partner and the tie from the buddy to other people in the group was weaker than time 

frame 1 but still significant for reciprocity days (t=3.13, p=0.002), contact days (t=3.27, 

p=0.001), and duration of contact (t=4.18, p<0.001). See Figure 1.4. 
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Figure 1.4 Tie to the buddy versus tie to a non-buddy (mean) 

 

 
 

 
 
Notes. Comparison between the ties that buddies form with their partners and with non-buddies on average, 
*: p < 0.001. 
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less active in the group. The results of four linear mixed model tests support this 

hypothesis, especially for time frame 1. For each measure that the interaction term for time 

frame × member’s buddy activity was significant, I did follow up tests to evaluate the effect 

of member’s buddy activity on the tie strength measure within each time frame. 

The result of the test for the frequency per day measure shows that the interaction 

term for time frame × member’s buddy activity was significant (F(1,1280)=7.88, p<0.001). 

For time frame 1, a group member whose buddy was more active in the group mentioned 

other people in the group (mentions mean) significantly more than a member whose buddy 

was less active in the group (t=2.47, p=0.014). For time frame 2, the effect was only 

marginally significant (t=1.72, p=0.087). 

For the reciprocity days measure, the test result shows that the interaction term for 

time frame × member’s buddy activity was significant (F(1,1280)=13.83, p<0.001). The 

follow up test for time frame 1 shows that the mean of the longest consecutive days in 

which a member had reciprocated relations with other people in the group was 

significantly greater if the member had a buddy who was more active in the group, as 

compared to a member who had a buddy who was less active in the group (t=3.00, 

p=0.003). The effect was weaker for time frame 2 but it was still significant (t=2.30, 

p=0.022). 

The result of the test for the contact days measure shows that the interaction term 

for time frame × member’s buddy activity was significant (F(1,1280)=10.10, p=0.002). For 

time frame 1, a member’s contact days with other people in the group (mean) amounted to 

a significantly greater percentage of the time frame days if the member had a buddy who 

was more active in the group, as compared to a member who had a buddy who was less 
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active in the group (t=2.59, p=0.010). For time frame 2, the effect was not significant 

(t=0.31, p=0.758). 

For the duration of contact measure, the result of the test shows that the interaction 

term time frame × member’s buddy activity was significant (F(1,1280)=12.61, p<0.001). 

For time frame 1, the duration of the relationship with other people in the group (mean) 

was a significantly greater proportion of the time frame days for a member with a buddy 

who was more active in the group, as compared to a member with a buddy who was less 

active in the group (t=3.74, p<0.001). For time frame 2, the effect was not significant 

(t=0.38, p=0.702). See Figure 1.5. 
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Figure 1.5 Tie from a member to other people in the group 

 

Notes. Solid line = time frame 1; dotted line = time frame 2. 
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Test of H5 (Mediation Test) 

H5 predicts that having a buddy who is more active versus less active in the group, 

by strengthening the tie that the buddy forms with the member and consequently by 

strengthening the tie that the member forms with all people in the group (mean), would 

increase goal attainment (chance of abstinence). For each tie strength measure I ran a 

separate mediation test with time frame as a moderating factor. The results of these tests 

show that for all four tie strength measures, the tie from the buddy to the partner and as its 

result the tie from the partner to other people in the group mediated the positive effect of 

having a buddy who is more active in the group on goal attainment. For all four measures of 

tie strength and for both time frames, the indirect effect of having a buddy who is more 

active versus less active in the group on the goal attainment, with both mediators in the 

model, was significant. Time frame moderated this indirect effect for three tie strength 

measures in the way that the indirect effect was stronger during time frame 1 compared to 

time frame 2. 

For the frequency per day measure, the indirect effect was significant for both time 

frame 1 (indirect effect B=0.0368, 95% CI= 0.0112, 0.1024) and time frame 2 (indirect 

effect B=0.0040, 95% CI= 0.0008, 0.0138). The indirect effect was weaker in time frame 2, 

resulting in negative index of moderated mediation. The confidence interval doesn’t 

include 0, meaning that this negative index is significant (B=-0.0328, 95% CI= -0.0928, -

0.0092).  

For reciprocity days, the indirect effect was also significant for both time frame 1 

(indirect effect B=0.0272, 95% CI= 0.0136, 0.0543) and time frame 2 (indirect effect 

B=0.0032, 95% CI= 0.0004, 0.0089). The indirect effect was weaker in time frame 2, 
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resulting in significant index of moderated mediation (B=-0.0240, 95% CI= -0.0497, -

0.0105). 

For contact days, the indirect effect was significant for time frame 1 (indirect effect 

B=0.0285, 95% CI= 0.0136, 0.0571) and time frame 2 (indirect effect B=0.0069, 95% CI= 

0.0028, 0.0164). The indirect effect was weaker for time frame 2, resulting in significant 

index of moderated mediation (B=-0.0216, 95% CI= -0.0474, -0.0071). 

For duration of contact, the indirect effect was significant for time frame 1 (indirect 

effect B=0.0219, 95% CI= 0.0124, 0.0399) and time frame 2 (indirect effect B=0.0118, 95% 

CI= 0.0057, 0.0248). The indirect effect was consistent across both time frames, resulting in 

non-significant index of moderated mediation (B=-0.0100, 95% CI= -0.0262, 0.0028). Table 

1.3 summarizes the findings for all hypotheses. 

 

Table 1.3 Summary of findings for hypothesis tests 

Hypothesis Result Figure 
H1. More active vs less active buddy in the group → 
partner goal attainment 

Supported Figure 1.2 

H2. More active vs less active buddy in the group → 
tie strength of buddy with partner 

Supported for all four 
measures of tie strength 

Figure 1.3 

H3. Tie strength with partner > tie strength with 
others 

Supported for all four 
measures of tie strength 

Figure 1.4 

H4. More active vs less active buddy in the group → 
tie strength of partner with group members 

Supported for all four 
measures of tie strength 

Figure 1.5 

H5. More active vs less active buddy in the group → 
tie strength of buddy with partner → tie strength of 
partner with group → partner goal attainment 

Supported for all four 
measures of tie strength 

Figure 1.1 
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Discussion 

Summary and Conclusion 

Online support groups have many applications in the fields of health behavior 

change and collaborative learning. An important characteristic of these groups is that 

members seek peer social support to help them pursue their goals. Hence, a main 

requirement for success in these online groups is to have active members who engage with 

others and provide social support to each other. In this chapter, I studied the effects of a 

buddy system on goal attainment and on social support in online support groups. Buddies 

work better if they extend people’s social support networks. I tested to see if and how a 

buddy system that seeks to extend the social support provided in online support groups 

relates to member engagement with others and goal attainment in those groups. 

To evaluate the effects of assigning buddies in online support groups, unique 

research questions were answered in this chapter. First, I looked at the effect of the buddy 

system on goal attainment as the main outcome in the online support groups. Then I looked 

at the dynamics of this effect in online support groups. For this, I evaluated the tie strength 

from the buddy to the member and from the member to all people in the group for 

members whose buddies are more active versus less active in the group. To evaluate the 

overall causal model, I tested the role of the tie from the buddy to the member and the tie 

from the member to all people in the group (when the former affects the latter) as 

mediators in the relation between having a buddy who is more active versus less active in 

the group and member’s goal attainment. I also evaluated the role of time frame as a 

moderator in the mediation tests. In addition, I compared the ties that members form with 

their partners with the ties that these members form with other people in the group. The 
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tie strength measures that I used to evaluate the strength of online peer ties are quite 

general. I used members’ observable posts in online groups to calculate the tie strength 

measures, and specifically their mentions of other members. 

Results indicated that a buddy system can increase the chance of goal attainment, 

improve the level of support received by members and consequently improve the level of 

engagement with others in online support groups for those whose buddies are more active 

in the group. Those who had more active buddies as compared to those who had less active 

buddies in the group had higher chance of goal attainment, had stronger ties from their 

buddies, and had stronger ties to all group members (mean). My analyses confirmed the 

mediation role of the tie from the buddy to the partner and from the partner to people in 

the group (while the former affects the latter) in the relation between having a buddy who 

is more active versus less active and the goal attainment. Also, time frame moderates this 

indirect effect for three measures of tie strength. As a result, the casual model suggests that 

members who were more active in the group provided more support to their partners and 

this made partners more engaged in the relationship with all the people in the group which 

consequently resulted in a higher chance of abstinence for those partners. My analyses also 

confirmed the positive effect of the buddy systems in online support groups by showing 

that buddies who are more active versus less active in the group help their partners more 

than other people in the group. These findings are robust across all four tie strength 

measures. 

Limitations 

The online support groups that I considered in this chapter are goal-based online 

support groups in which all members share the same goal. Health behavior change groups 
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and collaborative learning groups are some examples of such groups. In these groups, 

members benefit from the social support provided by other members. Results presented 

here regarding the benefits of buddies may not be valid for other types of online 

communities such as online gaming communities or online communities that serve as 

direct sales or marketing channels for companies. 

Also, in this study, a specific method was used to assign buddies in the online 

support groups. The buddies were assigned based on similarity in age, gender, geographic 

location, and years of education. Results will likely differ if buddies are chosen in other 

ways, e.g., through random assignment or chronological order of entrance. Therefore, 

demographic and location data should be collected a priori to allow buddies to be assigned 

in the same way as in this study. 
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CHAPTER 2: Adding a Chatbot to Online Support Groups: The Natural 

Language Understanding Component 

Different definitions can be suggested for software bots based on their application, 

intention, interfaces, and hosting environments (Lebeuf, Storey and Zagalsky 2017). In a 

general form, I define software bots as software programs that interact with humans to 

make a conversation with them and/or to do a service for them using text and/or voice 

user interfaces (UIs). 

The history of software bots goes back to the 1950s when Alan Turing brought up 

the idea of his test which requires that a human cannot distinguish between a machine and 

a person who have a conversation over a text channel (Turing 1950). Early software bots 

were designed around the idea of passing the Turing test. ELIZA was one of the earliest 

ones which used keyword matching to analyze the input text and used rule-based decisions 

to generate the output text (Weizenbaum 1966). Another example is ALICE which was 

initially released in 1995 and was three-time winner of the controversial Loebner Prize 

which is annually awarded to the most human-like computer program (Wallace 2009; 

Powers 1998). Mainly after 1990, attempts were begun to enable the software bots to make 

vocal conversations with humans (Glass et al. 1995; Hemphill, Godfrey and Doddington 

1990; Levin et al. 2000; Seneff et al. 1998). Instead of passing the Turing test, the focus in 

these systems was mainly on language understanding and doing specific services such as 

providing transportation information for users (Clementino and Fissore 1993; Blomberg et 

al. 1993; Peckham 1991). However, these systems never got popular like what we know as 

software bots today. 
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Advances in AI and the ubiquity of smartphones initiated a new era of software bots 

in the 2010s (Dale 2016). Software bots that emerged in this era are divided into three 

main categories. The first group of these bots are called messaging chatbots or simply 

chatbots. Chatbots are accounts inside instant messaging applications that are controlled 

by software. People can interact with them individually or they can be added into groups 

which are created inside messaging applications. Chatbots are usually task-based and 

provide specific service or information in a limited domain to users (Klopfenstein et al. 

2017). For example, from inside your Facebook messenger application, you can interact 

with the Kayak chatbot (Booking Holdings Inc. 2020) to search for travel related 

information, or you can use the NBA chatbot (NBA Media Ventures LLC 2020) to get 

information about your favorite NBA team. 

There have been thousands of chatbots developed during the last decade and their 

popularity is still rising. The main driving factors of this massive growth are popularity of 

instant messaging applications and simplicity of integrating chatbots inside them. Since 

2014, many instant messaging applications such as Messenger, Telegram, Skype, Slack, and 

Kik have provided infrastructures for chatbot integration (Klopfenstein et al. 2017). In 

2017, the number of monthly active users only in Facebook Messenger passed 1.3 billion 

(Clement 2019). Businesses, organizations, and any online service provider can take the 

advantage of this potential user-base and they can directly connect to their users or 

customers inside these instant messaging applications instead of developing their own 

applications or attracting customers to their websites. Studies have shown the usefulness 

of using chatbots for different tasks such as controlling Internet of Things (IoT) devices 

(Mardini, Khamayseh and Smadi 2017), tracking food for health purposes (Graf et al. 2015), 
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and enabling parents to get information about their children’s presence at school 

(Chaniago and Junaidi 2019). For more complex services such as a teaching assistant 

chatbot, chatbots are still in their early stages (Smutny and Schreiberova 2020).  

The interaction with chatbots is usually provided through text and other user 

interface (UI) components such as buttons that are provided by the hosting environments. 

Since the main purpose of chatbots is to provide services in a limited domain, they do not 

necessarily need to have natural language processing (NLP) components if it is not 

required for their service. There are different online platforms that provide the necessary 

infrastructures for developers to build chatbots. Pandorabots, one of these platforms, 

claims that more than 275K developers have used this platform to create more than 325K 

chatbots (Pandorabots Inc. 2020). 

Intelligent virtual assistants (Dale 2016) are the second group of software bots. 

They are usually standalone applications with voice and text interfaces that can do several 

tasks such as setting a reminder, searching on the web, and playing music (Hoy 2018). 

Apple’s Siri is the first popular intelligent virtual assistant which was introduced for 

iPhones in 2011 (Gross 2011). Other important software bots in this category are 

Microsoft’s Cortana, Google Assistant, and Amazon’s Alexa. Unlike messaging chatbots, the 

domain of tasks that these virtual assistants can do is not limited. The big companies 

behind these virtual assistants are constantly adding to the bot capabilities and also to their 

domain of activity. Moreover, they have provided frameworks which enable third parties to 

develop new skills for the bots (Amazon.com Inc. 2020; Wang 2019; Google LLC 2020). 

These skills can be used by all users of the intelligent virtual assistants. 
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Although intelligent virtual assistants are voice driven, and users can hold 

conversations with them, their main focus is on doing tasks. There are some practices to 

develop software bots called social chatbots that can make emotional connection with 

users (Shum, He and Li 2018). The social chatbots can usually do some tasks, but their main 

goal is to be a virtual companion for users (Shum, He and Li 2018). Replica and Microsoft’s 

XiaoIce (Zhou et al. 2020) are two important examples of the software bots in this category. 

Social chatbots can be standalone applications like Replica, or they can be software-

controlled accounts in instant messaging applications like XiaoIce. Table 2.1 summarizes 

similarities and differences between different categories of software bots.  

 

Table 2.1 Comparison between different categories of software bots 

 Chatbots Intelligent virtual 
assistants 

Social chatbots 

Focus Doing specific tasks Doing several tasks, can 
learn new skills 

Emotional and continued 
conversations 

Implementation 
platform 

Instant messaging 
applications 

Standalone applications Standalone applications/ 
Instant Messaging 
applications 

Domain Limited  Not limited Not limited 
User interface 
(UI) 

Mainly text and UI 
components in the 
IM application 

Voice, text, image Voice, text, image 

Example Kayak, NBA, Sephora, 
and UNICEF USA in 
Facebook messenger 

Apple (Siri), Google 
(Google Assistant) 
Microsoft (Cortana), 
Amazon (Alexa) 

Replika, Microsoft’s XiaoIce 

 

The interaction with all types of the above software bots is initiated by users. There 

is another type of software bots usually known as social bots that try to emulate the 

behavior of humans and possibly affect their behavior by automatically generating content 

and interacting with them on social media (Ferrara et al. 2016). Although these social bots 
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have many similarities with the above three categories from a technological point of view, 

their goal is completely different. These bots can be considered as the fourth category of 

software bots with negative goals. Social bots usually use the popularity of social media for 

negative purposes such as distributing low-credibility information (Shao et al. 2018) for 

political purposes (Stella, Ferrara and De Domenico 2018; Hegelich and Janetzko 2016) and 

affecting health policies (Broniatowski et al. 2018). Most studies about social bots are 

related to the adversarial role of these bots in social networks (Boshmaf et al. 2013) and 

also to methods for identifying these bots (Davis et al. 2016; Yang et al. 2019).  

In this chapter, I present the design of a software bot as a new component to online 

support groups to improve their performance for members. This bot has a limited domain 

of activity, has natural language processing capabilities, and can be implemented in an 

instant messaging application. Therefore, I put it under the first category of software bots, 

which is chatbots. The main motivational factor for using chatbots is the convenience of 

getting assistance or information (Brandtzaeg and Følstad 2017). For some people, a bot 

also has a social value. They see the bot as an interaction mechanism that can be used to 

improve their social interactions with other people (Brandtzaeg and Følstad 2017). These 

uses make a chatbot a strong addition to online support groups where members seek 

informational and motivational support from others to achieve their goal. 

Context 

Setting 

My chatbot is designed to be implemented into online support groups with a specific 

goal of behavior change. The chatbot was trained and tested on the data from the 
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Tweet2Quit project. I have data from 14 online support groups of 20 members each. These 

groups are a subset of the same groups that were studied in Chapter 1. Members in these 

groups were smokers who joined the program to quit smoking. The groups were created in 

Twitter. In each group, all members were added to the group at the same time and were 

asked to support each other for 90 days by tweeting to the group. 

Roles of the chatbot 

The chatbot that I introduce in this chapter has informational and motivational roles 

in online support groups. All members in the group know that messages come from a 

machine not a human. I want the chatbot to behave like an active member who helps other 

members in the group, especially when it is related to the goal that the group is designed 

for. I also want the chatbot to encourage others in the group to post messages. 

Situations in which I want the chatbot to play the informational role are when 

members in the group ask questions or raise issues related to practices defined by group 

designers and that are also in the direction of the defined goal for the group. For example, 

in the context of smoking cessation support groups, this can be a question or an issue about 

nicotine replacement therapy (NRT). A previous study of online smoking cessation support 

groups shows that specific message contents such as nicotine patches are related to the 

goal attainment of members (Pechmann et al. 2015). If a member asks such a question or 

raises an issue, I want the chatbot to react by sending related information which could help 

the member to know what to do or how to handle the issue. 

The chatbot plays its motivational role when one member provides some 

information about his/her accomplishment or temporarily failure. The chatbot is expected 

to praise accomplishments to make them stronger and more consistent in the member’s 
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behavior and to provide an incentive for other people in the group to achieve similar 

accomplishments. For messages about failures, the chatbot is expected to encourage 

members to try again and recover from failures. 

These are common scenarios in online support groups so that handling them not 

only creates discussions in groups and keeps members more engaged, but also directly 

helps members to more easily achieve their goals for which they joined the group. 

Design 

Chatbot Design 

The main task of the chatbot presented here is to provide information or motivation 

for members in online support groups by responding to their messages in the group. Figure 

2.1 shows the high-level software component design of this chatbot. 

The instant messaging application which hosts the online support groups (for 

example Twitter) provides an API (Application Programming Interface) which allows a 

computer program to connect to the group and read messages from the group or send new 

messages to the group. The chatbot connects to the API through its API connector 

component.  

The Natural Language Understanding (NLU) component is the content analysis 

component that receives a message from the core component and uses machine learning 

models to predict the intent type of the message. This component needs to be trained 

initially so that it can be used for predicting intent types. 

The chatbot needs some rules which specify when and how it should respond to an 

incoming message based on the intent it predicts. The rules are defined in the Rules 
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component. All responses that the chatbot selects from based on the defined rules to 

respond to incoming messages are stored in the Response Base. The Core component is 

responsible for all interactions between other components and the dynamic flow of the 

information in the chatbot. It implements the rules and handles the logical control of the 

chatbot. 

 

Figure 2.1 Chatbot components 

 

 

Based on the chatbot’s defined roles, it is expected to instantly respond to some 

messages which are posted to the group by members. The dynamic flow of information is 

as follows. The chatbot monitors the group and receives a message which is sent to the 

group by a human group member. Then it uses the NLU component to recognize the main 

intent of the message. After that, it uses the defined rules to decide whether to respond to 

the message or not. If it decides to respond to the message, it retrieves an appropriate 
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response from the Response base and sends that response to the group as a reply to the 

initial message. 

The performance of the chatbot highly depends on the performance of the NLU 

component for predicting correct intents of messages. If the chatbot fails to understand the 

main intents of messages, then it cannot respond accordingly. The remainder of this 

chapter is mainly about the NLU component for predicting intents of new incoming 

messages. The design and development of other components are straightforward and are 

not covered here. 

Intents 

Intent is the core meaning and the main purpose of an expression. Intents are the 

main information in the chatbot system which are used to make decisions about how to 

respond to the incoming messages from members. They are identified by the NLU 

component and are used in the Rules component. For Tweet2Quit smoking cessation online 

support groups, 26 intents are considered. These intents are categorized into the following 

main groups: 

Using Nicotine Replacement Therapy (NRT) correctly. These are important 

intents related to the side effects of using NRT products including patches, gums, and 

lozenges, especially when they are not used correctly. I want the chatbot to identify 

messages with these intents and respond to them by providing information on how to use 

the NRT products correctly. Table 2.2 shows seven intents of this category with some 

examples and the appropriate type of chatbot response to them. 
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Table 2.2 Intents about using NRT correctly 

Intent Description Examples Bot response 
NRT_howToUse Asks question or 

gives instructions 
about how to use 
NRT products 

How often should I use the 
lozenges? 
How do I put on the patch? 
Wear them on different 
places. 
Chew it for a little bit and 
put between cheek and 
gum. 

Information about 
using NRT products 

NRT_stickIssue States NRT patch 
won't stick 

I was scared it would come 
off. 
My patch won't stay on. 

Information about 
making the patch 
stick 

NRT_dreams States sleep issues 
related to NRT 
patches 

Did you have a vivid dream 
too? 
I've heard that it isn't a 
good idea to sleep with 
them on. Something about 
dreams and restless sleep. 

Information about 
not using the patch 
while sleeping 

NRT_skinIrritation States NRT patch 
causes skin 
irritation 

When you put on patch, it 
itches really bad. 
Itchy for an hour. 

Information about 
how to prevent NRT 
patch skin irritation 

NRT_mouthIrritation States NRT 
gum/lozenge has 
bad taste, irritates 
throat, or causes 
sense of burning 
or spicy 

The gum has a strong 
nicotine taste. 
The lozenges do not taste 
good. 
The gum burns my mouth. 
It hurts my throat. 

Information about 
preventing gum or 
lozenge mouth 
irritation 

NRT_nauseous States NRT makes 
nauseous or gag 

It made me nauseous. 
I want to throw up. 

Information about 
preventing nausea 
from NRT products 

NRT_OD States NRT is too 
strong and causes 
overdose 

The 21mg patches are 
making me sweat and feel 
bad. 
It was giving me too much 
nicotine. 
I am doing better with the 
14 MG. 

Information about 
correct dose of NRT 
to use  

 

Efficacy of NRT. These intents are mainly related to the efficacy of NRT products. 

The response of the chatbot to these types of intents may be informational or motivational. 

Table 2.3 shows three intents of this category. 
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Table 2.3 Intents about efficacy of NRT 

Intent Description Examples Bot response 
NRT_itWorks States NRT 

works 
The patches work if you're 
determined. 
Lozenges are good. 
I still use the gum for cravings. 
The patch every day and a piece 
of gum when I get a severe 
craving. 

Provide motivation by 
praising the continuous 
use of NRT 

NRT_don’tWork States NRT 
doesn’t work, 
don’t like it, or 
no longer need 
it 

The patches aren’t working that 
great for me. 
The NRTs aren’t for my 
quitting. 
The gum has not made any 
difference at all. 
I don't like the gum. 
I don't need patches or nicotine 
gum. 

Information about NRT 
efficacy and encourage to 
continue to use NRT 

NRT_runOut States NRT will, 
or did, run out 

I will be running out of patches 
sooner than planned. 
I am almost out of patches. 

Information about how to 
get more NRT 

 

Negative emotions. These intents are mainly related to the negative emotions such 

as cravings, stress, and tiredness that arise during quitting smoking. For the messages with 

these intents, I want the chatbot to respond by providing information and motivation that 

help members with managing these negative feelings. Table 2.4 shows five intents of this 

category. 

 

Table 2.4 Intents about negative emotions 

Intent Description Examples Bot response 
fail States smoking 

cigarette 
False start this morning. 
I had a miserable day! Had 2 
today. 

Provide motivation to try 
again, don’t give up 

cravings States feels 
craving to smoke 

Cannot stand the cravings. 
Want to smoke 
Wanting a cigarette. 

Information about how to 
overcome cravings 

stress States feeling 
stressed 

Need something for stress. 
Lots of stress factors. 

Information about how to 
manage stress 
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scared States feeling 
nervous about 
NRT or quit 

I am very nervous to use the 
patch. 
I am scared to fail. 
I am so scared. 

Information about how to 
overcome being scared 

tiredness States feeling 
tired 

I feel like I am about to fall 
asleep. 
I am out of energy. 

Information about how to 
overcome tiredness 

 

Positive actions. These intents are about positive actions or accomplishments 

related to the goal for which members joined the group. For these intents, I want the 

chatbot to respond by praising and motivating members to continue doing positive things. 

Table 2.5 shows five intents of this category. 

 

Table 2.5 Intents about positive actions 

Intent Description Examples Bot response 
support Supporting, 

praising, 
motivating other 
members 

Never give up. 
You can do this! 
Good job. 
Congrats on not smoking. 

Provide motivation by 
supporting more 

smokeFree States success in 
being smoke free 

Still smoke free. 
It has been 13 days since my 
last smoke. 
I've had some severe cravings 
today but worked through 
them. 
Still going strong not 
smoking. 

Provide motivation by 
congratulating for being 
smoke free 

quitDate States something 
about quit date 

Monday October 8th is my 
quit date. 
My quit date is getting closer. 

Provide motivation by 
wishing good luck on the 
quit date 

costs States the cost 
benefits of 
quitting 

Money is another huge 
reason I want to quit. 
Saving for grandsons. 

Provide motivation by 
stressing the benefits of 
saving money 

smokingLess States success in 
smoking less 

A pack a day to 4 cigs. 
Max of three cigs a day. 

Provide motivation by 
congratulating for 
smoking less and 
encourage to quit 
completely 
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Health. These intents are about different health topics such as weight gain. For 

these intents, I want the chatbot to provide related helpful information and tips that are 

useful for members. Table 2.6 shows four intents of this category. 

 

Table 2.6 Non-triggering intents 

Intent Description Examples Bot response 
health State something 

about the relation 
between smoking 
and health 

My health keeps me motivated 
to not smoke. 
I want to quit to be healthier. 

Information about 
smoking and health 

weightGain State something 
about gaining 
weight or eating 
more 

I tend to want to snack more. 
Picked up eating too much. 

Information about 
exercise and diet 

ecigs State something 
about e-cigarettes 

I did vape. 
Menthol juice. 

Information about e-
cigarettes 

cigSmell Complains about 
cigarette smell 

It smelt so disgusting. 
I don’t like the smell of cig. 

Information about how to 
get rid of cigarette smell 

 

Greetings and others. In addition to the above intents, I want the chatbot to 

identify all messages with the intent of greetings. For this intent, I want the chatbot to 

respond by greeting back. Except these 25 mentioned intents, all other potential intents are 

categorized as one non-triggering intent named as “others”. I don’t want the chatbot to do 

anything when it receives a message with an intent identified as “others”. 

Natural Language Understanding (NLU) Component 

In this part, I describe the structure of the NLU component for the Tweet2Quit 

smoking cessation online support groups. However, the ideas and the model are extendable 

to other types of online support groups. The NLU component in my chatbot is basically a 

multi-class classifier for intents. I use machine learning (ML) models to predict intents of 

messages that are posted by members to online support groups. 
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I needed labeled data to train my intent classifier. I had 14 groups with labeled data. 

75% of the data from these groups was randomly selected for the purpose of training. Since 

the data was imbalanced across different intents, I used the SMOTE (Chawla et al. 2002) 

method for oversampling  the training data to improve the performance of the multi-class 

classifier. SMOTE is a widely used oversampling approach which creates synthetic minority 

class samples to make the dataset more balanced. 

Before training the model for intent prediction, I needed to clean and prepare the 

data. I performed several operations on the text of messages to prepare them better for ML 

models. This includes removing mentions and links, removing unnecessary characters such 

as extra white spaces, separating emojis (both Unicode emojis and text emojis) from the 

main text, making the text lower case, and removing stop words such as “the”, “a”, “an”, 

“to”, “and”, and “as”. I also considered Snowball stemming (Porter 2001) of messages which 

algorithmically removes some suffixes such as “ive” and “ly” from words and WordNet 

(Princeton University 2010) lemmatization of messages which replaces different inflected 

forms of a word with one word. But, Snowball stemming and lemmatization did not 

improve the performance of the model and were removed from the final version of the 

code. 

After cleaning the text data, I used the tf-idf (term frequency-inverse document 

frequency) vectorizer to transform the text of messages into numbers which can be used as 

independent variables in the learning model. This is a popular method with good 

performance that considers the frequency of each term in a message and also the reverse 

frequency of the term among all messages. I considered terms consist of up to three words 
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for the vectorizer. Using this method, I had 9168 features (independent variables) for each 

record.  

I used the random forest model for predicting the intents of messages. To test the 

performance of the intent classifier, I used a randomly selected 25% of the labeled data 

from the 14 groups. The complete Python code of my intent classifier is presented in the 

Appendix. 

Result 

Descriptive statistics 

I had 16136 labeled messages from fourteen groups. 25% of these 16136 messages 

were stratified randomly selected for testing and the remaining were used for training. 

Overall, I had 4034 records for testing and 12102 records for training before oversampling. 

Table 2.7 shows the frequency of each intent out of 16136 initial records. As is shown in 

this table, the “others” intent accounts for more than 54% of all messages. On the other 

hand, some intents such as NRT_runOut and NRT_OD are very rare with frequency of less 

than 1% of all messages. This makes the data highly imbalanced. For training, I used 

oversampling to have the same number of messages for each intent except “others”. After 

oversampling, I had 50615 records for training, 6490 messages for others and 1765 

messages for each of 25 other intents. Although oversampling handles the issue of 

imbalanced data, it does not address the problem raised from having a very low number of 

records for some intents. I do not expect the model to have a good performance on these 

very rare intents. These intents are important for the application of the chatbot and I want 
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to keep them in my model. This problem can be solved by adding more data from other 

groups to the dataset which can result in training the chatbot better. 

 

Table 2.7 Intent frequency of records (N=16136) 

Category Intent Number of messages Percentage 

Using NRT 
correctly 

NRT_howToUse 109 0.7 

NRT_stickIssue 78 0.5 

NRT_dreams 77 0.5 

NRT_skinIrritation 54 0.3 

NRT_mouthIrritation 52 0.3 

NRT_nauseous 45 0.3 

NRT_OD 25 0.2 

Efficacy of 
NRT 

NRT_itWorks 274 1.7 

NRT_don’tWork 91 0.6 

NRT_runOut 16 0.1 

Negative 
emotions 

fail 350 2.2 

cravings 276 1.7 

stress 204 1.3 

scared 119 0.7 

tiredness 49 0.3 

Positive 
actions 

support 2353 14.6 

smokeFree 1165 7.2 

quitDate 511 3.2 

costs 139 0.9 

smokingLess 88 0.5 

Health health 310 1.9 

weightGain 143 0.9 

ecigs 116 0.7 

cigSmell 111 0.7 

Greetings greetings 728 4.5 

Others others 8653 53.6 

 

Intent classification 

From 4034 test records, 2910 records were classified correctly. This gives the 

overall accuracy of 72%. Out of 4034 records, 1871 records had a triggering intent (all 

intents except “others”). My intent classifier predicted a triggering intent for 1008 records 
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from which 821 predictions were correct. This provides the precision of 81.4% for 

triggering intents, meaning that if my classifier predicts a triggering intent for a message, 

the probability that the prediction is correct is more than 0.81. Also, the recall (sensitivity) 

for the non-triggering intent (“others”) is more than 96%, meaning that less than 4% of 

messages with the non-triggering intent are predicted incorrectly as having a triggering 

intent. On the other hand, the recall for the triggering intents is 44%, meaning that my 

classifier predicts a correct triggering intent for about 44% of messages with a real 

triggering intent. Figure 2.2 shows the complete confusion matrix for the test data of my 

intent classifier. Rows show actual intents and columns show predicted intents. The 

numbers on diagonal show the number of correct predictions for each intent. In the next 

part, I discuss more why I am interested to have higher precision as compared to higher 

recall for triggering intents. This results in having many non-zero numbers in the last 

column of Figure 2.2 which shows many messages with triggering intents are classified as 

“others” which is the non-triggering intent. 
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Figure 2.2 Confusion matrix for the intent classifier (N=4034) 

 

 

Table 2.8 shows the aggregated data for true positive (TP), false positive (FP), false 

negative (FN), support, precision, and recall for each category of intents in the test dataset. 

For each intent, TP is the number of records that are correctly classified with that intent, FP 

is the number of records that are incorrectly classified with that intent, FN is the number of 

records with that intent that are incorrectly classified with a different intent, and support is 

the number of records with each intent in the test dataset (TP+FN). The aggregated data for 

TP, FP, FN, and support for each intent category in Table 2.8 are the sums for all intents in 
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that category. Precision shows what percentage of messages that are predicted as one 

intent actually had that intent (TP/TP+FP). Recall shows what percentage of messages with 

one intent are classified correctly with that intent (TP/TP+FN). 

 

Table 2.8 Classification report for the test dataset (N=4034) 

Intent category TP FP FN Support Precision (%) Recall (%) 

Using NRT correctly 19 1 90 109 95.0 17.4 

Efficacy of NRT 11 9 85 96 55.0 11.5 

Negative emotions 61 28 189 250 68.5 24.4 

Positive actions 533 101 531 1064 84.1 50.1 

Health 69 15 101 170 82.1 40.6 

Greetings 128 33 54 182 79.5 70.3 

Others 2089 937 74 2163 69.0 96.6 

 

For the intent category of using NRT correctly, the classifier had great precision. 

Although it only caught about 20% of messages with these types of intents, 95% of those 

messages identified with those intents were classified correctly. For the intent category of 

efficacy of NRT, the classifier had a moderate performance. It only caught about 10% of 

messages with these types of intents and only 55% of those which were classified with 

these intents were classified correctly. The main reason for the weak performance of the 

classifier for this category is the low number of records in this category which is the lowest 

among all categories. The classifier had acceptable performance on the negative emotions 

category with precision of 68% and recall of 24% for this category. The best and the most 

robust performance of the classifier was for the categories of positive actions, and of health 

with very high precisions and good recalls. Greetings had also very good precision and 

recall, but this intent has the least importance compared to other triggering intents. For the 
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non-triggering intent “others”, the recall is very high, and precision is also good which is a 

great outcome for the classifier. I discuss this more in the next part. Adding more data, 

especially for intents that have low support, can significantly improve the performance of 

the classifier. 

General Discussion 

Findings 

In this chapter I presented a design for the chatbot with natural language processing 

capabilities that can be added to online support groups and provide informational and 

motivational support for the members to help them more easily achieve their goal for 

which they joined the group. The chatbot is intended to send a set of discrete one-time 

messages to the group in response to the members’ messages which seek information or 

motivation instead of making continuous conversations with members. Unlike social 

chatbots such as XiaoIce whose goal is mainly to make continuous emotional interactions 

with users and its success is evaluated by measures such as Conversation-turns Per Session 

(Zhou et al. 2020), the functionality performance of chatbots is dependent on the quality of 

the task or the data that they provide for users. The quality of the service provided by the 

chatbot presented here is highly dependent upon recognizing the intent of members’ 

messages to which the chatbot wants to respond. This is the responsibility of the NLU 

component of my chatbot. Therefore, the NLU component determines the performance of 

the chatbot. This component is basically a multi-class classifier for intents. The rules that 

define the chatbot behavior depend on the intents that are predicted by the NLU 
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component. In this chapter I mainly focused on the design and development of the NLU 

component. Developing other components is a straightforward task. 

I considered 26 different intents in 7 categories (2 categories have only 1 intent 

each) for labeling messages in the dataset.  While messages with the non-triggering intent 

account for about 54% of all records, some triggering intents, especially most of the 

important NRT related ones, have frequency of less than 1% in the studied online support 

groups. I needed to keep these low-frequent intents because they are important, and I want 

the chatbot to respond to them. This makes the data from the online support groups highly 

imbalanced. One method to address the issue of imbalanced data especially when the data 

set size is not large enough is oversampling. The SMOTE (Chawla et al. 2002) oversampling 

method worked very well for my case. I used this method to have the same number of 

records for each intent except “others” for training the NLU classifier.  

I intentionally wanted to have more records for the “others” intent in the training 

dataset because I wanted the intent classifier to give more weight to the non-triggering 

intent rather than triggering intents which is a good thing for the chatbot. High precision, 

which shows a low false positive, is much more important than high recall, which shows a 

low false negative, for the chatbot when I want to identify triggering intents. It is not a big 

problem if the chatbot misses some triggering intents by predicting them as non-triggering. 

However, it is very bad to predict a non-triggering intent as a triggering one or to predict a 

triggering intent as another incorrect triggering intent. For this reason, I made the training 

data balanced among triggering intents but kept it imbalanced compared to non-triggering 

intents. The imbalanced pattern of data among triggering and non-triggering records which 

gives more weight to the non-triggering intent (“others”) provides higher precision as 
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compared to higher recall for predicting triggering intents which is in the favor of my 

chatbot. My intent classifier achieved the total precision of more than 81% for triggering 

intents on the test data. It can also identify the correct intent for more than 44% of 

messages with triggering intents. The high precision value for triggering intents shows that 

most messages with triggering intents which are not classified correctly are classified as 

the non-triggering intent. This aligns with my goal of higher precision as compared to 

higher recall for triggering intents. Among all intent categories, the classifier had the best 

performance for the positive actions and health categories while the most challenging 

category was the efficacy of NRT. Adding data from new groups to the dataset can improve 

the classifier performance for all categories especially those with small number of records. 

Adding a chatbot is beneficial to an online support group by providing members 

with additional information and motivation, and also by improving their engagement in the 

groups.  This can help members to achieve their goal more easily.  

Limitations and next steps 

The intent classifier presented in this chapter is not a general intent classifier. It is 

trained for online support groups with the goal of quitting smoking. More studies are 

required to see if this type of intent classifier works fine for other type of online support 

groups. The classification result is also dependent upon the defined intents. If there is a 

need to change the set of intents, the labels must be updated, and the result may change. 

I used more than 16000 labeled records from 14 online support groups for training 

and testing. Having access to labeled data for other types of online support groups is 

necessary for training the chatbot. My data was highly imbalanced. For some important 

intents such as NRT_runout or NRT_od, I had a very small number of records. This highly 
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affected the performance of the classifier for these rare intents. Data from more groups is 

required to improve the performance of the chatbot for these intents. 

To have an operational chatbot which can be added to online support groups in 

messaging applications like Twitter, other components of the chatbot must be developed. 

This includes writing the code for the API connector which enables the chatbot to read the 

messages that are posted to the group and to send messages to the group, using the intents 

to define the rules for handling each situation when the bot reads a message from the 

group, providing appropriate answers to be sent to the group for each situation which are 

defined by rules, and developing the core component of the chatbot which connects all 

other components together and implements the business logic of the chatbot.  

In this chapter I presented the design for the chatbot and I also developed and 

tested an intent classifier which enables the chatbot to respond to members’ messages 

appropriately. This chapter provides a framework for future empirical studies evaluating 

the effects of adding a chatbot to online support groups. Such studies can provide an 

evaluation of the overall performance of chatbots in online support groups. This includes 

answering the following questions: What is the effect of adding a chatbot on members’ goal 

attainment in online support groups? What are the effects of adding a chatbot on group 

dynamics such as interactions between members in the group? How do messages from the 

chatbot affect the content of humans’ messages in the group? Randomized control trial 

experiments are required to answer to these important questions. 
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APPENDIX: Source Code of the Bot Intent Classifier 

The Python code for the intent classifier is given below. Python is one the best and 

widely used programming languages for developing data products. There are lots of 

libraries which provide the required functionalities for developing different types of data 

and machine learning products from beginning to end. I also considered using a third-party 

framework for developing the chatbot. However, the initial results were not promising. 

These frameworks may work well for the type of more popular chatbots such as customer 

relation chatbots compared to our specific chatbot which is to work inside online support 

groups. On the other hand, the classifier component in those frameworks is usually a black 

box and developers do not have much control over it for customization. For these reasons, I 

developed my own code using popular classification and machine learning libraries in 

Python. The code is composed of the following main parts. Additional comments are added 

inside the code for more clarification. Comments are the lines which start with “#” sign. 

Loading libraries. The first step is to load all of the libraries which provide 

required functionalities for operations such as data wrangling, machine learning modeling, 

and reporting. 

Reading the data files. This is to read the raw labeled data for all groups. The data 

for each group is in one Excel file. 

Cleaning the data.  This is an important step which significantly improves the 

quality of data for using it in machine learning models. I cleaned both intents and messages. 

This includes removing links and mentions, separating emojis from the message, removing 

unnecessary characters such as extra white spaces, converting verbs from contracted form 

to uncontracted form, etc. At the end of this step, I looked for obvious inconsistencies in 
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labeling. Inconsistencies happen when same message is labeled differently in at least two 

different records. I also developed functions for applying stemming and lemmatization. 

However, they did not improve the performance of classifier and I did not use them in the 

final version. 

Vectorizing the text. The data cannot be used in classification models in the text 

format. The data must be transformed into a numerical format which can be used in 

machine learning models. I used tf-idf method for vectorization and I removed some stop 

words before vectorization. 

Partitioning the data for training and test. 25% of all records were stratified 

randomly selected for testing. The remaining data was used for training. Since the data was 

totally imbalanced, I used SMOTE method for oversampling and making the number of 

records for triggering intents equal. The number of records for the non-triggering intent 

was intentionally kept higher than triggering intents. This provides more precision as 

compared to recall for triggering intents. 

Reporting functions. In this part I define functions that later will be used for 

reporting the result of classification. These functions generate confusion matrix, report 

detailed precision, and recall for each intent, and save the results in a file in addition to 

show it on screen. 

Training and testing. The last part uses the random forest classifier in the sklearn 

library for training the model. It then applied the trained model on test data and uses the 

earlier defined functions to report the result. 
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