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A Bayesian Phylogenetic Classification of Tuṕı-Guarańı

Lev Michael, Natalia Chousou-Polydouri, Keith Bartolomei

Erin Donnelly, Vivian Wauters, Sérgio Meira, Zachary O’Hagan∗

Abstract

This paper presents an internal classification of Tuṕı-Guarańı based on a Bayesian

phylogenetic analysis of lexical data from 30 Tuṕı-Guarańı languages and 2 non-Tuṕı-

Guarańı Tupian languages, Awet́ı and Mawé. A Bayesian phylogenetic analysis using

a generalized binary cognate gain and loss model was carried out on a character ta-

ble based on the binary coding of cognate sets, which were formed with attention to

semantic shift. The classification shows greater internal structure than previous ones,

but is congruent with them in several ways.1

1 Introduction

This paper proposes a new classification of the Tuṕı-Guarańı (TG) language family based on

the application of computational phylogenetic methods to lexical data from 30 TG languages

∗Affiliations for the authors of this paper are: Chousou-Polydouri, Donnelly, Michael, O’Hagan—
University of California, Berkeley; Meira—Museu Paraense Eḿılio Goeldi; Bartolomei,
Wauters—Independent Scholar.
1We are indebted to Sebastian Drude, Françoise Rose, Eva-Maria RöBler, and Rosa Vallejos, who kindly
shared unpublished lexical data from Awet́ı, Emerillon, Aché, and Kokama-Kokamilla, respectively. Noé
Gasparini provided access to data on Yuki and Anambé. We thank Françoise Rose and audiences at
*dhworom, a UC Berkeley historical linguistics working group, the 2013 Workshop on American Indigenous
Languages at the University of California, Santa Barbara, and Amazonicas V, in Belém, Brazil, for helpful
comments on earlier versions of this work. Diamantis Sellis facilitated the automated binary coding of
the dataset and developed scripts to verify consistency between comparative and cognate lists. This work
was supported by an NSF DEL award (#0966499 Collaborative Research: Kokama-Kokamilla (cod) and
Omagua (omg): Documentation, Description, and (Non-)Genetic Relationships) awarded to Lev Michael,
and a UC Berkeley Social Science Matrix seminar grant awarded to the same author.
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and two non-TG Tupian languages, Mawé and Awet́ı, which serve as outgroups for the phy-

logenetic analysis. This analysis successfully replicates many of the lower-order subgroups

proposed in previous classifications (e.g., Rodrigues (1984/1985)), but yields a significantly

more articulated tree structure that includes higher-order subgroups that do not emerge in

any previous internal classification of the family (cf. Rodrigues and Cabral (2002)). Phy-

logenetic methods have been extended to the study of Austronesian,2 Indo-European,3 and

Pama-Nyungan (Bowern and Atkinson 2012). However, with notable exceptions (Walker and

Ribeiro 2011), these methods have not been applied to language families of South America.

Our results indicate that TG exhibits a relatively nested structure mainly consisting of

small groups splitting off from large ones. At the highest level this is manifest in a first-order

split between Kamaiurá and the rest of the family, which we call ‘Nuclear Tuṕı-Guarańı’.

Nuclear TG consists of three subgroups: a small Eastern group consisting of Avá-Canoeiro,

Ka’apor, and Guajá; a medium-sized Central group consisting of two branches, 1) Tapirapé,

Parakanã, and Tocantins Asurińı, and 2) Xingú Asurińı, Anambé, and Araweté; and the

massive Peripheral group, consisting of the remainder. Peripheral likewise splits into three

groups – two small ones consisting of Wayamṕı and Emerillon, and Kayab́ı and Parintintin

– and then the large Diasporic group, consisting of the remainder.4

1.1 The Tuṕı-Guarańı Family: An Overview

The Tuṕı-Guarańı family includes over forty recognized varieties, with members in Brazil,

Argentina, Bolivia, French Guiana, Paraguay, and Peru (Figure 1).5 Despite its geographical

extent, the time depth of TG is generally believed to be 2,000 to 3,000 years (Noelli 2008), less

than that attributed to the larger Tupian stock of which it is a part (Rodrigues and Cabral

2012). Some TG varieties exhibit significant mutual intelligibility; others, in contrast, diverge

radically from the typical TG grammatical profile, as in the case of Kokama-Kokamilla

(Cabral 1995), Omagua (Michael 2014), Aché (RöBler 2008), and Xetá (Rodrigues 1978).

2Gray et al. (2009); Greenhill and Gray (2005, 2009); Greenhill et al. (2010).
3Bouckaert et al. (2012); Chang et al. (2015); Forster and Toth (2003); Gray and Atkinson (2003); Nakhleh
et al. (2005); Ringe et al. (2002); Warnow et al. (2004).

4The reader is referred to §5.1 for further details.
5Shaded areas correspond to widespread languages. For language names and abbreviations, see Table 1.
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Figure 1: Earliest Known Distributions of Tuṕı-Guarańı Languages

The most influential classification of TG is Rodrigues (1984/1985), which is based on

a combination of geographical criteria and postulated sound changes. This classification

divides the family into eight subgroups, but does not propose any higher-level subgroups,

yielding a rake-like structure for the family. Dietrich (1990), using quantitative distance

measures on a grammatical feature dataset, argued for a more articulated structure, propos-

ing two main branches, a southern and an Amazonian one. Rodrigues and Cabral (2002)

added languages for which new data had become available, changed the position of certain

languages, and proposed a subgroup corresponding roughly to Dietrich’s Amazonian branch.6

2 Dataset

The classification presented in this paper is based on the study of lexical evolution in Tuṕı-

Guarańı languages. As is standard in studies of this type, the empirical basis of this clas-

sification is a comparative lexical database. Data collection for this lexical database relied

on harvesting words in the target Tuṕı-Guarańı languages corresponding to 543 meanings,

6Other historical works on TG include Jensen (1989, 1998, 1999), Mello (2000, 2002), Rodrigues and Dietrich
(1997), and Schleicher (1998).
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including numerals, body parts, plants, animals, kinship terms, natural features and phe-

nomena, material culture items, and culturally and areally appropriate adjectives and verbs.

These selected meanings were glossed in English, Spanish, Portuguese, and French to fa-

cilitate data collection from the wide variety of sources available to us. To increase the

likelihood of finding cognates, near synonyms were also harvested from lexical sources.

As we discuss below, once the initial phase of cognate set construction was completed, we

were able to search for cognates on the basis of their predicted forms in particular languages,

using sound correspondences evident in the data. This latter search process effectively freed

us from dependence on the meanings in the comparative list. Note that our original set of

meanings was expanded from 500 to 543 meanings to include what emerged to be common

meanings in cognate sets that were outside of our initial set of meanings (see §3).

Lexical data was collected from 30 Tuṕı-Guarańı languages spanning all eight conven-

tionally recognized subgroups, as well as from two non-TG Tupian languages, Awet́ı and

Mawé, which serve as outgroups for the phylogenetic analysis. The 30 TG languages that

were selected include all languages for which we had access to non-trivial quantities of lexi-

cal data. Table 1 lists these languages, our abbreviations, and the lexical coverage for each

language, that is, the percentage of meanings for which we found lexical items.

The lexical coverage in our dataset ranges from 20% (Ñandeva) to 98% (Tembé), with

a mean of 71%. It should be noted that some researchers exclude low-coverage languages,

using some arbitrary percentage, e.g. 50%, as a cutoff (Bowern and Atkinson 2012). However,

in the biological phylogenetic literature, simulations and empirical studies have shown that,

while organisms with a lot of missing data (corresponding to low-coverage languages), such

as fossils, can sometimes cause the resulting phylogenetic trees to be poorly resolved, such

organisms can often be accurately placed on phylogenetic trees, and can even increase tree

resolution (Wiens 2003; Wiens and Morrill 2011). For this reason, we did not exclude any

language based solely on its coverage percentage.7

We close the description of our dataset with a discussion of our choice of outgroup

7It is worth noting, in response to a reviewer’s comment expressing concern over the effect of low coverage
languages, that we did test the effect of removing low-coverage languages such as Ñandeva, Xetá, and
Anambé from the analysis. We found that these exclusions tended to increase the posterior probabilities
of certain nodes (i.e., increased support for certain subgroups) by mostly modest quantities, while they did
not affect the tree topology.
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Table 1: Languages Included in the Dataset

Language Abbr. % Language Abbr. %

Aché ach 85% Ñandeva ñan 20%
Anambé anb 31% Omagua oma 89%
Araweté arw 55% Parakanã park 75%
Avá-Canoeiro ava 51% Paraguayan Guarani PG 94%
Awet́ı awe 76% Parintintin part 85%
Chiriguano chir 80% Pauserna paus 58%
Emerillon eme 77% Siriono sir 82%
Guajá guaj 45% Tapiete tapt 84%
Guarayu gyu 86% Tapirapé tapr 69%
Ka’apor kaa 83% Tembé tmb 98%
Kaiowá kai 39% Tocantins Asurińı toc 83%
Kamaiurá kam 75% Tupinambá tpn 94%
Kayab́ı kay 59% Wayamṕı way 89%
Kokama kok 89% Xetá xet 33%
Mawé maw 80% Xingú Asurińı xing 50%
Mbyá mby 83% Yuki yuk 80%

languages, and why it is necessary to include outgroup languages in the first place. We

begin by noting that actual evolutionary trees are intrinsically ‘rooted’, in the sense that

the direction in which time flows along branches of the trees is fixed by the position of

each branch relative to the root node. Some methods for producing evolutionary trees

automatically yield rooted trees, e.g., the Comparative Method, where rooting is achieved

by a process of reconstruction, which identifies the ancestral state for each character, that is,

the proto-sound or proto-form (Crowley and Bowern 2010). However, certain combinations

of data types and methods, such as lexical data analyzed with phylogenetic algorithms,

do not involve direct identification of ancestral states. Moreover, phylogenetic algorithms

generally operate on unrooted trees to increase their speed. For both reasons, phylogenetic

algorithms require an a posteriori rooting procedure that identifies the position of the root.

The most common technique is the outgroup method, which relies on a priori knowledge

of an ‘outgroup’ language, that is, a language that is known to be closely related but not

belonging to the group of languages under study (the ‘ingroup’). In applying the outgroup

method, the outgroup language is included in the phylogenetic analysis and then the inferred
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trees are rooted where the outgroup joins the rest of the tree, since that is the point, ex

hypothesi, at which the ingroup split from the outgroup. Ideally, multiple outgroup languages

are incorporated into the analysis, including the most closely related outgroup language, and

the most distantly related outgroup language is used for rooting.

We are fortunate that there is a consensus in Tupian comparative linguistics regarding

the non-TG languages most closely related to the TG family. In particular, Awet́ı is believed

to be the sister language to all TG languages, and Mawé is believed to be the sister to the

Awet́ı-Tuṕı-Guarańı clade.8 This makes these two languages ideal outgroup languages. We

included both in our dataset and we rooted the trees with Mawé.

3 Cognate Sets and Character Coding

Phylogenetic analyses are based on the comparison of homologous features, that is, features

that are descended from a feature found in a common ancestor. Given the fact that our

comparative data is lexical in nature, and inspired by the goal of modeling lexical evolution

as closely as possible on the Comparative Method, we chose cognate sets as the basis of

the homologous features used in the analysis. In particular, we selected our characters to

be the presence or absence of a form belonging to a particular cognate set in a particular

language. Whether a language exhibits, or fails to exhibit, a reflex of a given proto-form is

a heritable feature that is largely independent of other characters in this scheme, making it

a good character for phylogenetic purposes.

This character coding strategy requires that we code whether a language exhibits a form

belonging to each cognate set extracted from the data. It will be readily appreciated that

a challenge in implementing this coding is knowing whether a language in fact lacks a form

belonging to a given cognate set or whether such a form is simply missing from the lexical

resources available on that language, and thus present, but unlocatable. Below we discuss

how we sought to be confident that a language lacked a form belonging to a particular cognate

set, though it was, of course, impossible to be entirely certain regarding these absences.

After the initial phase of data collection, we constructed cognate sets which, crucially,

8See Corrêa da Silva (2007, 2010); Drude (2006, 2011); Kamaiurá (2012); Rodrigues and Dietrich (1997).
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included forms that exhibited semantic shift. Forms which have undergone semantic shift

still remain cognate, of course, and identifying these items is crucial for replacing bogus

absences in the character table with presences. Each cognate set was labeled with its ‘central’

meaning,9 and two additional data collection processes were carried out to find cognates that

we might have missed in our original data collection, to which we now turn.

First, in cases where we had not yet found a form belonging to a particular cognate set in

a particular language, we used sound correspondences inferred from the dataset, or already

identified in published sources (e.g., Soares and Leite (1991)), to predict expected forms

for the potentially present cognate, and searched for those predicted forms. This technique

was particularly effective in finding missing cognates in languages with relatively extensive

lexical resources (e.g., Tupinambá).

Second, we engaged in another round of data collection to systematically harvest data

corresponding to central meanings that were not in our original set of meanings, but which

emerged from the process of cognate set construction. In general, these additional central

meanings were ones that were deducible from sets partially populated by forms with meanings

that were included in the original set of meanings, but which had, it could be inferred,

shifted from a meaning that was not included in the original set of meanings. When it was

possible to infer what these “missing” central meanings were, we added these meanings to

the comparative list and searched systematically for these meanings, thereby filling out the

partially populated cognate sets in question.

For example, we found forms cognate to the root aPaN in several languages, but with

a variety of disparate meanings, including ‘sing’ in Tapiete and Kayab́ı, ‘draw’ in Guarayu

and Tembé. Similarly, nominalized forms of the same root meaning ‘spirit’ were attested in

Tupinambá and Paraguayan Guarańı. On the basis of these meanings, we deduced that the

central meaning for the cognate set approximated ‘imitate’, and thus we selected ‘imitate’ as

a new meaning to include in the comparative list. Upon searching for this new meaning, we

found cognates that we had previously overlooked in most languages. We added 43 central

meanings to our comparative list by this process.

9The ‘central’ meaning of a cognate set is the meaning from which all other meanings found in the cognate
set could be most easily and plausibly derived. The ‘central’ meaning is not necessarily the most common
meaning, nor does it necessarily constitute a claim regarding the root’s proto-meaning.
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Both of the above procedures identified additional cognates that definitively replaced

possible absences in the character matrix. The remaining possible absences were either

coded as true absences, if particular criteria were met, or as ‘unknown’, if these criteria were

not met. Note that the phylogenetic algorithm treats unknowns as either present or absent,

effectively removing them as a factor in distinguishing between possible trees. The criteria in

question are intended to distinguish true absences from mere empirical gaps in the resources,

and include: 1) that a form corresponding to the central meaning of the cognate set is in

fact attested for a different cognate set for the language in question;10 2) no cognate was

found when searching for the central meaning or near-synonymous meanings; 3) there was

no compound or otherwise complex word in our dataset that incorporated the cognate for

that particular language (see below); and 4) in the cases of well documented languages, no

cognate was found when searching based on the expected form. If any of these criteria was

not met, the possible absence was instead coded as ‘unknown’.

Other aspects of the character coding that require comment are our treatment of com-

pounds and morphologically complex forms, and our treatment of loans. During the con-

struction of cognate sets, we encountered a large number of compounds and morphologically

complex words, which we will henceforth refer to as ‘compounds’, since we treated them in

the same way. Compounds raise two issues with respect to character coding: attestation of

roots and compounding itself as a phylogenetic character. With respect to the first issue, it

is clear that a compound may serve as an attestation of a root that participates in a given

cognate set. If a compound did so, the relevant cognate was coded as present.11

Second, compounds themselves can be homologous features, as seen by considering ‘star’,

which is typically a compound of the words ‘moon’ and ‘fire’ in TG languages. This rather

unusual compound is unlikely, we suggest, to have been independently innovated more than

once, and as such, the compound itself was inherited into daughter languages from the

proto-language in which it was innovated. We call instances of compounding or derivation

10This criterion is intended to identify empirical gaps, and to not count such gaps, incorrectly, as absences
(in the character sense outlined above). Clearly, if no form is found that corresponds to a given meaning,
it is entirely possible that the lexical resources are simply missing this meaning, so that it would be rash
to count any gaps in cognate sets with this central meaning as true absences.

11For example, a language may not exhibit a reflex of the root pePiR ‘sweep’ as a productive verb root, but
may exhibit a word for ‘broom’ that was derived from pePiR; under such circumstances the derived word
was taken as evidence for the presence of the root pePiR in the language.
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that plausibly occurred once in the past and were then inherited as a unit in the daughter

languages ‘genetic compounds’ and treat them as characters. Compounds that do not meet

this criterion are called ‘potentially independent’ and not treated as characters. Note that we

only consider a compound a member of a compound cognate set if: 1) all its subconstituents

are cognate with the subconstituents in the other members of the compound cognate set;

and 2) are in the same linear order.

We consider compounds to be genetic if any of the following criteria are met: 1) the

meaning of the compound is unpredictable (see above); 2) the meaning of the compound

is predictable, but the reflexes of the compound show evidence of phonological erosion

(e.g., w1rapar ‘bow’, instead of the uneroded 1w1rapar); 3) the meanings of the compound’s

constituents cannot be identified and the compound is widely distributed in many languages

of our dataset; and 4) it is a singleton, i.e., found in only one language.

Turning to loans, we note that we were able to identify loans from other language families

(e.g., Quechuan and Romance) into Tuṕı-Guarańı, as well as some from Tuṕı-Guarańı lan-

guages into Mawé. Loans were coded as ‘singleton’ (apomorphic) characters, i.e., characters

that were coded as present only for one language. For example, Ka’apor, Tapiete, Omagua,

and Kokama have all borrowed the word for ‘mother’ from Spanish or Portuguese. As all

these borrowings represent independent events, there are four different apomorphic charac-

ters in the semantic group ‘mother’, one for each language. Although apomorphic characters

are uninformative in parsimony analyses, in a likelihood and Bayesian framework, apomor-

phic characters are informative for the estimation of evolutionary rates and branch lengths

and should not be excluded. We ultimately constructed a total of 4205 cognate sets, of which

1113 were parsimony-informative and 2989 were singleton cognate sets.

4 Phylogenetic Analysis

Our proposed classification of Tuṕı-Guarańı is based on Bayesian phylogenetic methods,

originally developed to infer evolutionary trees for biological organisms and implemented in

MrBayes3.2 (Huelsenbeck and Ronquist 2001; Ronquist and Huelsenbeck 2003). In order to

understand the utility of these methods, it is important to realize that they differ fundamen-
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tally from distance-based methods, such as lexicostatistics, in two important ways. First,

unlike distance-based methods, they do not seek to measure overall similarity between lan-

guages by collapsing the entirety of the comparative dataset into pairwise distances between

languages, but instead seek to account for the distribution of individual character states

across the dataset. In particular, phylogenetic methods evaluate a massive number of possi-

ble trees, and the evolution of characters on those trees, against the attested distribution of

character values, using an optimization criterion (e.g., parsimony, which prefers trees with a

smaller number of independent innovations of a character) to identify the best trees. With

respect to the lexical data we examine in this paper, the phylogenetic algorithm searches

the mathematical space of possible trees and looks for the tree, and the associated processes

of cognate gain and loss (i.e., character evolution), that best explains the distribution of all

the cognate sets we have developed, according to the optimization criteria of the model we

employ (see below). As a result, like the Comparative Method, our phylogenetic analysis is

capable of differentiating between shared innovations and shared retentions, and only takes

the former into account for subgrouping. A partial list of the shared lexical innovations

defining particular subgroups is given in Appendix A.

In order to understand how Bayesian phylogenetic inference is implemented, it is helpful

to observe that these methods are a special case of the more general Bayesian approach to

model evaluation, which seeks to answer the question: what is the probability that a partic-

ular model of a given phenomenon is correct, given the data relating to that phenomenon?

In our case, this amounts to the question: what is the probability that a given TG tree is

correct, given the cognate sets we have constructed? As such, the outcome of Bayesian model

evaluation is a ‘posterior probability’, a value for the probability that the model is correct,

after the data have been taken into account.12 This posterior probability, P (model|data), is

calculated using Bayes theorem, given in (4).

(1)

P (model|data) = P (data|model)
P (model)

P (data)

12In phylogenetic inference, the model includes a variety of parameters: the tree topology, the branch lengths,
the transition rate matrix, the stationary probabilities, rate variation among sites parameters, etc. All
these parameters at the end of the analysis have an associated ‘posterior probability distribution’, i.e., a
distribution which shows the posterior probability over a range of values.
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We now explain each expression to the right of the equality. P (data|model) is the likeli-

hood of the data under the model, or simply ‘likelihood’, and corresponds to the probabil-

ity that the observed data (the character matrix derived from the cognate sets) would be

produced by the hypothesized model (the tree and its associated parameters). The prior

probability of the model, P (model), consists of the various preliminary estimates for the

model parameters, or ‘prior distributions’, with which we furnish the analysis (see below).

Finally, the denominator of the formula, P (data), is the probability of the data integrated

over all possible parameter values, and is, in fact, impossible to calculate exactly for a phy-

logenetic analysis. It can, however, be approximated to an arbitrary degree of accuracy

using a number of stochastic methods, with the standard in phylogenetic analysis being the

Metropolis-Hastings algorithm, a Markov Chain Monte Carlo (MCMC) method.

4.1 Evolutionary Model and Prior Distributions

Since Bayesian phylogenetic inference is a model-based method, it requires both a specifi-

cation of a model of evolution for the characters used in the analysis, and a choice of prior

distributions (or simply ‘priors’) for all the parameters of the model. The most commonly

used models for lexical evolution in linguistics are the generalized binary model13 and the

stochastic Dollo model (Alekseyenko et al. 2008).14 Both models simulate the evolution of

binary characters, and both are thus suitable for modeling characters based on the pres-

ence or absence of particular cognates. The main difference between the two models is that

the Dollo model presupposes that each cognate originates only once on a tree, while the

generalized binary model allows cognates to originate more than once.

For our analysis, we adopt a generalized binary model, since the Dollo model’s single

origin assumption is far too strong to be a realistic model for our data. For the Dollo

model to be valid for our data, it would be necessary to identify and remove all intra-family

loans, identify and remove all inter-family loans that occur more than once in the family,

and correctly identify all reflexes of a given protoform. The generalized binary model, on

13In MrBayes, the phylogenetic software used here, this type of model is called a ‘restriction site model’.
14The latter is implemented in BEAST (Drummond and Rambaut 2007; Drummond et al. 2012), a phylo-

genetic application that has been used in several phylogenetic linguistic studies.
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the other hand, does not impose a unique origin of each cognate set, which accommodates

potential borrowings, as well as instances in which inadequate language documentation leads

us to mistakenly code a cognate as absent, in the sense that false absences like this may

result in an analysis that posits two independent cognate set gain events. The generalized

binary model also permits different rates of change between the two states represented in

the character matrix, i.e., different rates of cognate gain and loss, which is very important

for modeling cognate evolution, since independent gains of the same cognate are expected

to be very rare,15 while independent losses of a certain cognate are comparatively common.

Priors represent our expectations for the values of each parameter before we look at any

of the data, and can be based on intuitions and prior analyses (but of different datasets, so

as to avoid circularity). In cases where prior information or strong expectations are lacking,

one can use uninformative or ‘flat’ priors that place more or less the same probability across

many different values for each parameter. Bayesian inference allows the data to override (or

“swamp”) the prior if there is overwhelming evidence in a different direction.

The binary model has only one free parameter, the stationary probabilities of the states,

which are proportional to the rates of gain and loss of cognates.16 We selected a flat Dirichlet

prior for the stationary probabilities, which gives equal probability to all possible ratios of

cognate gain and loss. This prior is uninformative regarding the relative rates of cognate

gain and loss, so that any asymmetry that emerges in these rates is generated by the data.

Since our dataset exhibits domains with different cognate gain and loss rates, we com-

pared a model including gamma-distributed rate variation across cognate sets, which allows

for variability in the rates of evolution across different cognate sets, to a model without

rate heterogeneity, using Bayes factors. To estimate the Bayes factors we used the AICM

procedure, as implemented in Tracer v1.6 (Baele et al. 2012). For the shape parameter of

the gamma distribution we used a uniform prior in the interval (0, 200).

15In practice, independent gains would be instances of borrowing or mistaken cognacy decisions.
16The stationary probabilities are the proportion of each state in a number of cognate sets when they have

evolved for an infinite amount of time.
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4.2 MCMC and Summary of Results

MrBayes uses the Metropolis-Hastings algorithm, a Markov Chain Monte Carlo (MCMC)

method, to evaluate and optimize the model parameters, including tree topologies and branch

lengths. This method aims to explore a ‘tree space’ whose points consist of combinations

of topologies, branch lengths, and parameter values, seeking out regions of high posterior

probability. It does so using a set of MCMC ‘chains’, which are quasi-random walks through

the tree space that are constructed by starting at a given point in the tree space, and then

moving to random nearby points in successive iterations, called ‘generations’. The chain is

sampled at regular intervals, and the likelihood – as well as the combination of topology,

branch lengths, and parameter values – is recorded. If the sampled posterior probability is

higher than the previously sampled one, the iteration process “accepts” the new point and

the chain continues from there. If it is lower, the chain may accept the new point, with a

probability equal to the ratio of posterior probabilities at the lower and higher probability

points. If the new point is rejected, then the chain “backtracks” to the previous point

and is iterated from there. This behavior ensures that different regions in the tree space

are represented in proportion to their posterior probability, with high posterior probability

regions represented with greater frequency than low posterior probability ones.

For a Bayesian analysis to be trustworthy, the MCMC needs to run long enough for the

posterior probability distribution to be adequately approximated with the collected samples.

We infer that MCMC has run long enough when the chains have reached ‘stationarity’

(i.e., they mostly remain in one region of tree space), and when independent chains have

‘converged’ (i.e., they are all sampling from the same distribution). Because chains start at

arbitrary points, the initial portion of the chain trajectory and the associated samples are

not representative of the posterior probability distribution and are discarded as ‘burn-in’.

The usual way to summarize the results of an MCMC run is to integrate the posterior

probability of every parameter over all the possible values of the other parameters. For pa-

rameters with numerical values, we calculate estimated values and 95% credibility intervals.

For tree topologies, a common summary is the construction of a majority-rule consensus tree

from the sample, that is, integrating how often a subgroup is found in the sampled trees.
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All analyses were performed with MrBayes3.2 at the California Academy of Sciences CCG

PhyloCluster. For every analysis, we ran two independent chains of 10,000,000 generations

each, logging results every 1,000 generations; we ran six ‘hot’ chains (three for every ‘cold’

one) with swaps being proposed every 50 generations.17 We used a conservative 25% burn-

in for MCMC diagnostics and our results. Stationarity and convergence for all parameters

were verified using Tracer (Rambaut and Drummond 2007), while topology convergence was

assessed with the average standard deviation of split frequencies, which in all cases fell below

0.01. Majority-rule consensus trees of the posterior sample were made with MrBayes3.2 and

annotated with FigTree.18 All characters were reconstructed using maximum likelihood and

the estimated model parameters of cognate gain and loss on the majority-rule consensus tree

with Mesquite (Maddison and Maddison 2007).

5 Results and Discussion

The majority-rule consensus tree resulting from our analysis is presented in Figure 2, with the

posterior probabilities given for each node. Bayes factors (BF) comparison between runs with

and without gamma-distributed rate variation across cognate sets yielded decisive support

for the inclusion of rate heterogeneity (BF difference 1316 in favor of gamma-distributed

rates) (Kass and Raftery 1995). The asymmetry between cognate loss and gain is 31:1,

which suggests Dollo-like behavior and a low level of borrowing within the family. Appendix

A lists some cognate gains and losses reconstructed at some of the well supported nodes.

5.1 Proposed Classification of Tuṕı-Guarańı

The classification of Tuṕı-Guarańı that emerges from our analysis is shown in Figure 3, which

is labeled with proposed names for the well supported subgroups. Here we show only the

nodes with posterior probabilities ≥ 0.80, which means that the subgroups dominated by

17This is an additional technique to avoid being trapped in local maxima. In this approach, parallel to the
sampling chain (= cold chain), the algorithm runs a number of exploratory hot chains, which have a higher
probability to move into regions of low posterior probability, thus traversing the tree space more easily. At
regular intervals the states of the chains are compared and if a hot chain is at a region of higher posterior
probability than the cold chain, then the hot chain in question becomes the cold chain.

18See: http://tree.bio.ed.ac.uk/software/figtree/.
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Figure 2: Majority-rule Consensus Tree with Shading from Rodrigues and Cabral (2002)

these nodes are supported by a minimum of 80% of the trees sampled by the algorithm, a

cutoff we consider conservative. Nodes with lower posterior probabilities are not considered

to delimit well supported subgroups, and the languages below such nodes are merged as

‘polytomies’ – i.e., unarticulated sets of languages – into the next higher well supported

node. Before discussing the structure of this classification, it is worth noting that TG itself

is recovered as a well supported subgroup (p = 1), confirming that it is a subgroup of Tupian.

Nuclear Tuṕı-Guarańı and Kamaiurá The phylogenetic analysis indicates that the

highest level structure of TG family involves a two-way split, in which Kamaiurá emerges as

the sister language to all other Tuṕı-Guarańı languages, which together comprise a single well

supported subgroup (p = 0.99) that we call ‘Nuclear Tuṕı-Guarańı’. This result is strikingly

different from previous classifications, although it is somewhat reminiscent of Rodrigues’

(1984/1985) classification of Kamaiurá as being the sole member of Group VII, an indication

that it lacks close relatives. Both Lemle (1971) and Rodrigues and Cabral (2002), however,

classify Kamaiurá as a member of larger subgroups.
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Figure 3: Proposed Classification of Tuṕı-Guarańı

The position of Kamaiurá in this analysis naturally raises suspicions that this result may

have been influenced by loans into Kamaiurá from Awet́ı, which is in contact with Kamaiurá

(Drude 2011), and serves as the immediate outgroup language for TG as a whole. Were there

a sufficient number of Awet́ı loans in Kamaiurá, the phylogenetic analysis could be misled

to consider Kamaiurá ‘less TG-like’ than the other TG languages, which could produce the

resulting top-level split between Kamaiurá and Nuclear TG.

However, inspection of the cognate sets that can be reconstructed at the Nuclear TG node

showed a large number of cognate gains (at least 13) and a relatively small number of cognate

losses (3). If indeed the position of Kamaiurá was the effect of borrowing, we would expect

many more cognate losses reconstructed at the Nuclear TG node (since the “loss” of the

loans would be optimized at the Nuclear TG node) and correspondingly few cognate gains.

More Kamaiurá data, and especially verification that these apparently missing Nuclear TG

cognates are indeed absent, would strengthen our hypothesis and rule out the possibility

that this pattern is driven by borrowing. Nevertheless, the top-level split between Kamaiurá

and Nuclear TG is well supported by the current dataset.
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Structure of Nuclear TG The analysis then indicates that Nuclear TG splits into three

subgroups: the medium-sized Central (p = 0.81) subgroup, the small Eastern (p = 0.97)

subgroup, and the large Peripheral subgroup (p = 0.88).

The Central subgroup includes the entirety of Rodrigues’ (1984/1985) Group V plus a

subset of Group VI, with most of the languages located in the Xingú-Tocantins interfluvium.

Curiously, almost all the changes reconstructed for the Central subgroup are cognate losses.

Central exhibits two major subgroups: one consisting of Tapirapé, Tocantins Asurińı, and

Parakanã (p = 0.99); and another consisting of Xingú Asurińı, Araweté, and Anambé. The

Eastern subgroup consists of Avá-Canoeiro, Ka’apor and Guajá, which were historically

found in the Tocantins basin (Balée 1994).

Structure of Peripheral The Peripheral subgroup exhibits three well supported sub-

groups: one consisting of Wayamṕı and Emerillón (p = 1); another consisting of Kayab́ı

and Parintintin (p = 0.98); and Diasporic (p=0.94), which includes the remaining lan-

guages. Within Diasporic, Tembé is the sister to the remaining languages, which constitute

a well supported subgroup (p = 0.83), which itself splits into two groups, one consisting of

Tupinambá, Omagua, and Kokama (p = 0.97), and another that we call Southern (p = 0.98).

Tembé is the only Diasporic language located close to the main concentration of Tuṕı-Guarańı

languages near the mouth of the Amazon, with all other Diasporic languages located at the

edges of the Amazon basin, or outside it. The Diasporic subgroup is supported by at least

9 cognate gains (see Appendix A).

Southern Subgroup The Southern subgroup exhibits a three-way split into the Siriono-

Yuki subgroup (p = 1), the Guarayu-Pauserna subgroup (p = 0.95), and the large Guaranian

subgroup (p = 0.92). This trichotomy may be resolvable with additional, or different kinds

of data, or it may be an indication of rapid differentiation of Proto-Southern in these three

branches. The Siriono-Yuki and the Guarayu-Pauserna subgroups are located in the vicinity

of the headwaters of the Madeira River, while the Guaranian subgroup is spread across

the Paraná basin. The Southern subgroup is one of the better supported subgroups in our

analysis, with 7 cognate gains and 11 cognate losses reconstructed at this level.
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Guaranian Subgroup The Guaranian languages form a well supported subgroup, but

its internal structure is not well resolved. This is not entirely surprising, since several of

the varieties comprising the group exhibit significant mutual intelligibility. Two notable

languages within Guaranian are Aché and Xetá. Both exhibit grammatical features which

diverge significantly from the typical TG profile, and have been thought to have been sig-

nificantly affected by language contact (Rodrigues 1978; RöBler 2008). Both Aché and Xetá

show instability in terms of where they attach on the tree and are at the tips of some of

the longest branches, which indicates significant lexical change, and show that there is a

correlation between the amount of grammatical and lexical change in these languages. The

Guaranian subgroup is supported by 6 cognate gains and 4 losses.

5.2 Comparison with Previous Classifications

In this section we compare our classification with the major previous classifications of the

family, including Lemle (1971), Rodrigues (1984/1985), Rodrigues and Cabral (2002), Mello’s

(2002) revision of Rodrigues (1984/1985), and Walker et al.’s (2012) distance-based compu-

tational classification of the family. We find that the phylogenetic classification presented in

this paper recovers many subgroups identified in previous classifications, and suggest that

the divergences in higher-level structure may be in part explicable as differences emerging

from the use of distance-based versus innovation-based subgrouping criteria.

Before moving to the comparisons, we introduce two terms originating in evolutionary

biology that are useful for comparing evolutionary trees: ‘monophyletic’ and ‘paraphyletic’

groups. Monophyletic groups of languages are ones which contain all the (attested) descen-

dants of a common ancestor and only descendants of that common ancestor;19 monophyletic

groups are thus identical to ‘subgroups’ in standard historical linguistic terminology. Crit-

ically, monophyletic groups are defined on the basis of shared innovations. Paraphyletic

groups, or paraphyletic grades, are groups that contain only a subset of (attested) descen-

dants of a common ancestor.20 Paraphyletic groups are usually defined by shared retentions.

19For example, take Germanic, which contains all the attested daughters, and only the attested daughters
of proto-Germanic

20For example, in standard reconstructions of Proto-Indo-European, Celtic and Italic together constitute a
paraphyletic group, since there is no ancestral language of which they are the only the only descendants
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We begin with Lemle (1971), whose classification of Tuṕı-Guarańı was based on the iden-

tification of several sound changes and the reconstruction of 220 words for 10 TG languages.

Our analysis coincides with Lemle’s in recovering the higher-order subgroup that includes

the Southern and the Tupinambá subgroups, but we fail to recover Lemle’s other subgroups.

We next turn to Rodrigues and Cabral (2002), which updates Rodrigues (1984/1985),

and in many respects represents the state of the art of the traditional classifications of the

family. It is therefore encouraging that our analysis exhibits considerable agreement with

respect to the lower level groups, recovering five of the eight groups proposed by Rodrigues

(1984/1985) and Rodrigues and Cabral (2002) (see Figure 2): Groups I, III, V, VI, and

VII. Groups IV and VIII, however, are not recovered in our analysis in any coherent form,

and Group II emerges as paraphyletic in our analysis. The way in which the traditional

subgroups map onto our phylogenetic classification can be seen in Figure 2, where we have

colored the languages belonging to each subgroup as follows: Group I in dark blue, Group

II in orange, Group III in dark green, Group IV in purple, Group V in olive green, Group

VI in light blue, Group VII in brown, and Group VIII in red.

Although there is considerable overlap in the lower-level groups between our and Ro-

drigues and Cabral’s (2002) classifications, there is considerable divergence in the higher-

level structure posited by the two proposals. This can be appreciated in Figure 4, which

compares how the three first-order subgroups proposed by Rodrigues and Cabral (2002),

color-coded red, green, and blue, map onto our classification. As we see in that figure, only

one of their first-order subgroups, Group I – which corresponds to our Guaranian subgroup

– is recovered as monophyletic in our analysis. Rodrigues and Cabral’s (2002) two other

first-order subgroups emerge in our analysis not as monophyletic groups, but as successive

paraphyletic grades at the base of the Guaranian subgroup. Note also that although Group

I emerges as monophyletic in our analysis, it is very deeply embedded in the tree, and not a

first-order group, as in Rodrigues and Cabral (2002).

It is worth noting that incorrect inference of paraphyletic grades as monophyletic groups

is a known weakness of distance-based methods (i.e., methods that group languages based

on overall similarity), whether they are being used informally (e.g., through human “eye-

balling”), or as computationally implemented algorithms. This weakness stems from the

19



fact that, as discussed in §4, distance-based methods include shared retentions as the basis

for subgrouping. The differences in higher-level structure between Rodrigues and Cabral’s

(2002) classification and the one presented in this paper may thus result from the difference

between subgrouping criteria: overall similarity in Rodrigues and Cabral’s case, and innova-

tions in ours. In fact, Rodrigues and Cabral’s discussion of their classification makes it clear

that they employed both shared innovations and retentions of phonological and morpholog-

ical characters, suggesting that a possible fruitful direction for future research would be to

take the phonological and morphological characters used by Rodrigues and Cabral (2002)

and re-evaluate and re-optimize them on a tree. This may show that the evidence from these

characters does not in fact contradict the lexical characters that we used in our analysis.

Figure 4: Higher Structure of Rodrigues and Cabral (2002) (left) and our classification (right)
(corresponding areas of the trees are colored identically).

Mello (2002) reorganized Rodrigues’ (1984/1985) eight subgroups into nine, splitting

some and changing the subgroup membership of languages such as Kamaiurá, Parintintin,

Guajá, and Xingú Asurińı. None of these changes are supported in our analysis.
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Finally, we turn to Walker et al. (2012), who present a Neighbor-Joining tree of the

entire Tupian stock based on a 40-item wordlist. Tuṕı-Guarańı is recovered as monophyletic

in their analysis, but the internal structure of the family is strikingly different from both the

results presented in this paper and previous classifications, with the exception of some of

the low-level subgroups that all classifications have in common. Given the extremely small

size of their dataset (less than a tenth the size of the one employed in this study), and the

use of unreliable distance-based methods, the stark divergence of their results from both

traditional classifications and our own phylogenetic one is not entirely surprising.

6 Conclusion

This study represents one of the largest efforts to date to clarify the relationships of Tuṕı-

Guarańı languages both in terms of the number of languages included, as well as the dataset

used. It also represents the first attempt to apply character-based phylogenetic methods

to the study of Tuṕı-Guarańı. Based on a dataset of 543 lexical meanings, we propose a

new internal classification of Tuṕı-Guarańı, which, although broadly compatible at lower-

level subgroups with previous classifications, differs significantly in the higher-level topology.

One of the most important differences of our results is that the widely recognized Southern

subgroup is not a first-order subgroup as in previous classifications, but a deeply nested

group. Also, other previously suggested higher-level groups are paraphyletic grades in our

analysis. The position of the highly dispersed languages, deeply nested within the Tuṕı-

Guarańı phylogeny, suggests an Amazonian origin for the Tuṕı-Guarańı languages.

A Ancestral State Reconstruction

Below are the cognate sets that are reconstructed as lost or gained for selected nodes on the

majority-rule consensus tree of our analysis.21 The list is not exhaustive for each node, but

it includes all cognates that can be reconstructed as lost or gained on that node with high

21The cognate set names (e.g., dry6) are labels of convenience for cognate sets, and may include cognates
that have experienced semantic shift away from the “common” meaning of the cognate set. For example,
the Tupinambá exemplification for the dry6 set, tuB1r means ‘dust’. Note that the numerals following the
common meaning of the cognate set serve to distinguish cognate sets with the same common meaning.
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likelihood (> 90%). Also, note that an inferred gain can be reversed in some of the daughter

languages due to cognate loss, while an inferred loss may have also happened independently

in more than one subgroups. The forms in the tables below come from different languages

and are given as examples of a given cognate set; their orthographic representations have

been standardized to the IPA.

Table 2: Ancestral State Reconstruction: Guaranian Subgroup

Cognate Set Rec. Example Cognate Set Rec. Example

tapir1 gain mboreBi (PG) chief8 loss morerekwar (tpn)
anteater6 gain kagware (mby) dark2 loss pihun (tmb)
dry2 gain 1pi (PG) dry6 loss tuB1r (tpn)
open1 gain ojei (PG) clean2 loss k1tiNok (tpn)
deceive1 gain japu (PG)

Table 3: Ancestral State Reconstruction: Southern Subgroup

Cognate Set Rec. Example Form Cognate Set Rec. Example Form

pineapple3 gain karagwata (PG) deer1 loss 1t1: (maw)
bat1 gain mbopi (PG) yellow5 loss tawa (tpn)
digging stick1 gain s1pe (PG) weak6 loss membek (tpn)
follow1 gain moña (PG) far5 loss amõ (tpn)
embrace3 gain kwãwa (chi) stop6 loss p1k (tpn)
howler monkey1 gain karaja (PG) throw4 loss ejt1k (tpn)
gourd3 loss kuj (tpn) light(v)3 loss mond1k (tpn)
lard4 loss kaB (tpn) finish6 loss s1k (tpn)
howler monkey4 loss ak1k1 (tpn)

Table 4: Ancestral State Reconstruction: Diasporic Subgroup

Cognate Set Rec. Example Form Cognate Set Rec. Example Form

flute1 gain mimb1 (tpn) pass2 gain pwan (tpn)
bent, twisted3 gain BaN (tpn) be stinky1 gain timbor (tpn)
far1 gain momb1r1 (PG) touch3 gain atõj (tpn)
flow2 gain sururu (chi) shake2 gain m1j (tpn)
mourn1 gain apirõ (tpn)
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Table 5: Ancestral State Reconstruction: Nuclear TG Subgroup

Cognate Set Rec. Example Form Cognate Set Rec. Example Form

cheek3 gain at1p1 (tpn) full5 gain 1n1sem (tpn) (sem)
peanut1 gain manduBi (tpn) bury1 gain at1B (tpn)
old woman1 gain waiw (kay) breathe1 gain p1tuPẽ (tpn)
spirit2 gain añaN (tpn) say1 gain mombePu (tpn)
island1 gain 1paPũ (tpn) sew1 gain momb1B1k (tpn)
thing2 gain marã (tpn) stomach8 loss t1Pa (awe)
tasty1 gain Pe (tpn) island4 loss Papem (kam)
full4 gain 1n1sem (tpn) (compound) pot10 loss jaPapehẽ (kam)

B Lexical Sources

• Aché: Heckart and Hill (2007); Hill (1983); RöBler (2008); Rößler (p.c.)

• Anambé: Silva Julião (2005)

• Araweté: Solano (2009); Viveiros de Castro (1992)

• Avá-Canoeiro: Borges (2006, 2007)

• Awet́ı: Corrêa da Silva (2010); Drude (2006, 2008, 2011); Drude (p.c.)

• Chiriguano: Dietrich (2007)

• Emerillon: Couchili et al. (2001); Gordon and Rose (2006); Queixalós (2001); Rose

(2002, 2003, 2008, 2009, 2011); Rose (p.c.)

• Guajá: Cunha (1987); Magalhães (2006, 2007); Nascimento (2008)

• Guarayu: Armoye Urarepia (2009); Höller (1932)

• Ka’apor: Caldas (2009); Kakumasu and Kakumasu (1988); Lopes (2009)

• Kaiowá: Bridgeman (1961); Cardoso (2008); Harrison and Taylor (1971); Taylor (1984a,b)

• Kamaiurá: Drude (2011); Seki (1982, 1983, 1987, 1990, 2000a,b, 2007, 2010)

• Kayab́ı: Borges e Souza (2004); Dobson (1973, 1988, 1997)

• Kokama: Espinosa Pérez (1989); Faust (1959, 1972); Vallejos (2010); Vallejos (p.c.)

• Mawé: Corrêa da Silva (2010); Drude (2006); Franceschini (1999); Meira (p.c.)
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• Mbyá: Dooley (2006)

• Ñandeva: Costa (2002, 2007); Dooley (1991)

• Omagua: O’Hagan (p.c.)

• Parakanã: da Silva (2003)

• Paraguayan Guarańı: Guasch (2003)

• Parintintin: Betts (1981); Pease (1968); Sampaio (1997)

• Pauserna: von Horn Fitz Gibbon (1955); Riester (1972)

• Siriono: Priest and Priest (1985)

• Tapiete: González (2005, 2008)

• Tapirapé: Almeida et al. (1983); Praça (2007)

• Tembé: Boudin (1978); Meira (p.c.)

• Tocantins Asurińı: Cabral and Rodrigues (2003); Harrison (1963, 1975); Nicholson

(1978, 1982)

• Tupinambá: Lemos Barbosa (1951, 1970)

• Wayamṕı: Grenand (1989); Olson (1978)

• Xetá: Vasconcelos (2008)

• Xingú Asurińı: Nicholson (1978, 1982); Pereira (2009)

• Yuki: Garland (1978); Villafañe (2004)
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Summer Institute of Linguistics (SIL).

Borges, Monica Veloso. 2006. Aspectos fonológicos e morfossintáticos da ĺıngua avá-
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ms.

Harrison, Carl H. 1975. Gramática asurińı: Aspectos de uma gramática transformacional

e discursos monologados da ĺıngua asurińı, famı́lia tuṕı guarańı. Serie Lingǘıstica 4.
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Nicholson, Velda C. 1982. Breve estudo da ĺıngua do xingú. Ensaios Lingǘısticos 5.
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Priest, Perry N. and Anne M. Priest. 1985. Diccionario siriono y castellano.

Cochabamba: Summer Institute of Linguistics (SIL).
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Volkes in Ostbolivien. St. Augustin bei Bonn: Verlag des Anthropos-Instituts.

Ringe, Don; Tandy Warnow; and Ann Taylor. 2002. Indo-European and Computa-

tional Cladistics. Transactions of the Philological Society 100(1):59–129.
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guarańı. Revista de Antropologia 27/28:33–53.

Rodrigues, Aryon Dall’Igna and Ana Suelly Arruda Câmara Cabral. 2002.
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sertation, Université de Toulouse, Le Mirail.
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