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Abstract

Quantitative Imaging in Small Animals Using SPECT-CT

by Andrew Bing Hwang

The use of noninvasive imaging to assess animal models of disease has the potential

to revolutionize the fields of biological research and drug development by allowing in

vivo assessments of physiological function. Radionuclide imaging using single photon

emission computed tomography (SPECT) because it can extract physiological, metabolic,

and molecular information from intact animals using radiolabeled tracers and probes. By

combining SPECT with CT, the functional information of radionuclide imaging can be

fused with the high resolution anatomical information of x-ray CT imaging to increase

the utility of the resulting data. However, to maximize the acceptance and usefulness of

imaging as an alternative to traditional invasive techniques, such as tissue harvesting, it is

necessary to assess and optimize the quantitative accuracy of small animal SPECT.

The term “radionuclide quantification” has a number of different meanings in the

medical imaging literature. Within the scope of this thesis, radionuclide quantification is

used to mean absolute physical quantification, or the measurement of the absolute

concentration of radiotracer within a volume of interest.

To achieve this goal of improved radionuclide quantification, we have incorporated

models of photon attenuation, scatter, and the depth-dependent spatial resolution of the

pinhole collimator into an iterative reconstruction algorithm. These algorithms were

tested used to reconstruct experimentally acquired data, and were found to improve the

quality of reconstructed SPECT images (e.g., improved spatial resolution, contrast). We

then used Monte Carlo simulations and experimental measurements to assess the effect of

iv



photon attenuation, partial volume errors, and photon scatter on the quantitative accuracy

of the SPECT images. The simulated data was also used to demonstrate that the

improved reconstruction algorithms also result in improved quantitative accuracy. We

also tested the combined methods and techniques described in this thesis on phantom data,

and found that including models for photon attenuation and collimator response resulted

in improved quantitative accuracy. Finally, the techniques were applied to an animal

study performed to characterize the behavior of a new imaging agent for prostate cancer.

Bruce H. Hasegawa, PhD
dissertation chair
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Chapter 1: Introduction

1.1. Statement of thesis

The use of noninvasive imaging to assess animal models of disease has the potential

to revolutionize the fields of biological research and drug development by allowing in

vivo assessments of physiological function. Radionuclide imaging using single photon

emission computed tomography (SPECT) and positron emission tomography (PET) are

important imaging modalities in these fields because they can extract physiological and in

some cases, metabolic and molecular information from the intact animal using

radiolabeled tracers and probes.

SPECT images are usually interpreted in a qualitative manner in clinical practice.

However, to maximize the value of SPECT as a scientific tool, quantitative results are

needed. For example, when SPECT is used to study the distribution of a radiolabeled

drug or tracer in an animal, it is advantageous, and sometimes essential, to know in

absolute terms the amount of uptake in a particular organ or tissue. Although this is

simple in theory, it is difficult in practice due to a number of factors, including physical

perturbations such as photon attenuation, spatial resolution limitations in SPECT, and

lack of anatomical landmarks. Many of these limitations can be addressed with the use of

structural information obtained from x-ray computed tomography (CT) images that are

coregistered with the SPECT image data.

The purpose of this research project is first to assess the effect of various physical

perturbations on the quantitative accuracy of small animal SPECT-CT imaging, and then

to demonstrate that SPECT-CT can be a quantitative imaging modality for in vivo

assessments of mammalian biology and human disease using small animals.



1.2. Background

Nuclear medicine encompasses the use of radioactive materials for therapeutic and

diagnostic purposes, and dates back to the discovery of radium at the end of the 19"

century by Marie Curie. At that time, radium was used as an alternative to x-ray tubes in

the production of transmission images, but x-rays eventually became the method of

choice for diagnostic transmission imaging. In addition, the use of radium as a photon

source for transmission imaging does not involve the tracer principle, which is a hallmark

of modern diagnostic nuclear medicine.

The tracer principle is one of the foundations of modern nuclear medicine, and it was

first developed and applied by Georg de Hevesy. Simply stated, the tracer principle

postulates that radioisotopes and radiolabeled chemicals (“radiopharmaceuticals”) can be

used as tracers to mimic the behavior of naturally occurring molecules in vivo, and that

the small amount of radioisotopes and radiopharmaceuticals used does not perturb the

system being studied. One example is the landmark study of Blumgart and Weiss in

1927, who measured the transit time of blood from the venous to arterial sides of the

circulatory system by injecting radon intravenously into one arm vein and measuring the

time for radioactivity to appear in the circulatory system in other arm [1]. A short list of

modern radionuclide tracers and applications is shown in Table 1.1. In fact, there

currently are over 40 radiopharmaceuticals approved for medical use and hundreds have

been and are being investigated in research settings for both animal and human imaging.

Most radioisotopes used in nuclear medicine are not naturally occurring, and must be

produced using one of several methods. Many isotopes, particularly those used in PET

imaging, are manufactured using cyclotrons, which was invented by Ernest Lawrence in



the 1930’s [2]. This was followed by the development of nuclear reactors in the mid- to

late-1940’s which allowed production of radionuclides in larger quantities. Nuclear

reactors, as well as cyclotrons and other accelerators, remain the source of most SPECT

traCerS.

Table 1.1: Selected radionuclide tracers and applications

Tracer Name Application Modality
”Tc-sestamibi Cardiac perfusion SPECT

"F-fluorodeoxyglucose Tumor metabolism PET

Xenon-133 Pulmonary ventilation SPECT

”Tc-methylene diphosphonate Bone turn-over SPECT

Although cyclotrons and nuclear reactors are capable of producing a wide variety of

radionuclides, they are large and expensive, and thus the number of installations is

limited. This creates logistical problems, particularly with shorter lived isotopes such as

technetium-99m (T1/2 = 6 hrs). The development of the radionuclide generator, therefore,

was a key factor in the growth of nuclear medicine. In a generator system, a desired

isotope (e.g., technetium-99m) is first produced by decay from a longer lived isotope and

is then removed from the generator for use. The most common example, technetium

99m, is produced from the decay of molybdenum-99 adsorbed onto an alumina column

that can be eluted to extract the daughter radionuclide, technetium-99m. Molybdenum

99 has a half-life of 66 hours, so the generator has a productive life of approximately 1

week. This makes it possible to transport generators to imaging centers not located close

to a source of radioisotopes. Over the course of a week, technetium-99m can be eluted

from the column at various intervals and used to label various radiopharmaceuticals.



The availability of radionuclides and the recognition that radionuclides could be used

to diagnose and treat disease led to the development of instruments designed specifically

for imaging or recording the in vivo distribution of radiopharmaceuticals. In the 1950’s,

development of the rectilinear scanner (1951) allowed in vivo imaging of radionuclide

distributions. The rectilinear scanner used one or two radiation detectors, each consisting

of a single photomultiplier tube coupled to a scintillator and a focused collimator. This

detector was scanned over a patient in a raster pattern in order to generate a planar image

of the radionuclide distribution [3]. However, the rectilinear scanner had relatively poor

spatial resolution (>1 cm) and required an hour or more to image large regions of the

patient’s body, as is needed to identify the extent of cancer.

The Anger camera (1957), also known as the gamma camera, greatly improved the

speed and resolution of radionuclide imaging [4], and its basic design is still used in

modern systems. The camera consists of multiple photomultiplier tubes coupled to a

single, large area scintillator, and a parallel hole collimator to obtain planar images of

patients. While planar images can be very useful, they can be difficult to interpret due to

the superposition of 3-dimensional structures in the body on a 2-dimensional image.

Similarly, it can be difficult to determine the true 3-dimensional distribution of the tracer

within the body. These limitations can be addressed through the use of tomographic

imaging techniques, in which 2-dimensional data are acquired at multiple angles around

the patient. This data can then be reconstructed with various algorithms in order to

determine the 3-dimensional radionuclide distribution within patients. Although the

mathematical basis for this operation had been established almost a century ago by Radon



[5], image reconstruction techniques for tomography were first applied to clinical nuclear

medicine in the 1970’s, and are continuing to advance to this day.

Although the Anger camera was a major development in the imaging of

radionuclides, it was designed for imaging gamma-rays having energies below 367 keV

(i.e., primarily technetium-99m at 140 keV, up to that of iodine-131), and therefore is not

an ideal instrument for imaging isotopes that decay by positron emission. Positrons

emitted by these isotopes quickly annihilate within the body, with each annihilation

resulting in the emission of two 511 keV photons, traveling in opposite directions. The

penetration of these high energy photons through lead makes absorptive collimation

ineffective, reducing the effectiveness of the gamma camera. However, the development

of the positron emission tomography (PET) scanner in 1973 took advantage of the fact

that the two photons are emitted simultaneously and in opposite directions to eliminate

the need for absorptive collimation [6]. This was a major development that increased

both the detection efficiency and spatial resolution when imaging positron emitting

radioisotopes.

Through the years, many imaging modalities (e.g., planar radiography, x-ray

fluoroscopy, computed tomography, diagnostic ultrasound, magnetic resonance imaging)

have been developed and applied to clinical use, but nuclear medicine has remained

clinically valuable for many reasons. The primary advantage of nuclear medicine is that

both SPECT and PET have the capability to image physiological function, as opposed to

displaying only anatomical features and changes. For example, the most commonly

performed SPECT clinical procedure is myocardial perfusion imaging, in which blood

flow to the cardiac muscle is assessed. This allows physicians to determine the presence



of ischemia, which can not be detected using only anatomical information. In addition,

nuclear medicine tracers have no natural background, allowing the imaging study to be

performed after administration of very small amounts of tracers. The concentration of the

tracer in the human body is usually in the picomolar to nanomolar range, so that the

tracer has no pharmacologic effect. This sensitivity also allows the detection of specific

biological molecules, which are almost always present in low concentrations, without

perturbing the function of the biological system. In addition, because SPECT imaging

systems can distinguish photons of different energies, multiple tracers labeled with

different radioisotopes can be imaged simultaneously, enabling the study of multiple

processes.

The variety of different imaging modalities also emphasizes that each imaging

technique has its own unique capabilities. For example, x-ray CT images have very good

spatial resolution and anatomical detail but provide limited information about biological

function. Conversely, SPECT images provide functional information but generally lack

the spatial resolution needed to provide detail about anatomical structure or localization.

Therefore, overlaying a SPECT image onto a CT image can aid the interpretation of the

SPECT imaging, increasing its diagnostic value. This can be performed by acquiring the

SPECT and CT images independently, and then relying on image fusion software so that

the radionuclide data can be displayed in color and overlaid on the anatomically

correlated grayscale CT images. However, a number of obstacles hinder the accurate

coregistration of one set of image data onto another. One difficulty is that patients

generally are not positioned identically between scans. Between two imaging

procedures, the patient can lie with his or her head, arms, and legs in different positions



on tables with different surface shapes. Additionally, internal organs can vary in shape

and size over the course of just several hours. For example, the bladder can empty or fill,

affecting the position of nearby organs; various locations of the gastrointestinal system

can contain different contents, including air, in various amounts. Another difficulty is

that the patient can be imaged at different points of the respiratory cycle, which results in

changes in the size and position of the lungs. Because of these and other factors,

accurately fusing two data sets from different imaging systems is a non-trivial problem,

especially when the images are taken at different times of the day, or even on different

days.

The challenge of accurately registering data from two imaging systems was one

strong motivation that led to the development of dedicated dual modality systems. Dual

modality imaging systems have been available commercially since 1999, starting with the

GE Hawkeye" SPECT-CT system. This system consists of a gamma camera and x-ray

CT system configured with a common patient bed, so that the patient can have an x-ray

CT scan and a SPECT scan performed while remaining in a single position during a

single study. By acquiring both scans within the same study, changes in the position of

internal organs can be minimized. In addition, because the patient does not have to move

between scans, problems with changes in patient position can be reduced. Therefore,

using a dedicated dual modality system simplifies the process of combining images from

different modalities.

In addition to providing anatomical details to improve the qualitative interpretation of

the image, the CT data can also be used to improve the quantitative accuracy of the

radionuclide data. For example, photon attenuation due to the interaction of gamma



photons with matter can lead to image artifacts, such as a reduction in apparent activity

structures deep inside the body. These can be corrected by using image reconstruction

algorithms that model the effect of photon attenuation. One way to generate this model

for photon attenuation is to use x-ray CT data. In fact, the data reconstructed from CT

actually is expressed in terms of the linear attenuation coefficient at each location in the

imaged volume. CT images can also provide information about the size, shape, and

composition of structures within the body. As explained later in this thesis, this

information can be used to compensate for partial volume and other errors in the

radionuclide data, and leading to a more accurate determination of the radionuclide

distribution. For these reasons, combined SPECT-CT and PET-CT dual modality

imaging systems have started to supplant conventional scanners that offer SPECT or PET

alone.

At the same time that radionuclide imaging techniques were being developed in the

1950’s, the structure of DNA was being elucidated (1953), leading to a significant change

in our understanding of the genetic and molecular underpinnings of biology and

pathology. The discovery of the double helix structure of DNA led to the so-called

“central dogma” of modern biology, which essentially states that genetic information

stored in DNA is transcribed to RNA, which in turn undergoes translation to form

proteins. The proteins comprise the majority of the functional machinery of the cell.

Thus, the effect of genetic changes can be understood at the molecular level.

Additionally, cellular function can be manipulated by modifying DNA or directly

targeting the proteins.



These discoveries have had a profound impact on the study of disease and the

development of new therapies. For example, drug discovery was once a random search

for new compounds with pharmaceutical effects. Now, molecules can be designed in a

rational manner to target specific proteins in order to achieve a desired effect. For

example, the pharmaceutical Herceptin" (trastuzumab, Genentech, Inc.) is a monoclonal

antibody targeted to the HER2/neu (human epidermal growth factor receptor) protein

over-expressed in certain forms of breast cancer. These new molecularly targeted agents

potentially will be more efficacious than traditional chemotherapeutics. In addition, the

genetic basis of disease has become better understood, as the functions of various genes

have been elucidated. One key development is the ability to manipulate the genomes of

animals such as mice. This has led to the development of animal models for many

diseases providing researchers with a better understanding of both the pathology as well

as potential treatments.

Although biologists have developed a number of techniques to study animals at the

molecular level, in vivo, non-invasive imaging techniques have only been recently

applied to the field of molecular biology. This has resulted in the formation of a new

field, molecular imaging, which can be defined as the field focused on “noninvasive,

quantitative, and repetitive imaging of targeted macromolecules and biological processes

in living organisms” [7]. This can be contrasted with conventional imaging, which is

focused on imaging anatomic structure and macroscopic function within the body. For

the molecular biologist, imaging tools provide new ways to visualize the effect of

molecular and cellular changes within a living organism. On the other hand, discoveries

in molecular biology will lead to the development of improved tracers for use in imaging.



The growth in this field over the last several five to ten years has been dramatic. A

search for the phrase “molecular imaging” shows that the number of citation has

increased rapidly over the last five years (Fig. 1.1) in the biomedical literature. This

growth is also evidenced by the recent founding of two societies dedicated to molecular

imaging, the Society for Molecular Imaging (Kerrville, TX) and the Academy of

Molecular Imaging (Los Angeles, CA). In addition, a number of manufacturers are

offering dedicated small animal imaging systems, including major manufacturers of

clinical imaging equipment.

250 +
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Fig. 1.1: A search was performed using PubMed, with the phrase “molecular imaging”.
The number of citations found increased each year from 1998 to 2005, demonstrating the
growth of molecular imaging as a distinct area of study.

Application of both molecular and conventional imaging techniques to small animals

(i.e., mice and rats) is an active and vital field of research. Mice and rats have long been

used in biological research for multiple reasons, including their biological similarity to

humans, ease of care, and rapid reproduction [8]. For these and other reasons, a large

number of well characterized disease models, ranging from Alzheimer’s disease to
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obesity [9, 10], using mice and rats are available, and research using these species is

increasing correspondingly.

Non-invasive, in vivo imaging offers many advantages in the study of these animal

models. First, imaging can be performed in live animals, which allows the measurement

of functional parameters while the animal is still alive. Secondly, imaging allows each

animal to be studied repeatedly, enabling longitudinal studies where each animal serves

as its own control, decreasing the variability in the study and increasing the statistical

power. In addition, many traditional techniques used in animal studies such as histology

and autoradiography are labor intensive. The application of imaging techniques can

reduce the amount of labor required, and thus reduce the cost of studies. In recent years,

a number of imaging modalities have been used in small animals, including most of the

modalities represented in human imaging. Dedicated small animal systems using MRI,

CT, SPECT, PET, ultrasound, and optical imaging have become available [11-15].

Although dual-modality imaging is well accepted for use in clinical applications, it is

not yet commonly used in small animal research applications. However, we anticipate

that small animal dual-modality imaging will have the same advantages as dual modality

imaging performed on human subjects and seek to demonstrate some of these advantages

in this thesis project.

1.3. Project goal

In this thesis project, we use a combined SPECT-CT system for imaging studies

involving small animals. The studies pursued in this project involve a commercial small

animal SPECT-CT system, the X-SPECT* scanner (Gamma Medica-Ideas, Inc.,

Northridge, CA), which is installed and available in our laboratory at University of
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California, San Francisco. The system can be used to perform dual-modality imaging

studies of small animals using SPECT-CT. Our aim in this project focuses on developing

the quantitative capabilities of small animal SPECT-CT, and specifically on assessing the

magnitude of physical effects such as photon attenuation and partial volume errors that

affect the image quality and the quantitative accuracy of small animal radionuclide

imaging, and developing compensation methods for these effects. Our overall goal is to

use these compensation methods to allow small animal imaging systems to be used for

scientific studies in which it is important to be able to quantitatively measure the uptake

of radiotracers in specific tissues to measure the underlying biological processes under

study.
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Chapter 2: X-SPECT System Description

2.1. Overview

This thesis project involved experimental studies with small animal SPECT-CT, and

specifically used the “X-SPECT*, developed, manufactured, and sold by Gamma

Medica-Ideas, Inc. (Northridge, CA). According to the manufacturer, the X-SPECT sys

tem is designed to perform SPECT-CT imaging of animals ranging in size from mice to

rhesus monkeys. Two systems of this type (of approximately 40 available worldwide)

are available at the UCSF Center for Molecular and Functional imaging, and were used to

perform the experimental work described in this thesis. This chapter will describe the

imaging system, the data acquisition process, and the image reconstruction process that

form the basis of much of this thesis. The X-SPECT was the first system of its type, and

the only commercial system of its type available when this thesis project was started.

Since that time, several other small animal SPECT-CT systems have been introduced for

experimental studies and the results in developed and presented in this thesis project gen

erally are applicable to all of these systems.

2.2. System description
2.2.1. Overview

The X-SPECT scanner is a small animal SPECT-CT imaging system was developed,

and now is sold by Gamma Medica-Ideas, Inc. (Northridge, CA) [1]. It was the first

commercially available dual-modality system designed specifically for imaging small

animals. It was predated by the A-SPECT" imaging system, also developed by Gamma

Medica-Ideas, which included up to two compact scintillation cameras for in vivo ra

dionuclide imaging of small animals, but did not include x-ray imaging capabilities. In

addition, the A-SPECT rotated the animal in an upright vertical position unlike the X
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SPECT (Fig. 2.1) which is built with a gantry that allows SPECT and CT imaging com

ponents to rotate around the animal, which is positioned horizontally, thus maintaining

the animal in a more natural position.

Fig. 2.1: The X-SPECT small animal SPECT-CT system. The gamma camera can be
swung out from its normal imaging position to facilitate collimator changes. The inset
photo on the left shows the gamma camera in its imaging position, as well as the mouse
holder.

In designing a small animal imaging system, a number of objectives must be consid

ered, including spatial resolution, radiation dose, and imaging time. Specifically, because

animals such as mice are much smaller than humans, the imaging system must have suf

ficient spatial resolution to visualize key structures. For example, a typical adult mouse

weighs approximately 25-30 g, compared to approximately 80 kg for the average Ameri

can adult male. Correspondingly, the linear dimensions in the mouse are approximately

10 times smaller than in a human. For example, the thickness of the myocardial wall in a

mouse is 1.0-1.5 mm [2], which is approximately one tenth the thickness of the myocar

dium in the human heart [3]. Because clinical SPECT scanners have a spatial resolution

of approximately 1 cm, a SPECT scanner for mouse imaging needs a spatial resolution of
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approximately 1 mm, an order of magnitude improvement, to achieve similar perform

ance. Likewise, a CT scanner for mice should have a spatial resolution of approximately

100 pum or better, to match the 1 mm spatial resolution used for clinical CT imaging.

Another important specification is the field of view (FOV), which must be large enough

to encompass the animal being studied. For a mouse, a field of view with a diameter of 3

cm is probably sufficient, whereas for a rhesus monkey a field of view of 10-20 cm may

be needed. Both the spatial resolution and size of the field of view are important charac

teristics that must be considered in the design of a SPECT/CT system for small animal

imaging.

2.2.2. SPECT system

SPECT imaging is performed by using one or more gamma camera to acquire multi

ple “views” of an object that has been injected with a radionuclide tracer. The set of mul

tiple views, or set of “projection data”, then is fed to an image reconstruction algorithm to

reconstruct the data into a three-dimensional data set consisting of cross-sectional planes

perpendicular to the axis of rotation. Therefore, in most SPECT imaging systems, tomo

graphy requires either rotating the object being imaged, or rotating the detector around

the object.

The radionuclide imaging process begins by injecting (or otherwise administering)

the subject (animal or human) with a radiopharmaceutical that distributes within the body

according to its biochemical properties. For example, sestamibi or “MIBI” (hexakis-2-

methoxyisobutyl isonitrile) is an agent that is labeled with technetium-99m and that dis

tributes in proportion to blood flow in the myocardium and other tissues. In comparison,

antibodies can be labeled with iodine-123 or indium-111, and used to target proteins such
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as those that are specific to particular types of tumors. After the radiopharmaceutical has

accumulated according to its biological properties, the labeled tissues emit radiation (i.e.,

Y-rays and x-rays) in proportion to the radiopharmaceutical concentration.

The distribution of the radiopharmaceutical in the body then is recorded using an im

aging detector, such as the gamma camera. The gamma camera records both the interac

tion position (on the detector face) and the energy of photons emitted from radionuclide

tracers such as iodine-125, technetium-99m, and lutetium-177 (Table 2.1). A typical

gamma camera for small animal imaging, such as the one found in the X-SPECT, uses a

segmented NaI(Tl) scintillator and position sensitive photomultiplier tubes (PS-PMT’s).

The scintillator is used to convert the incident photons into visible light, which are then

converted by the PS-PMT's into electrical signals. The electrical signals are then proc

essed by read-out electronics, digitized, and stored in the data acquisition computer. The

signals provide information about the energy of the detected photon, and about the posi

tion of the interaction of the incident photon on the detector surface (i.e., in the scintilla

tor). Both X-SPECT scanners in our laboratory are equipped with one of these gamma

cameras, although each X-SPECT scanner can accommodate up to two gamma cameras

for increased detection efficiency at extra cost.

Table 2.1: Common isotopes used in SPECT imaging

Isotope Half-life Photon Energy Decay Mode

Iodine-123 13.2 hours 159 keV Electron capture

Iodine-125 59.5 days 27–32 keV Electron capture

Indium-111 2.8 days 171,245 keV Electron capture

Lutetium-177 6.6 days 113, 210 keV 3- decay
Technetium-99m 6.0 hours 140.5 keV Isomeric transition

Thallium-201 72.9 hours 69–83 keV Electron capture
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In addition to detecting the emitted photons, the radionuclide imaging system also

must provide information about the trajectory of the photon prior to its interaction with

the scintillator. In gamma-ray imaging, including SPECT, this is almost always done by

using absorptive collimation. A variety of collimator configurations are available, in

cluding pinholes, parallel hole, and converging hole collimators. The X-SPECT can be

equipped with either parallel hole collimators or pinhole collimators, and the choice of

collimator is determined by the desired trade-offs between spatial resolution, detection

sensitivity, and field of view. The parallel hole collimator has good detection sensitivity

and a large field of view, but relatively poor spatial resolution of 2 mm or higher. The

pinhole collimator has superior performance for imaging smaller objects in terms of its

spatial resolution and detection efficiency, but generally offers a more restricted field of

view. The X-SPECT comes with two different pinhole collimators, the low energy and

the medium energy pinhole collimator (Fig. 2.2). The primary difference between the

two collimators is that the medium energy pinhole collimator has thicker shielding in or

der to minimize the penetration of higher energy photons.

Fig. 2.2: The X-SPECT has two pinhole collimators. The collimator on the left is used
for lower energy isotopes such as I-125 (27.5 keV) and Tc-99m (140 keV). The collima
tor on the right has increased shielding, and is used for imaging higher energy isotopes
such as indium-111 (171 keV, 245 keV). The pinhole inserts are removable, and can be
switched to optimize the compromise between spatial resolution and detection efficiency.
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Each collimator comes with interchangeable pinhole inserts, with diameters of 0.5

mm, 1 mm, or 2 mm that can be used to achieve the desired balance between spatial reso

lution and detection sensitivity. Based on information from the manufacturer, we know

that the pinhole apertures are keel edge pinholes (also known as channel pinhole) with a

90° cone angle made of machinable tungsten. The keel edge pinhole is a modification of

the traditional knife edge pinhole that flattens the edge of the aperture (Fig. 2.3), in order

to decrease septal penetration and improve spatial resolution at the expense of decreased

detection efficiency. The cone angle limits the field of view of the pinhole, and is chosen

to match the field of view of the detector. All the work done for this thesis focused on

imaging with pinhole collimators.
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Fig. 2.3: Cross-sectional drawing of knife edge (left) and keel edge (right) pinholes. The
keel edge pinhole has a flattened edge, which decreases septal penetration and improves
spatial resolution. The length of the flattened edge is the keel length (also known as the
channel height). The cone angle (o) of the pinhole aperture limits the angles at which
photons can pass through the pinhole.

2.2.3. X-ray CT system

CT scanners, like other X-ray imaging systems, consist of a radiation source and a de

tector. The source emits x-ray photons, and the detector is positioned to record the pho

tons that pass through the object being imaged, thus recording the shadow cast by the ob

ject. The resulting image is a two-dimensional representation of the object, where the im

age intensity corresponds to the product of the linear attenuation coefficient and thickness
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of the object. To obtain three-dimensional information about the object, it is necessary to

either rotate the object being imaged, or to rotate the x-ray source and detector(s) around

the object.

The CT subsystem in the X-SPECT, like all x-ray CT scanners, uses an x-ray tube as

a source of photons for imaging. X-ray tubes generate x-rays by accelerating an electron

beam from a cathode into a target (the anode). The accelerated electrons create photons

through bremsstrahlung interactions of the electrons with the anode material. The result

ing bremmsstrahlung photons are not monoenergetic, but instead have a broad spectrum

which is determined by the accelerating potential and the anode material. In addition, the

x-ray tube also produces characteristic X-rays having discrete photon energies produced

when upper shell electrons fill vacancies in lower electron shells created by electron in

teractions with inner shell electrons. The rate of x-ray production is governed by the

cathode current, the electron potential used to accelerate the electron beam, as well as the

type of target material (e.g., molybdenum vs. tungsten). The X-SPECT scanner is

equipped with a microfocus x-ray tube having a fixed tungsten anode that produces a

maximum tube current of 1 mA at 50 kVp, and with a nominal focal spot size of 100 pum.

These values are fairly typical for x-ray sources used in small animal x-ray computed to

mography.

A variety of detectors types and configurations have been used for x-ray CT imaging

in order to convert the incoming radiation into an electrical signal. Detectors used in hu

man CT scanners include xenon filled ionization chambers, and scintillators coupled to

photodiodes [4]. CT scanners for small animal and specimen imaging commonly use

scintillators coupled to a solid-state CMOS (complementary metal oxide semiconductor)
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or CCD (charge coupled device) detector that records the light emitted by the scintillator

and converts it to an electronic signal that can be digitized and stored, or displayed, by a

computer. In general, CCD detectors have the advantage in image quality (better uni

formity, lower noise, higher dynamic range), but have a relatively small active area (e.g.,

1 cm’). As a result to achieve an imaging area of sufficient size (i.e., 5×5 cm2, the scin

tillator must be coupled to the CCD chip using a fiber optic taper which reduces its quan

tum efficiency. In comparison, CMOS detectors have the advantage in terms of higher

readout speed, resulting in faster data acquisition, and reduced power consumption,

which is advantageous in consumer applications (i.e., digital cameras), but unlike CCDs

have a sufficiently large active area so that it can be coupled to the scintillator without a

fiber optic taper. In the case of the X-SPECT scanner, the x-ray detector is a CMOS

based detector with 2368×2240 pixels with 50 pum pixel pitch. The detector has a nomi

nal frame rate of 2-9 frames per second, depending on the amount of binning in the detec

tor. Developments in both CCD and CMOS technologies have narrowed the gap between

the two types of detectors, and both continue to be used in small animal CT systems.

2.2.4. Ancillary systems

In addition to the imaging components, small animal imaging systems must also in

clude provisions for positioning and supporting the animal during the imaging process.

The animal holder must support the animal in the field of view, while not interfering with

the imaging process. As a result, it must be made of a material that does not significantly

attenuate x-rays and gamma rays, such as metal. Carbon fiber, as used on the X-SPECT,

is strong, light, and not excessively attenuating. The X-SPECT scanner has interchange

able animal holders, appropriately sized for animals of different sizes (Fig. 2.4). The
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holders are mounted to a translation stage, which allows the animal to be correctly posi

tioned within the field of view.

For most in vivo studies, it is also necessary to anesthetize the animal to minimize

movement. Therefore, the X-SPECT system in our laboratory has tubing installed to al

low the use of gaseous anesthesia (isofluorane) while the animal is in the scanner. Fi

nally, while small animals such as mice are anesthetized, it is necessary to provide heat

ing to maintain the body temperature. Various solutions such as heated animal beds, heat

lamps, and forced air heating are used to maintain animal body temperature in small ani

mal imaging systems.

Fig. 2.4: A close up view of the larger (rat sized) animal bed. This photograph shows a
rat positioned for imaging with the anesthesia nose cone installed. Image courtesy of
Carmen Taylor.

2.3. Data acquisition and reconstruction
2.3.1. SPECT acquisition

While the concept of radionuclide imaging is relatively simple in concept, several

steps must be followed in a practical system to perform a SPECT study. First, the detec

tors must be positioned so that they are aligned with the object being imaged. The X
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SPECT system, for example is designed so that SPECT detectors can be moved on linear

translation stages both toward the rotational axis (isocenter) for imaging, or away from

the isocenter so that they don’t interfere with x-ray beam during acquisition of a CT im

age. Similarly, for acquisition of SPECT data, it first is necessary to move the x-ray tube

and x-ray camera to their outermost positions so that the gamma camera can be posi

tioned as close as possible to the object being imaged. The geometrical configuration of

the radionuclide detectors and the x-ray source and detector for both x-ray imaging and

radionuclide imaging are shown in Fig. 2.5 and Fig. 2.6. The animal holder can also be

translated parallel with the axis of rotation in order to correctly position the animal within

the field of view.
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Fig. 2.5: Axial representation of the X-SPECT system configured for SPECT imaging.
The gamma camera is positioned close to the animal in order to optimize spatial resolu
tion and sensitivity. The x-ray CT imaging components are retracted. The imaging com
ponents rotate about a common axis perpendicular to the plane of the page.
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Fig. 2.6: Axial drawing of the X-SPECT system configured for x-ray CT imaging. The
gamma camera is withdrawn, so as to avoid interfering with the x-ray imaging. The x
ray tube and camera are positioned so that the field of view covers the animal being im
aged. The imaging components rotate about a common axis perpendicular to the plane of
the page.

In addition, quality control and calibration data must be acquired to maximize the

quality of the recorded image. For this reason, before experimental data are acquired, it

is useful to acquire uniformity data to calibrate the system and check system performance.

Typically, the uniformity data are acquired at the beginning of each day by imaging a

uniform flood phantom (Fig. 2.7) filled with an aqueous solution of the desired radionu

clide. The gamma camera can record the data either without a collimator (i.e., an “intrin

sic” measurement), or more commonly with the X-SPECT, with the appropriate collima

tor (i.e., either pinhole or parallel hole) for an “extrinsic” uniformity measurement; the

manufacturer suggests that 5x 10° events should be acquired to insure adequate statistical

quality for a uniformity measurement of this type. The radionuclide distribution within
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the flood phantom is assumed to be uniform, so that the resulting information can be used

by the data acquisition software to perform uniformity correction on subsequent projec

tion images due to spatial variations in detector response or imperfections in the collima

tor. Additionally, this correction compensates for the angular dependence of the detec

tion efficiency (flat field correction) of the pinhole collimator. After the uniformity cor

rection data are acquired, another image is acquired with the flood phantom to verify that

the uniformity correction is correct as a final quality control check.

Fig. 2.7: Flood phantom used to acquired data for uniformity correction. The phantom is
filled through two holes on the top, which are then plugged with plastic screws.

When acquiring experimental data, it is necessary to first position the animal or phan

tom so that it lies within the field of view of the imaging system. This can be done inject

ing the object or animal with the radiopharmaceutical, positioning it in front of the

gamma camera, and then simply viewing the gamma camera output displayed on a com

puter monitor. It is also possible to use planar x-ray imaging to help accurately position

the subject. When a pinhole collimator is used, the pinhole should be positioned as close

to the object as possible, to maximize spatial resolution and detection efficiency, but suf

ficiently far away so that the object being imaged is encompassed in the field of view of

the SPECT detector. Tomographic imaging with the X-SPECT scanner generally re
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quires that data are acquired over 180° or 360° at 64 or 128 projection angles. In both

planar and tomographic imaging, the object can centered within the imaging field by

moving the animal bed from side-to-side. On the other hand, if the field of view is too

small to encompass the object, the field of view can be enlarged by moving the pinhole

collimator away from the object. The overall goal of this process is to ensure that the en

tire object can be viewed within the field of view at all projection angles at which data

are acquired.

2.3.2. X-ray CT data acquisition

The CT data usually are acquired after SPECT imaging is complete. Although the

CT scan could be acquired first, SPECT imaging usually is performed first because the

SPECT field of view with a pinhole collimator is smaller than the CT field of view.

Therefore, if the region of interest falls within the SPECT field of view, then the CT field

of view will encompass the region of interest as well. When acquiring CT data, it is nec

essary to first move the gamma camera (or cameras) to its outermost position so that it

does not obscure the x-ray beam as it passes from the x-ray source to the x-ray detector

(Fig. 2.6). If the gamma cameras are fitted with parallel hole collimators, the gamma

camera shutters must be closed to prevent damage due to scatter radiation produced in the

object by the x-ray beam. The x-ray tube output is adjusted, and then projection data are

acquired over 360° at 128, 256, or 512 projection angles, a decision that is governed by

the desired trade-off between spatial resolution, and imaging time. The raw projection

data are stored on the data acquisition computer for reconstruction.

The choice of x-ray CT acquisition parameters is primarily a balance between image

quality and radiation dose. Radiation dose is minimized by reducing the number of pho
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tons passing through the body, and minimizing the number of photons interacting ab

sorbed in the body. The number of photons (or flux) can be reduced by proper design of

the system (beam collimator and shutter), as well as by minimizing the exposure time,

number of projections, and tube output. The number of photons being absorbed in the

body can be reduced by increasing the energy of the emitted photons, which is controlled

by the tube voltage. The image quality is maximized by increasing the signal to noise

ratio by increasing the photon flux and contrast. The flux is controlled by the tube cur

rent and total exposure time, while the contrast is controlled by the tube voltage.

2.3.3. Image reconstruction

The objective of tomographic imaging is to measure the three-dimensional spatial dis

tribution of a physical parameter, e.g., the photon attenuation coefficient in x-ray CT or

the concentration of a radiopharmaceutical in SPECT. In SPECT and CT, the measured

data consist of a set of two dimensional projection views acquired at multiple angles,

which are reconstructed into a set of cross-sectional views of the object being imaged.

This section will briefly give a general description of the image reconstruction process,

and then review two common algorithms used for image reconstruction. Finally, we will

describe the methods used to reconstruct the data acquired on the X-SPECT system.

As stated above, the measured data in SPECT and CT imaging consist of two dimen

sional projection views acquired at different angles. In CT imaging, (Fig. 2.8), the de

tected image intensity on each point on a CT projection can be defined by the following

equation:

P,Qu,v)= I,(u,v)exp(-■ u(x,y,z)ds) (2.1)
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where 6 is the projection angle, I0 is the intensity recorded on the detector in the absence

of attenuation, u(x,y,z) describes the linear attenuation coefficient, and L is the line from

the point (u,v) on the detector surface to the x-ray source. By dividing the measured pro

jection data, and taking the natural logarithm, we obtain a function where each point is

expressed as a line integral:

P

F., (u, v) = -mº = ■ u(x,y,z)ds (2.2)

In SPECT imaging, each point on a projection is defined by the number of photons

from the radionuclide-containing object detected at that point on the detector. In an ideal

system, each point on the detector is illuminated by a “pencil beam” of radiation passing

through an ideal (i.e., infinitesimally small) collimator opening. Thus, the number of

photons detected at a particular point of a detector is proportional to the line integral of

the activity concentration through the object as defined by the collimator geometry for a

specific point on the detector:

P.(u,v)=k■ A(x,y,z)ds (2.3)

where k is a proportionality constant that converts the projected radionuclide concentra

tion to units of photons per second per unit area recorded by the detector. In addition,

A(x,y,z) describes the spatial distribution of the radiopharmaceutical concentration, L is a

line in space defined by the position of the collimator opening and (u,v), and consists of

the points from where emitted photons can be detected at the location (u,v) on the detec

tor.

After acquisition, the data must be reconstructed in order to create a three

dimensional image data set, where each voxel (volume element) represents the value of
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the physical property (e.g., photon attenuation coefficient) that is being measured. Be

cause Eq. 2.2 and Eq. 2.3 have the same mathematical form, the same image reconstruc

tion algorithms can be applied for SPECT and CT.

º
U / |

Z V

DefectO■
Fig. 2.8: In this example, each point on a CT projection can be defined by a line integral
through the object of interest:

P(u, v) = exp(-| Au(x,y,z)ds)
where P(u,v) is the measured data, Au■ X,y,z) is the spatial distribution of the linear attenua
tion coefficient, and L is the path from the source to the point (u,v) on the detector.

Algorithms used for tomographic reconstruction are can generally be classified as ei

ther analytical or iterative algorithms. Analytical solutions apply a single transform to

the projection data in order to estimate the 3-dimensional image. One such algorithm,

filtered backprojection, is one of the earliest algorithms, and dates back to Johan Radon’s

derivation in 1917 of what now is known as the “Radon Transform” [5]. In this algo

rithm, the projection data are first filtered using a high pass filter, then “backprojected”,

which is the process of smearing the values of each pixel in the filtered projection image

evenly along the line that contributed to the value recorded in that pixel. Iterative algo

rithms, as their name implies, use multiple iterations and a model of the imaging process
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in order to produce the image. Although they are more computationally intensive than

analytical algorithms, iterative algorithms can yield results with better spatial resolution

and improved noise properties, compared to analytical algorithms [6]. As a result, itera

tive methods are increasingly popular, particularly for radionuclide image reconstruction.

2.3.3.1. Feldkamp algorithm

A commonly used variation of the filtered backprojection algorithm for reconstruct

ing pinhole SPECT and cone beam x-ray CT data was derived by Feldkamp, et al [7].

This algorithm is an approximation of the exact solution to the inversion of the Radon

transform, and was originally derived for microCT, although it is also applicable to mi

croSPECT, which uses the same cone beam geometry. The algorithm is analogous to the

filtered backprojection algorithm for the fan beam imaging geometry, with the addition of

a weighting step which is applied to the projection prior to filtering to account for the

specific properties of the cone beam geometry. In addition, the backprojection step also

has an extra weighting term, also to account for the cone-beam geometry. This algorithm

is described in more detail by Kak, et al [5, 8].

2.3.3.2. ML-EM algorithm

A popular iterative reconstruction algorithm for reconstruction of radionuclide imag

ing data is the maximum likelihood-expectation maximization (ML-EM) algorithm,

originally derived by Shepp and Vardi [9], and by Lange and Carson [10]. This algo

rithm estimates the radionuclide tracer distribution which maximizes the Poisson prob

ability of observing the measured data. The algorithm assumes that each detector meas

urement is independent, and that the data behave statistically according to a Poisson dis
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tribution (as is true for counting statistics). The logarithm of the likelihood function is

maximized using an iterative expectation maximization process.

A drawback of the ML-EM (and other iterative) algorithm is the computational time

required. One way to accelerate this process by an order of magnitude is to use ordered

subsets, which divides the projection data into subsets, or blocks, and updates the image

estimate using the subset of the projection data [11]. This approach can be used for ML

EM and other iterative algorithms; when applied to ML-EM, the resulting algorithm is

known as the ordered subsets-expectation maximization, or OS-EM.

2.3.3.3. SPECT image reconstruction

In SPECT imaging, the reconstruction algorithm has a major effect on the quality of

the reconstructed image. Although the software that is shipped with the X-SPECT scan

ner includes both filtered backprojection and iterative reconstruction (OSEM) for pinhole

SPECT data, we have implemented an improved version of the ordered subset

expectation maximization (OSEM) algorithm. This improved algorithm includes models

for effects such as photon attenuation, and distance dependent collimator behavior. This

work constitutes a major part of this thesis, and will be described in detail in Chapter 4.

2.3.3.4. CT image reconstruction

CT images are generally reconstructed using analytical algorithms, although iterative

algorithms also can be used for this purpose. However, in comparison to iterative tech

niques, analytical algorithms generally are preferred for CT because they are less compu

tationally expensive then iterative techniques; a major advantage in the reconstruction of

the large data sets encountered in x-ray CT. In addition, most CT data have relatively

low noise, so there is less benefit to using an iterative algorithm. Cone beam CT recon
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struction is especially challenging because of the large matrix sizes involved, which can

require a long time to reconstruct. For example, Kole et al, reported reconstruction times

of up to several days to reconstruct a 1024x1024x200 dataset into a 512x512x128 matrix

(without acceleration) [12]. However, a number of companies and researchers have man

aged to address this problem using various approaches, including both hardware and

Software acceleration [13-15]. In our case, the CT projection data were reconstructed us

ing the software (supplied by Exxim Computing Corporation) that was shipped with the

X-SPECT. This software enables rapid reconstruction using ordinary PC hardware. The

data are output in 512 individual slices, each with a 512×512 matrix format. For the sake

of simplicity, the reconstructed data were usually rebinned into a single file with a matrix

format of (256)' prior to analysis.

2.4. Image co-registration

Accurate co-registration is necessary for correct image interpretation, as well as for

accurate attenuation correction [16]. Because the X-SPECT system is designed such that

the animal is anesthetized and is not moved between scans, the registration problem is

relatively simple. However, due to differences in image matrix sizes, field of view, and

spatial alignment between the SPECT and CT subsystems, it is necessary to take steps to

ensure that the data sets are accurately aligned.

A variety of transforms are available for use in image registration to match the two

different reconstructed images. These include rigid, affine, projective, and curved trans

forms [17]. The rigid transform only includes rotations and translations. An affine trans

form will map parallel lines onto parallel lines, and combines the operations of a rigid

transform with the addition of scaling operations (magnification or minification) that may
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vary by direction. A projective transform maps lines onto lines, without any constraints

for maintaining parallelism, and a curved transform is one maps lines onto curves. The

choice of transform depends on the complexity of the coregistration problem. For exam

ple, a rigid transformation is usually sufficient for registering images of the skull, which

is rigid and does not deform, but a curved transform may be needed to register images of

the heart acquired at different points of the cardiac cycle.

In this section, we describe the methods we used to coregister the SPECT and CT im

ages, including the image transform, a method to estimate the image transformation ma

trix, and an evaluation of the image registration accuracy.

2.4.1. Materials and methods

We performed image registration by finding values for the transformation matrix that

mapped the points in CT image onto the corresponding points in the SPECT image. The

previous section summarized several image registration approaches, and here we will de

scribe the transformation that we chose and the method used to experimentally obtain the

values for the transform parameters.

A general affine transform to relate the CT and SPECT coordinates can be described

by the following set of equations:

Xct = Atxspect + A.Vspect + Aszspect + ti
ycr = Asixspect + A.Vspect + 4,32spect + tº (2.4)
zct = Asixspect + 42.9spect + Asszspect +t,

where xSPECT, ySPECT, and zSpect are the coordinates of a point in the SPECT image, xcf,

yct, and zct are the coordinates of the point in the CT image, and the remaining variables

are constants. This transform has 12 unknown parameters represented by the 9 matrix

values {ai} and the 3 coordinates of the translation vector {t}. However, because the
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geometry of the scanner fixes the geometrical relationships between the CT and SPECT

data, we can assume that the only parameters needed are a scaling factor, rotation about

the z-axis, and shifts along each of the axes. Thus, the transformation (Eq. 2.4) can be

simplified to the following equations:

xcr = (m cosó)xspecr + (m 'sin 6) y'specr +t
ycr = (-m-sin 6)xspecr + (m: cosó) y'specr +t, (2.5)
Zcr = m Zspect + 13

where m is the scaling (or magnification) factor, 6 is the rotation angle, and ty, t2, and tº

are shifts along the x-, y-, and z-axes, respectively between the CT and SPECT coordi

nate frames. We can express this in matrix notation using the equation:

XCT m-cos 0 m. sin 6 0 || xspecr t
yer ||=|- m'sin 6 m. cos 6 0 || y specr |+|t, (2.6)
ZCT 0 0 h1 || 2 spect t3

or equivalently,

xcT = Axspect + t (2.7)

In order to determine the parameter values, it is necessary to define points in the CT im

age, and to find the coordinates of the corresponding points in the SPECT image, or vice

versa. Given this data, we seek to find the parameter values that minimize the distance

between the positions of the points in the CT image and the position of the points in the

transformed SPECT image. In mathematical terms, we seek to minimize the value in Eq.

2.8:

N

X|xer – (Axspecr + t)’ (2.8)
i-l

In order to find the coordinates needed to perform the minimization, it is necessary to

be able to define points in the CT image, and to define the corresponding points in the
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SPECT image. This was done by imaging fiducial markers, which are objects designed

to be visible and well defined in both SPECT and CT. In this project, fiducial markers

were created using anion exchange resin beads (A-520E, Purolite, Inc.), soaked in an

aqueous solution of approximately 200 MBq "Tc-NaTcO4 (sodium pertechnetate) to

form “point sources” with a diameter of approximately 0.6-0.9 mm. The pertechnetate

ion is adsorbed from the solution onto the beads, making the beads visible with SPECT,

which are also visible with CT because of their physical density (~1.1 mg/mL). With

only five co-registration parameters (i.e., m, 6, ti, tz, and ts) that need to be determined,

two points (i.e., 6 coordinate values) are theoretically sufficient to determine the image

registration parameters. However, we usually used four or more points in order to obtain

a better fit.

In practice, these sources were glued to a plastic centrifuge tube that could be at

tached to the animal bed and imaged to obtain data to derive the co-registration matrix.

The sources were placed at random locations near the end of the tube, although care was

taken to space the points appropriately, so that the points would all be within the field of

view of the gamma camera, and to avoid obvious symmetry, such as positioning the

points in a co-linear manner. The tube was then attached to the animal bed for data ac

quisition. SPECT data were acquired at 64 projections over 360°, followed by CT data

acquisition.

The SPECT data were reconstructed using an iterative reconstruction algorithm, and

the CT data were reconstructed using the Feldkamp image reconstruction software in

cluded with the scanner. The CT data were re-binned to a (256)' matrix format following

reconstruction. The coordinate values for each point source were defined manually in
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both the SPECT and CT images using an image display program, which gave the “ma

trix” position of the point.

The coordinates of the point source in the SPECT and CT images were fed to a com

puter program, which derived the coregistration parameters expressed in Eq. 2.5. This

program finds these parameter values by minimizing the cost function in Eq. 2.8 using

Powell’s algorithm, a direction-set method to find minima [18]. This algorithm seeks the

find the minima in a function of n variables by searching along lines in different direc

tions in n dimensional space. The set of directions can be defined by a set of unit vectors.

The algorithm first finds the minimum along a line defined by the initial estimate and the

first vector, and then proceeds down the next direction until it reaches a minimum. The

values of the n variables which are being minimized are then updated to be equal to this

new point in n dimensional space. From this point, the algorithm searches for a mini

mum along the line defined by the next vector and changes the values of the variables

accordingly. The process is repeated for all n unit vectors, and then the set of directions

is updated based on the previous results. The process is repeated until the algorithm con

verges on a minimum.

After the values for the coregistration parameters have been determined, it is possible

to apply the image transform to the CT image to match it to the SPECT data, which was

done using another software program that we implemented. This program loops through

the image matrix in the SPECT coordinate space, and calculates the coordinates of each

SPECT voxel in the coordinates of the CT image using Eq. 2.5. The program then de

termines the voxel values of the output image using trilinear interpolation of the CT im
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age at the coordinates determined in the previous step. The end result is that the CT im

age has been resampled to match the SPECT image.

2.4.2. Results

The first step of the image registration process consisted of imaging the calibration

phantom described above, then identifying the fiducial markers on both the CT and

SPECT images. The ion exchange resin beads worked well as point sources for fiducial

markers in that they were easily visible in SPECT images, and also could be seen in CT

(Fig. 2.9). Although there was little image contrast between the beads and the plastic

tube on which they were attached, in the CT image, the outline of the beads was always

obvious because they protruded beyond the surface of the tube. In addition, in the

SPECT image, the bead was radioactive and could be readily identified and differentiated

form the plastic tube which was not radioactive. These characteristics allowed us to iden

tify the fiducial markers on both the CT and SPECT images, with their coordinates ex

tracted so that the parameters in Eq. 2.5 could be identified.

Fig. 2.9: Image of coregistration phantom from CT (left) and SPECT (right). The cross
hairs are aligned with the ion exchange resin bead that served as a fiducial marker.
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In this process, it is important to recognize that the values obtained for the image co

registration matrix A (Eq. 2.7) depend on the parameters used for reconstruction of the

SPECT and CT images. In particular, the magnification value is dependent on the

SPECT radius of rotation, and the field of view of the SPECT image. Given accurate

knowledge of the voxel dimensions in the reconstructed images, the magnification can be

calculated by the following equation:

_%ox.Sizespecrx Nspect (2.9)
Vox.Sizec × Nor

where Vox.Size is the length of the voxel in the specified image, NCT is the size of the CT

image space in voxels, and Nspect is the length of the SPECT image space in voxels.

The magnification value was determined for experimental data acquired using various

values for the radius of rotation, and was plotted as a function of the radius of rotation.

As expected, the magnification was dependent on the radius of rotation (Fig. 2.10), be

cause the image reconstruction algorithm changes the voxel size based upon the radius of

rotation. In addition, Fig. 2.10 also shows that the experimental results agreed with the

expected values for magnification calculated from Eq. 2.9, which provides confidence

that the image dimensions in the SPECT and CT images are correct.
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Fig. 2.10: Magnification factor needed to correlate the SPECT and CT data. The meas
ured data agrees well with the predicted values.

In addition to the magnification m, it also is necessary to determine 6, the angle of

rotation about the z-axis, as well as the translations ty, t2, and tj between the SPECT and

CT coordinate systems. In this example, the rotation angle was measured to be 6 =

0.6° +1.9°. The shifts (t1, t2) in the x and y directions are both very small (0.18+0.13, and

0.24+0.17), and not statistically significant. The z-shift t; is larger, and was measured to

be 2.3 +0.8 mm (range of -1.5 mm to -3 mm). Nevertheless, these differences between

the SPECT and CT data can be corrected easily by applying Eq. 2.6 to transform the CT

data into the SPECT coordinate system, as described above.

We then evaluated the effectiveness of the coregistration transform by checking the

accuracy of the registration between the SPECT and CT images with a scan of a second

set of point sources. This second set of sources was created in the same manner as the

first set of markers, but the point sources were located in different positions. The second

SPECT-CT scan was performed using the same data acquisition parameters as the first

Scan, and the data were reconstructed with the same algorithms and parameters as the

previous data. The coregistration parameters derived from the first set of data are used to
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register the reconstructed SPECT and CT images from the second scan, and the position

difference is calculated for each point:

rer = W(x, -º) + (yº-ye;) + (4,-zer) (2.10)

where xspect, yspect, and zspect are the coordinates of the point in the SPECT image, and

xcT, yet, and zct are the coordinates of the corresponding point in the coregistered CT im

age. The mean position difference was found to range from 0.2 to 0.4 mm, which is less

than the spatial resolution of the SPECT images. This allows us to conclude that the co

registration algorithm has aligns the SPECT and CT with accuracy better than the spatial

resolution of the SPECT system, and indicates that a more complicated approach likely is

unnecessary.

The approach described above was used to coregister data for all the work presented

in this thesis, and is sufficient for registering the SPECT and CT image coordinate sys

tems. However, in biological systems, the coregistration problem could be complicated

by motion, such as that due to respiration and cardiac function, as well as by the possibil

ity of animal movement during or between the SPECT and CT studies. Such errors

would require more complicated registration scheme, possibly involving anatomical

landmarks in the animal, or the use of fiducial markers attached to the surface. These ap

proaches are specific to the design of particular imaging studies, and are outside the

scope of this thesis.

2.5. Prediction and assessment of system performance

The performance of the X-SPECT scanner was characterized for both x-ray CT and

SPECT. The system was characterized with experimental measurements that were com

pared with calculated values. The results will help to predict the limits of quantitative
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accuracy that can be achieved, determine the optimal imaging parameters for a study, and

determine the usefulness of the X-SPECT for particular applications.

2.5.1. SPECT

The SPECT performance of the X-SPECT scanner was characterized by evaluating

the field of view, spatial resolution, and detection efficiency. These three characteristics

are important in determining the suitability of the imaging system for many applications.

The size of the field of view is important in tomographic imaging because structures that

fall outside the field of view at certain projection angles can result in artifacts in recon

structed images. In addition, the field of view must also encompass all the structures of

interest, in order for a study to be useful. The spatial resolution is important in allowing

structures to be resolved in imaging, and having high detection efficiency is critical for

minimizing the amount of imaging time and the dose of radiopharmaceutical used in a

study. Therefore, optimizing the trade-offs between these three parameters is an impor

tant part of performing a SPECT imaging study.

2.5.1.1. Field of view

The size of the field of view has a strong influence on the utility of an imaging system

for a particular application. If the data acquired fall partially out of the field of view in

Some or all of the projection views, the reconstructed image will have artifacts. For

SPECT imaging with a pinhole collimator, the field of view is determined by the detector

size, cone angle of the pinhole aperture, and the radius of rotation. We calculated the size

of the field of view as a function of the radius of rotation for SPECT imaging with the X

SPECT scanner based on the following geometrical argument. We start by looking at the

center cross-sectional plane of the image (Fig. 2.11). The field of view is the region
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which can be imaged by the detector at all projection angles. By symmetry, we deduce

that this region must be a circle centered at the axis of rotation. In most situations, the

angle 2a, defined by the lines drawn from the edges of the detector to the pinhole, is

smaller than the pinhole cone angle, and the field of view is limited by the size of the de

tector. The field of view is the circle bordered by the lines drawn from the pinhole and

the edges of the detector (Fig. 2.11). The radius RFov of the field of view therefore is de

fined by the line segment drawn from the axis of rotation (isocenter) to the tangent line

drawn through the pinhole to the edge of the detector, and which has a value equal to:

(2.11)
RFoy = b : man" (0.3 peºidih-*

where b is the radius of rotation of the pinhole around the isocenter, DetWidth is the

width of the detector, and F is the focal length of the collimator.

Cº
O
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-O

DefectO■

Def Width

Fig. 2.11: Illustration of the geometry used to calculate the field of view. The dotted
lines are drawn from the ends of the detector through the pinhole. Angle a is the maxi
mum angle from the perpendicular at which a photon can pass through the pinhole and hit
the detector and is calculated using the arctangent of half the detector width divided by
the collimator focal length, F. As long as 2a is less than the pinhole acceptance angle (a),
then the field of view is the centered at the axis of rotation that is tangent to the (dotted)
lines drawn from the edge of the detector through the pinhole aperture.
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The theoretically derived diameter of the field of view (Eq. 2.11) is plotted as a func

tion of the radius of rotation in Fig. 2.12. The calculation was based on the nominal di

mensions of the detector (12×12 cm’). The pinhole acceptance angle is large enough that

it should not limit the field of view. The result shows that the field of view with the pin

hole collimator can be varied by changing the radius of rotation (i.e., moving the gamma

camera toward or away from isocenter) to accommodate animals of different sizes (e.g.,

mice vs. rats), although the larger field of view is obtained with an associated loss of spa

tial resolution and detection sensitivity.

|
0 2 4 6 8

Radius of Rotation (cm)

Fig. 2.12: Plot of the expected SPECT field of view for the X-SPECT with pinhole col
limation as a function of the radius of rotation.

2.5.1.2. Spatial resolution

Another key characteristic of imaging systems is spatial resolution, which has a

strong effect on the ability of a system to detect and distinguish various features within

the field of view. Spatial resolution of SPECT and planar radionuclide imaging is deter

mined by adding the intrinsic resolution of the detector and the collimator spatial resolu

tion in quadrature. The intrinsic resolution is the spatial resolution of the detector with

out a collimator, or in other words, the width of the response of the detector to an infini
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tesimally thin pencil beam of radiation. The collimator resolution is the width of the pro

jection of a point source onto the detector. For a pinhole collimator, the system resolu

tion (R.) in the image plane is related to the intrinsic resolution (R) and the collimator

resolution (R.) by the follwing equation:

R, =; NF + R. (2.12)

where M is the magnification of the image from the image plane onto the detector, which

for a pinhole collimator is equal to the focal length (F) divided by the radius of rotation

(b). As stated above, the system resolution is determined by adding the contributions of

the intrinsic resolution and collimator resolution in quadrature, and then correcting for the

magnification of the image onto the detector face by multiplying by 1/M, so that the sys

tem resolution represents the spatial resolution in the plane of the object.

For pinhole collimation, the spatial resolution of the collimator is described by the

following equation [19]:

(F4 b)
F (2.13)R. = d.º.

where diff is the effective pinhole diameter, and F and b are the perpendicular distances

between the pinhole and detector, and between the pinhole and the plane of the object,

respectively (Fig. 2.13). This expression is derived by calculating the width of the pin

hole aperture when projected onto the detector face from a point source located at the

center of rotation.
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Fig. 2.13: Pinhole imaging geometry. This figure shows the parameters F, b, and 6.
The parameter F is the focal length of the collimator, and is the distance from the detector
to the pinhole center. The parameter b is the radius of rotation, and the angle 6 is the an
gle of the source with respect to the normal axis of the pinhole collimator.

The previous equation (Eq. 2.13) shows that the collimator spatial resolution is pro

portional to the effective pinhole diameter, d.f. The effective pinhole diameter accounts

for photon penetration through the edges of the pinhole aperture, and is related to the pin

hole geometry, material, and photon energy by the following equation:

| 2
d.m - (a "a mº) (2.14)

where u is the photon attenuation coefficient for the pinhole and a is the cone angle of

the knife edge pinhole. Accorsi and Metzler have also investigated the calculation of an

effective pinhole diameter for use in spatial resolution calculations [20], and obtained a

more general result. In either case, the effective diameter of the pinhole is essentially

equal to the physical diameter when imaging low and medium energy gamma photons

(e.g., iodine-125 and technetium-99m), and increases when imaging radioisotopes that
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emit higher energy photons, due to increased penetration of photons through the edges of

the pinhole.

The system spatial resolution of the gamma camera also was experimentally meas

ured by imaging a capillary line source having an inner diameter of 250 pum and filled

with "Tc-NaTcO4. The source was placed in front of the pinhole aperture and imaged

with the gamma camera. This was repeated using both the 1 mm and 2 mm pinhole aper

tures with the source at distances of 3-5 cm from the pinhole. The full-width half

maximum (FWHM) of the line response function, was calculated by linear interpolation

of the pixel values in the projection image. The spatial resolution in the image plane was

then determined by scaling the spatial resolution at the detector by (b/F) where b is the

distance of the source to the pinhole, and F is the distance from the pinhole to the detec

tor, in order to correct for the magnification of the image onto the detector. The results

are shown in Fig. 2.14 along with the values predicted using Equations 2.12-2.14. The

predicted values were calculated using the value of diff calculated using the equations for

a knife edge pinhole, the nominal collimator focal length of 9 cm, and the nominal pixel

pitch (2.2 mm) for the intrinsic resolution of the detector. The data from the 1 mm pin

hole were slightly lower than the predicted values, and the experimental results with the 2

mm pinhole gave smaller than expected values for the FWHM. The actual spatial resolu

tion may be lower than the theoretical spatial resolution because of the segmentation of

the detector crystal, which leads to a non-Gaussian point spread function. The differ

ences between the two pinholes may be related to the geometry of the pinhole, specifi

cally the longer keel length (1.8 mm) which will reduce the width of the collimator point

spread function.
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Fig. 2.14: Spatial resolution in planar images obtained using the X-SPECT scanner, de
termined by using a line source. The result is reported in terms of the full width half
maximum in the image plane.

In addition to measuring the planar spatial resolution, we measured the spatial resolu

tion of reconstructed tomographic data. The tomographic resolution differs from the pla

nar imaging data, due to the influence of the reconstruction algorithm on spatial resolu

tion. In addition, various parts of the field of view are closer or farther from the pinhole,

depending on the projection angle. Although the planar spatial resolution is a test of the

gamma camera, the tomographic spatial resolution also needs to be measured to assess

the performance of the integrated imaging system.

Data were obtained using a high resolution test pattern (Fig. 2.15) filled with ap

proximately 140 MBq aqueous "Tc-NaTcO. Data were acquired at 128 projections

over 360° using various combinations of pinhole sizes (0.5, 1, and 2 mm diameters) and

radius of rotation values (3.5, 4.0, and 4.5 cm). The data were reconstructed using 5 it

erations of the X-SPECT manufacturer's OSEM software, and the results were upsam

pled by a factor of 2 using cubic B-spline interpolation to reduce the effect of pixelation
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on the image. Results are shown in Fig. 2.16 for data collected with a radius of rotation

of 4.0 cm, and illustrate the effect of pinhole aperture size on spatial resolution.

Fig. 2.15: High resolution hot rod phantom (left) and edge phantom (right) used to as
sess spatial resolution of SPECT images.

(a) (b)
Fig. 2.16: Slices from the center plane of SPECT images of the high resolution hot rod
phantom acquired using various collimator inserts with pinhole diameters of: (a) 0.5 mm,
(b) 1 mm, and (c) 2 mm. Radius of rotation was 4.0 cm for all data sets, and data were
reconstructed using the OSEM algorithm shipped with the X-SPECT scanner. The phan
tom contains rods with diameters of 1.2, 1.3, 1.4, 1.5, and 1.6 mm.

Another independent measurement of spatial resolution in reconstructed images was

obtained by imaging a technetium-99m filled phantom containing an edge (Fig. 2.15

(right)). The phantom was filled with approximately 300 MBq of aqueous ”Tc-NaTcO4,

and data were acquired over 360° at 64 angles and 40 seconds per projection. The radius

of rotation was either 4 or 5 cm, and data were acquired with both the 1 mm and 2 mm

pinhole inserts. After data acquisition of the phantom, the projection data were recon
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structed using 5 iterations an OSEM algorithm (8 subsets). The line profile drawn across

the edge in the reconstructed image can be fit with an equation of the form [21]:

B
A +— (2.15)

1 + (exp((x-xo)/o)

where the parameters A, B, x0, and o are unknowns, and the full-width-half-maximum of

the system point spread function is equal to 3.5250. Least-squares fitting was performed

using the “solver” tool in Microsoft Excel for data from ten locations near the center of

each reconstructed image. For each fit, two slices were averaged in order to reduce noise.

The results are summarized in Table 2.2, and are consistent with the results obtained with

the resolution test pattern. The spatial resolution estimates for the X-SPECT scanner

predict that the scanner will be able to resolve structures separated by approximately 1 or

2 mm, depending on the collimator and radius of rotation.

Table 2.2: Estimated spatial resolution in tomographic images

Radius of rotation Pinhole Size Spatial Resolution
(cm) (mm FWHM)

4.0 1 mm 1.1+0.2

5.0 1 mm 1.2+0.3

4.0 2 mm 1.4+0.2

5.0 2 mm 1.6+0.2

2.5.1.3. Detection efficiency

Detection efficiency or sensitivity is defined as the ratio between detected photons

and photons emitted, and has an important role in determining the imaging time, injected

dose, and the resulting signal to noise ratio. In general, system performance is improved

by increasing the detection efficiency as long as other characteristics, especially spatial

resolution, are not sacrificed. The detection efficiency of the system is a multiplicative
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function of the geometric efficiency of the collimator and the detection efficiency of the

detector. As is the case with spatial resolution, the dominant factor in determining the

detection efficiency is the collimator. The theoretical geometrical sensitivity of the pin

hole collimator is described by the following equation:

di, cos' 6
16b% (2.16)9.

where the effective pinhole diameter (d.■ .) accounts for penetration of photons through the

edges of a pinhole (Eq. 2.14), and the parameters b and 6 are the perpendicular distance

from the pinhole to the source and the angle between a line drawn from the pinhole to the

source and a line perpendicular to the detector, respectively (Fig. 2.13). This equation

predicts that the sensitivity can be increased by using a larger pinhole aperture, decreas

ing the radius of rotation, and positioning the object in the center of the field of view.

The detection efficiency was also measured, to compare the predicted values with ex

perimentally obtained results. The measurement was performed using a 63 pull Micro

Hollow Sphere phantom (Data Spectrum, Inc.) filled with 30 MBq "Tc-NaTcO4. The

activity was measured using a dose calibrator (Atomlab 100, Biodex Medical Systems),

and the phantom imaged with the X-SPECT scanner. Data were acquired at 64 projec

tions over 360°, using radius of rotation values from 3-5 cm. Data were acquired using

both the 1 mm and 2 mm pinholes. The sensitivity was calculated by dividing the meas

ured counts by the theoretical number of photons emitted, which was calculated based on

the imaging time and the measured activity. A plot of the theoretical pinhole geometric

efficiency as a function of distance is shown in Fig. 2.17, along with the measured detec

tion efficiency.
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Fig. 2.17: The detection efficiency as a function of distance. The theoretical pinhole
geometric efficiency is given by the lines, and the symbols represent the measured effi
ciency.

The measured efficiency is lower than the theoretical geometric efficiency for several

reasons. First, the detection efficiency of the gamma camera is approximately 80% be

cause 20% of the 140 keV photons striking the scintillator crystal will pass through with

out interaction (Transmission=exp(-|L)=1-exp(-0.6 cm2.57 cm")=0.21). Additionally,

the segmented scintillator crystal is not active over its entire area; the area between the

pixels does not contain scintillation material. The detector uses square 2 mm pixels sepa

rated by 0.2 mm of reflective material [1], which leads to an approximately 20% loss in

detection efficiency because only 83% (2°/2.2%) of the detector surface area is scintillator

material. Finally, the data acquisition software applies a flat field correction, which re

duces the apparent sensitivity at the center of the field of view in order to correct for the

angular dependence of detection sensitivity.

We measured the effect of removing the flat field correction on sensitivity by ma

nipulating the data acquisition software so that the flat field correction was not applied.
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The experimental measurement for detection sensitivity was repeated, and it was found

that the detection efficiency increased by 42% for the 1 mm pinhole, and by 86% for the

2 mm pinholes. In other words, the flat field correction leads to a reduction in apparent

detection sensitivity by approximately 30% for the 1 mm pinhole and 50% for the 2 mm

Pirihole. The effect of the flat field correction was more pronounced for the 2 mm pin

H. C. He, and accounted for the relatively small (2.5-fold) efficiency advantage of the 2 mm

P = -- hole compared to the 1 mm pinhole. The experimental data acquired without flat-field
cc. r1ection were compared with the theoretical detection efficiency in Fig. 2.18. In this

fissure, the theoretical detection efficiency has been corrected for the detector stopping

pc-vver and the presence of reflective material between the pixels. The 1 mm pinhole

measurement agrees reasonably well with the theoretical measurement, but the 2 mm

pinhole has noticeably lower than expected sensitivity. This reduction in sensitivity is

probably due to the longer (1.8 mm) keel length of the 2 mm pinhole, which improves

Spatial resolution at the expense of geometric efficiency.
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Fig. 2.18: Plot of detection efficiency measured from experimental data without flat field
correction. Also plotted is the theoretical detection efficiency, which is accounts for the
geometric sensitivity of the pinhole, the stopping power of the detector, and the active
area of the detector crystal.
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In summary, to maximize the detection efficiency of the X-SPECT system when im

aging with a pinhole, it would be best to obtain the data without flat field correction, and

to apply a correction to the data that does not reduce the total number of counts. Unfor

tunately, the flat-field correction is built into the data acquisition software of the X

s FECT scanner, and circumventing the flat field correction while correcting for non

Larniformities in the detector is not a straightforward process.

2.5-2- CT system performance

Spatial resolution is a key parameter describing the performance of a small animal CT

system, and limits the smallest features that can be seen in the reconstructed image. This

section describes the method of calculating the theoretical spatial resolution of an x-ray

CT system. The spatial resolution of the CT component of the X-SPECT system is pre

dicted, and then the calculated value compared against experimental measurements.

The expected spatial resolution of projection data can be calculated using the method

Outlirned by Paulus [22], where the total system resolution (orona) is expressed as the sum

of detector (o) and x-ray focal spot (o,) blurring. These two effects are assumed to be

Gaussian, and thus they add in quadrature:

O'Total -
Wo: + o; (2. 1 7)

The detector blurring is defined by the following equation:

o, -|-tº-lº (2.18)
d., + d a J 2

where xa is the pixel spacing on the detector, and d., and da are the distance from the ob

ject to the x-ray source, and the distance from the object to the detector, respectively (Fig.

2.19). This equation assumes that the detector resolution is limited by the pixel size, and
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calculates the effect of the detector resolution in the image plane. The x-ray focal spot

blurring is described by the following equation:

O. = d, tda. * fivhm (2.19)
d 2.35

xs

vv Here xfthm is the full width half maximum of the x-ray tube focal spot. The term in pa

d

r-eratheses is the product of multiplying the blurring by (#) and (**) where the

first term accounts for the scaling introduced by projecting the focal spot blurring onto

th-he detector, and the second term results from backprojecting the blurring from the detec

tor plane into the image plane. The factor of 2.35 converts the full-width half-maximum

to the standard deviation for a Gaussian distribution.

X-rCy
detector

Subject

X-rOy
-

SOU■ Ce |º
`ss

dºs do |
Fig. 2.19: Geometry of an x-ray imaging system. The dimension d, is the x-ray source
to subject distance, and da is the source to detector distance.

This equation can be used to calculate the planar spatial resolution of the CT compo

ment. Using the standard imaging geometry of the X-SPECT, the values of d, and did are

22 cm and 7 cm, respectively. The detector pixel pitch is 50 pum, but data are usually

binned in a 2x2 manner, so the effective pixel pitch is 100 pm. The focal spot size (xãºn.)

was estimated to be 100 pum, based on information presented about the A-SPECT [23],
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the imaging system which predated the X-SPECT. Based on these values, the spatial

resolution is estimated to be 160 pum FWHM). This value can also be used as an estimate

for the limit of the spatial resolution of the reconstructed tomographic images obtained

vvith this system.

The CT spatial resolution was also evaluated experimentally by scanning a gold wire

Gre ominal diameter approximately 25 pm), which can be used to calculate the point spread

film riction in the transaxial plane. The wire was positioned in the center of the field of

~ i evv by stretching in a cardboard frame, which was positioned on the animal holder. The

~ire was imaged using 256 projections over 360°, with the x-ray tube operated at 50 kVp

arhci O.6 ma. The data were reconstructed, and the in-plane spatial resolution was deter

mined by performing a least-squares fit to the data with a two dimensional Gaussian of

the form:

f(x) = B+ A exp(-(((x-xo)* +(y – yo)*)/(20°)] (2.20)

havir-ag parameters A, B, x0, y0, and a [21]. The spatial resolution described in terms of

its flail-width half maximum is equal to 2.350, and was estimated to be 340 p.m.

^dditionally, the spatial resolution was measured by imaging a block of acrylic to ob

tain the edge response. Data were acquired at 256 projections using the CT imaging pa

rameters described above. The data were fit with a curve of the form described by Eq.

2.14, and the spatial resolution was estimated to be 340 am FWHM. This result, like the

result obtained using the wire, is worse than expected.

After these spatial resolution measurements were completed, calibration measure

ments were made of the imaging geometry by personnel from the system manufacturer

(Gamma Medica-Ideas, Inc.). The results of the calibration measurements were used
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with a revised reconstruction algorithm which corrected for non-idealities in the imaging

geometry. The calibration measurements were repeated, and the spatial resolution im

proved to 260 pum FWHM, which is still worse than the predicted value. The source of

this discrepancy is unknown, but there a several possible sources. One possible cause of

is the reconstruction algorithm, which could include a smoothing filter to reduce noise at

th-me expense of reducing image resolution. Another possible source of decreased spatial

r–e solution is misalignments in the imaging geometry. As mentioned above, calibration of

th-me imaging geometry by a service engineer reduced spatial resolution from 340 pum to

26 O pum, but there may be residual errors in the imaging geometry. Finally, the focal spot

dirnension as quoted by the manufacturer may be inaccurate, as accurate measurements

of the focal spot size are difficult to perform.

The x-ray CT spatial resolution is not as good as expected, it is still at least three- or

four-fold better than the SPECT spatial resolution. Therefore, the CT will be adequate

'or Froviding anatomical landmarks for image fusion, and for photon attenuation correc
tion

1.6- Description of second X-SPECT system

Irn 2005, another X-SPECT scanner was added to the laboratory, and was used to ac

quire some of the data presented later this thesis. The second scanner outwardly is very

similar to the first scanner, but has a few differences. The CT system has been upgraded

with a more powerful x-ray tube, which enables faster CT acquisitions. The higher volt

age (kVp) of the x-ray tube should also reduce the radiation dose delivered to the animal

during CT acquisition. The gamma camera has been changed such that the scintillator

crystal now has 82x82 pixels, which should potentially improve the intrinsic spatial reso
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lution of the gamma camera by reducing the nominal pixel pitch from 2.2 mm (in the first

scanner) to 1.5 mm (in the second scanner). The differences between the scanners are

summarized in Table 2.3, but the basic design of the system has not changed, and the two

scanners are expected to have similar characteristics.

Tzable 2.3: Differences between the two scanners

Parameter First (Older) Scanner Second (Newer) Scanner

Maximum x-ray tube output 50 kVp, 1 mA 80 kVp, 0.6 ma

X-ray imaging modes step-and-shoot step and shoot or
continuous

Gamma camera pixel pitch 2.2 mm 1.5 mm

2-7. Conclusions

The X-SPECT is a small animal SPECT-CT imaging system that combines SPECT

and CT imaging modalities on a single gantry. In this chapter, we described this system,

and evaluated its basic performance characteristics for both radionuclide and x-ray CT

image: ing. The resolution of the SPECT system was measured to be on the order of 1-2

mn FWHM, which when corrected for the size of mice and rats, is similar to the per

forma ance of clinical system for imaging humans. The detection sensitivity ranged from

2-\O x10°, depending on the radius of rotation and the choice of pinhole aperture size.

Petection sensitivity could also be improved by the installation of a second detector head.

The CT spatial resolution was measured to be 260 pm FHWM.

The performance measurements indicate that the X-SPECT system is not a state of

the art system in terms of either SPECT or CT. For example, the U-SPECT has superior

Sensitivity and spatial resolution [24], and Seguin, et al reported microCT spatial resolu

tion of approximately 50 pum [25]. However, it is the first commercially available inte
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grated SPECT-CT scanner, and offers the advantage of dual-modality imaging in an inte

grated system.
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Chapter 3: Calibration of SPECT Imaging Geometry

3.1. Overview

In tomographic imaging, full knowledge of the imaging geometry is crucial for

accurate image reconstruction. Due to the high spatial resolution of small animal

irrhaging systems, small errors in geometric parameters can lead to errors and artifacts in

th-me reconstructed image. For example, the tomographic reconstruction algorithm

assumes that the detector rotates around a specific point in space, typically called the

**center of rotation”. If the algorithm assumes that the center of rotation is different than

the actual (i.e., physical) center of rotation, then this misalignment of the gamma camera

vvith the axis of rotation can lead to artifacts. This is illustrated in Fig. 3.1, which shows

irrhages reconstructed from a small point source with different amounts of misalignment

between the mathematical center of rotation and the physical center of rotation. If the

physical and mathematical centers of rotation coincide, then the reconstruction algorithm

acclarately produces the small point source (Fig. 3.1(left)). However, any discrepancy in

the rºmathematical and physical center of rotation will cause point objects to appear as

Small circles in the tomographically reconstructed images.

Fig. 3.1: These images were reconstructed from simulated data to demonstrate the
artifact in which point objects are reconstructed as small circles. These artifacts are
created by an uncorrected mechanical shift, as in the case of a misalignment of the
gamma camera. From left to right, data were reconstructed from data with mechanical
shifts of 0, 2, and 3 mm.
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Although it is difficult to align or measure the imaging geometry to the desired degree

of accuracy, it is possible to calculate the geometry of the pinhole camera from

experimentally obtained data. After these parameters are calculated, they then can be

included in the geometrical description of the imaging system that is part of the image

reconstruction algorithm. This provides a means of adjusting or calibrating the

r—e construction algorithm for the specific characteristics of the imaging system to remove

these artifacts from the reconstructed images. A number of methods to solving this

Problem have been proposed [1-3]. In this chapter, we implement the method described

Eseque et al., which uses measured projection data, obtained using point sources in order

to estimate the value of seven parameters needed to define the imaging geometry. The

nethod generates calculated projection data, and fits the calculated projection data to the

ºn easured projection data by varying the geometric parameters. This method was used to

Sharacterize the SPECT imaging geometry of the X-SPECT scanner in our laboratory.

*-1-1. Definition of geometric parameters

Eeque, et al., defines the imaging geometry for a system with a single gamma camera

With a pinhole collimator by specifying seven different parameters denoted symbolically

*S F, e, e, b, m, f, and y. The parameter F is the distance from the center of the

*etector surface to the pinhole aperture. The deviation of the origin of the detector

SS Ordinate system from the center of the detector is described by the electrical shifts, e,

*nd ey. The focal length, F, along with e, and e,, form a complete description of the

Samma camera. The remaining parameters (b, m, Ø, and v) describe the positioning of

the gamma camera in relationship to the image matrix. The radius of rotation, b, is the

distance from the pinhole to the axis of rotation, measured parallel to the y’axis, which is

*

*
º
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defined by rotating the standard coordinates about the z-axis by the projection angle 6.
7,

The x", y”, z" coordinate system is defined by rotation about the x'-axis by the detector 7.

tilt angle 6. The lateral shift of the detector is m, and is defined as the distance of the ■ º

pinhole from the axis of rotation along the x"-axis. The twist is represented by y, and is -
º,

the angle difference between the u,v coordinate axes on the detector and the x" and z" º,

axes in the rotated image space. These geometrical parameters are illustrated in Fig. 3.2

to Fig. 3.4, and are sufficient to completely describe the pinhole SPECT imaging

geometry. *
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Fig. 3.2: Illustration of the geometric parameters F (focal length), b (radius of rotation), - - - - - - - ". ■
m (mechanical shift), and 6 (projection angle). In this image, the axis of rotation (z-axis)
is perpendicular to the page. The x', y', and z' axes are defined by rotation about the z- 3 *
axis by the projection angle, 6. g
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Fig. 3.3: Illustration of the detector tilt (6), focal length (F), and radius of rotation (b).
The detector is viewed from the side, and rotates about the z' axis. The x', y', and z'
axes are defined by rotating the gamma camera around the z-axis by 6, the projection
angle. The x'', y'', and z'' axes are the result of rotating the x', y', and z' axes around
the x-axis by 6.

Fig. 3.4: Illustration of detector twist (y), and electrical shifts (e, and e,). In this
drawing, the detector is viewed along the y" axis, which was defined by rotating the
image space coordinate axes about the projection angle (6) and the tilt angle (£). The
electrical shifts define the shift of the origin of the detector coordinate system center of
the detector.
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3.1.2. Fitting method

As mentioned previously, it is possible to estimate the values of the geometrical

Parameters from projection data obtained with point sources. The problem can be

formulated as a minimization problem, where we minimize the difference between the

rrn easured point source projection locations and the expected point source projection

I C cations by varying the values of the different geometrical parameters. In each

Projection view, the centroid of the projection of each point source on the detector can be

calculated as a position in the detector coordinate system, and expressed as a pair of

cc Crdinates, (u■ ", v■ "), where the subscripts i and j represent the point number and

Projection number, respectively. A corresponding position can be calculated using

estimated values for the point source locations and geometrical parameters. The

ºbjective function that is being minimized is the distance between the estimated and

****asured point source projection locations, and can be described mathematically using

the cost function (Eq. 3.1) below:

Error=XXXu -uì) + (vº-vº)" (3.1)
j

Y^^here u; and vij are the coordinates of the projection of point i in projection j, and the

***Eerscripts img and est refer to measured and estimated positions, respectively.

If the position of a point source is known, then the expected point source projection

S*sation (u■ " and vº") can be calculated analytically by using simple geometric methods

‘’sseribed below. However, because of the difficulty in defining the origin of the

S*Srdinate system and accurately positioning point sources, it is easier to include the

S*sition of the point sources among the parameters to be estimated. Beque, et al.,

"2/1

*
e42

ºº
>
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demonstrate that three point sources are sufficient, so that the total number of parameters

is increased from 7 to 16 because the position of each of the three point sources is

«Hescribed by three parameters. However, the three distances between the point sources

carn be easily fixed by the phantom design or physically measured, reducing by three the

ri Lamber of parameters required to specify the point source locations. The six parameters

used to specify the location of the point sources consist of rotations about each of the

thr-ee axes, and translations along each of the three axes. Thus, the total number of

urn Hºnown parameters becomes thirteen; seven parameters for the imaging geometry, and

six parameters to specify the location of the point sources.

We minimized the error described by Eq. 3.1 by varying the geometric parameters

anci point source locations, using an implementation of Powell’s method [4], a “direction

Set” method for finding the minimum of a multi-dimensional function, which is described

in Chapter 2. This algorithm was implemented with a computer program written in the C

Programming language (see Appendix 1). In this program, u■ ; and v, were determined

***alytically using the following method. Given the point source location in the image

SS Ordinate system, the point source locations in the x', y', z' frame was calculated by

*Stating around the z-axis by 6. The coordinates were then transformed into the x", y”, z"

Sº Sordinates by rotating around the x' axis by the tilt angle 6. Finally, the point source

**sation was transformed into the x", y", z" coordinate system by rotation about the y”

*Pc is by the twist angle v. The projection location is calculated by using similar triangles,

*** d then shifting the results by e, and e, for the u and v results, respectively, in order to

*ssount for the shift in the origin of the u, v coordinates due to the electrical shift. The
R Sºsualting equations are:
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..., , (x"—m, cos(y))u■ ." = – f –F–F–4+ m, cos(y)+e, (3.2)b + y"

w" --fºrm, sin(v), e. (3.3)b + y'"

~~Here the geometric parameters are as defined in Figures 3.2-3.4. The positions x", y'" 3.

a raci z" are the coordinates of the point source after rotation of the coordinate system for

Pricjection angle, detector tilt, and detector twist. Constraints were added to limit the

rarage of the variables, such that if any variable was outside the limits, a penalty

Prºcºportional to the square of the deviation from the limit was added to the cost function

clescribed in Eq.3.1. The constraints are shown in Table 3.1 below.

Ta ble 3.1: Constraints on geometric parameter estimates

Parameter Minimum Value Maximum Value

Focal Length, F 85% initial estimate 1.15% initial estimate

Radius of Rotation, b 80% initial estimate 120% initial estimate

NMechanical shift, m -10 mm 10 mm

Electrical shift, e, -10 mm 10 mm

Electrical shift, e, -10 mm 10 mm

Tilt, ■ º - 150 150

Twist, y - 150 150

Rotation about x-axis -180° 180°

Rotation about y-axis - 180° 180°

Rotation about z-axis -180° 180°

Translations -10 cm 10 cm

A second version of the program was implemented to perform a more limited fitting

Yhere the values of ey, y, and 6 were constrained to 0, in an effort to simplify the

*'s orithm and to improve the accuracy and repeatability of the results. The value of e,

Yas constrained to be equal to m, so that the origin of the detector coordinate system

Sºuld be positioned underneath the pinhole, or equivalently, such that the detector and
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Pinhole are shifted parallel to the x-axis as a single unit. This will be referred to as

**I imited fitting”, in contrast to the “full fitting” algorithm which estimated the value of 7

geometric parameters.

3 - 2. Simulations

In this section, we describe studies involving simulated projection data, which were

used to achieve three different objectives. The first goal was to validate the geometric

ca. 1 ibration algorithm by varying the geometric parameters used to generate simulated

ca.1 ibration data. This simulation and calibration process allowed us to test the calibration

rrn ethod using data having known attributes, and gave us confidence in applying the

calibration data to experimental data obtained from the X-SPECT system. In addition,

sirrhulated data were also used to assess the qualitative effects of geometric errors on

reconstructed SPECT images, by reconstructing simulated projection data without

Sºrrecting for variations in the geometric parameters. Finally, the effect of geometric

Sºrrors were assessed quantitatively by generating simulated projection data using a

****rmerical edge phantom, and reconstructing the data without correcting for the variation

*** the geometric parameters.

*-2-1. Methods

Simulated projection data were generated using a ray-based projector (Appendix 2)

*** Odeling an ideal pinhole, i.e., a pinhole with an infinitesimally small aperture. This

*** ethod to generate the projection data is independent of the equations used in the

Salibration algorithm, and therefore “decouples” the simulation process from the

Sº libration process, so that the calibration process can be tested and validated without

*>isas. The imaging geometry was based on the X-SPECT system, with a 12 cm× 12 cm
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detector and a pinhole collimator with a 9 cm focal length. The numerical phantoms used

for the simulation contained three points of equal intensity represented in an (80x80x80)

matrix. The three points were positioned so that they did not fall on a single line, with

approximately 1-2 cm separating the sources. The points were positioned according to

the criteria described by Beque, et al. [2], such that at least one point was on either side

of the central plane, none of the points was on the axis of rotation, and none of the points

was in the central plane coincident with the axis of rotation. For each simulation, 64

projection views were generated over 360°.

In order to use the simulated data for testing the geometric calibration algorithm, it

was necessary to extract the centroid of each of the points in each projection view. This

was done using a semiautomated process, using a Matlab” (The Mathworks, Inc.) script

that calculated the centroid of each source from the pixels within a small region in each

projection view. The limits of the region for centroid calculation were defined by the

user for the first projection, and updated automatically for each subsequent view based on

the previously calculated centroid position. This was repeated for each point, and the

results were written to a text file containing the centroid locations, which served as one of

the input files to the geometric calibration algorithm (see Appendix 2 for more details).

The geometric calibration program was then run to estimate the geometric parameters.

The initial estimates for the geometric parameters were also varied, in order to test the

stability of the geometric calibration. The estimated parameter values were then plotted

as a function of the parameters input to the projector program.

In order to study the effect of geometric errors on reconstructed SPECT images,

simulated projection data were generated using numerical phantoms consisting of three
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point sources like the ones described above. The simulated projection data were

reconstructed using an implementation of the Feldkamp filtered backprojection

reconstruction algorithm created by Wu [5, 6]. Multiple sets of projection data were

generated using various values for the geometrical parameters that deviated from the

standard imaging geometry (Table 3.2). The projection data were then reconstructed with

the Feldkamp algorithm using standard values of the imaging geometry. The

reconstructed point source data were used to qualitatively demonstrate the effect of errors

in the geometric calibration parameters.

Another set of simulated projection data were generated using a numerical edge

phantom consisting of a uniform cube at the center of the field of view, and the ray

driven projector described above. These data were generated with deviations in the

geometric parameters, and were then reconstructed using the Feldkamp algorithm without

correcting for the changes in the imaging geometry. The reconstructed data were used to

estimate the spatial resolution, by fitting the data to the curve described in Eq. 2.14. The

degradation in spatial resolution was then correlated to the magnitude and type of

geometric calibration errors.

Table 3.2: Imaging parameter values and ranges

Parameter Name Standard Value Tested Range
Focal Length 90 mm 80-100 mm
Radius of rotation 45 mm 40–50 mm

Mechanical shift 0 mm 0-3 mm

Electrical shift, u 0 mm 0-6 mm

Electrical shift, V 0 mm 0-6 mm

Detector twist 0 deg 0-15 deg
Detector tilt 0 deg 0-15 deg
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Finally, simulated projection data were generated using a model of the collimator

behavior, in order to assess the effect of the point spread function on the characterization

of the imaging geometry. The data were generated using the ray-driven projector

described earlier, but with multiple rays which were positioned and weighted to model

the depth-dependent spatial resolution and sensitivity of the pinhole, including septal

penetration. The data were simulated to model the imaging of three technetium-99m

point sources using a 1 mm keel edge pinhole aperture of the type used in the X-SPECT

scanner. The numerical phantom was configured as described previously. The centroid

positions were calculated for the projection data and input to the geometric calibration

program. The results were compared to the results obtained using projection data

generated with a model of the ideal collimator.

Data generated using the realistic collimator model were also combined with a model

for the depth of interaction (DOI) of the photon. The depth of interaction (DOI) effect, or

parallax is a consequence of detecting photons that strike the detector at an oblique angle.

The photons interact at a finite, varying depth within the scintillator, which affects the

lateral position of interaction recorded by the detector (Fig. 3.5).
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A B c
Fig. 3.5: A photon that strikes the detector at an angle can interact in either Pixel A or
Pixel B, leading to uncertainty in the trajectory of the detected photon. A photon that
strikes the center of the detector (Pixel C) can only interact with one pixel, eliminating
the uncertainty.

The magnitude of the effect is dependent on the angle of incidence of the incoming

photons, the energy of the photons, detector pixel size, and the photon attenuation

properties of the detector. A computer program was written to model this effect on

projection data. This program was applied to the projection data generated above, to

yield sets of projection data that included modeling for both the collimator behavior and

the depth of interaction effect. The projection data were processed, and the geometric

calibration program was then used to estimate the values of the geometric parameters.

3.2.2. Results
3.2.2.1. Testing of calibration algorithm

The first step in evaluating the calibration algorithm was to verify that the algorithm

converged to a minimum. This was demonstrating by creating a plot of the centroid

locations from simulated data is shown in Fig. 3.6, overlaid with the centroid locations

estpredicted by the geometric calibration program (u■ and vº" from Eq. 3.1). The average

deviation in position estimated between the estimated and measured centroid locations
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was 0.1 mm. The strong correlation between the two sets of data provides confidence

that the algorithm performs the minimization correctly.

After establishing that the algorithm converges to a reasonable solution, the next step

is to demonstrate that the solution is correct. This was done by changing the geometry

used to generate the projection data, and then calculating the geometrical parameters

from the resulting projection data. Because the projection data were generated using a

method independent of the calibration algorithm, a correlation between the calibration

result and the parameter values used in the simulation will demonstrate that the algorithm

is indeed working correctly. The estimated focal length plotted as a function of the

simulated focal length is shown in Fig. 3.7, and the results show an excellent correlation

between the estimated value and the expected value, with a slope of 0.97 and intercept of

2.4, demonstrating that the calibration algorithm consistently gives the correct result for

focal length. Similar plots drawn for the other geometrical parameters also show good

results (Table 3.3). These results combine to demonstrate that the fitting algorithm

converges to the correct solution in the case of simulated, ideal data.

40 T

30 - © Measured *
-

Estimated º20 -
-

■ 0

–40 -20 0 20 40

u (mm)

Fig. 3.6: The projection positions of three point sources (over 64 angles) are plotted
(diamonds), along with the projection positions calculated by the fitting program (lines).
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Fig. 3.7: Plot of the estimated focal length as a function of the simulated focal length. A
linear fit of the results lies almost exactly on top of the line y=x (y=0.97x+2.4). These
results demonstrate the accuracy of the geometric calibration algorithm, and also confirm
that the projector is behaving as expected.

Table 3.3: Correlation between parameters values used in simulation with calibration
results

Parameter Slope Intercept r”
Focal length, f(mm) 0.97+0.02 2.4+1.5 0.996

Radius of rotation, d(mm) 0.97+0.01 1.2+0.4 0.999

Mechanical shift (mm) 1.00+0.01 0.04+0.02 0.998

Electrical shift, u (mm) 0.89+0.05 0.26+0.08 0.96

Electrical shift, v (mm) 1.05+0.04 -0.48+0.07 0.98

Tilt (deg) 1.02+0.03 0.00+0.05 0.99

Twist (deg) 1.01-HO.01 0.01-HO.02 0.999

3.2.2.2. Effect of geometrical errors

Figure 3.8 shows images reconstructed from simulated projection data that have been

reconstructed with errors in the various geometric parameters. Multiple sets of projection

data were created using the numerical phantom and ray-driven projector, using different

values for the geometric parameters. The top row shows different slices from the data

reconstructed without any errors in the parameter values. The second row shows slices in

images reconstructed from data with deviations in the different geometrical parameters,
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and demonstrates some of the artifacts that result from reconstructing data with errors in

the imaging geometry.

It was found that the mechanical shift (m) and electrical shift in the direction of

rotation (e) had the strongest effect on spatial resolution. As shown in Fig. 3.9, the full

width-half maximum spatial resolution increases almost proportionally to the mechanical

shift. These errors are equivalent to an error in the center of rotation. As a result, the

backprojections from different angles are misaligned, resulting in blurring, or in extreme

cases, a circular artifact reconstructed when, in fact, the object was a small point source.

Fig. 3.8: Reconstructed tomograms of three simulated point sources. The top row shows
images reconstructed using ideal parameters without any geometric errors. The second
row shows corresponding images reconstructed with various geometric errors. The left
images show an axial slice 4 mm from the central plane, and show the effect of a 2 mm
error in the electrical shift (e) in the direction of the tomographic rotation. The center
images show an axial slice through another point located 10 mm from the central plane,
and demonstrate the effect of a 10 degree error in the twist angle. The right images show
a sagittal slice coplanar with all three simulated point sources, and illustrate the effect of
a 10 degree error in the tilt angle.
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electrical shift in the direction perpendicular to the axis of rotation (u) had a similar effect
on spatial resolution.

Errors in the focal length and radius of rotation affected the apparent size of the

reconstructed phantom, but had relatively small effects on spatial resolution. For

example, errors in the focal length value from -10 to +10 mm resulted in insignificant

(less than 0.1 mm FWHM) changes in the spatial resolution. These errors affect the

magnification of the object onto the detector, and therefore the reconstructed images are

magnified or minified.

The tilt and twist had also relatively small effects, which were found to be position

dependent. The tilt effectively causes a position dependent change in focal length, and

the twist results in a position dependent error in mechanical shift. However, at small

angles the resulting errors are not large enough to cause significant changes in the

reconstructed data.
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3.2.2.3. Effect of realistic collimator behavior

The use of realistic collimator response to generate projection data did not

significantly affect the calibration results for focal length, radius of rotation, mechanical

shift, or magnification. The addition of the depth of interaction effect did increase the

effective focal length by 1.8+0.7 mm, which agrees with the mean depth of interaction

calculated to be approximately 2.2 mm. The depth of interaction effect had no influence

on the other geometric parameters. Therefore, we expect that the geometric calibration

algorithm will also yield good results with experimental data.

3.3. Experimental measurements
3.3.1. Methods

Experimental measurements were performed to characterize and calibrate the imaging

geometry of the X-SPECT, in order to optimize the quality of the reconstructed images.

In addition to removing artifacts in the image, the geometric calibration also ensures that

the linear dimensions (e.g., apparent size of reconstructed objects) in the reconstructed

are correct. The calibration was performed using the method and algorithm from Beque,

et al., as described above.

3.3.1.1. Measurement of pixel size

In order to perform the geometric calibration, it is necessary to either measure or

assume a detector pixel size, so that the projection positions on the detector face can be

converted from pixel locations to absolute u,v coordinates. We chose to measure the

detector pixel size by fitting the gamma camera with a parallel hole collimator because it

does not magnify or minify the recorded data. We then placed point sources on the

camera head separated by known distances. The point sources were placed on a template

printed with a grid, marking the desired locations of the point sources so that the
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distances between the point sources were measured and well defined. After acquiring the

projection data, the centroid locations of the point sources were calculated from the

projection data, and the distances between the points were calculated in terms of the

number of pixels between the points. By plotting the distance between the points in the

projection images as a function of the known physical distance between the point sources,

it is possible to determine the mean pixel pitch of the detector in physical units of

mm/pixel.

3.3.1.2. X-SPECT geometric calibration

After determining the pixel pitch, we applied the methods described in Sections 3.1

and 3.2 to calibrate the geometrical configuration of the system. This is necessary since

the reconstruction algorithm requires parameters that describe the actual geometrical

relationships of the scanner, and failure to perform this calibration can produce image

artifacts as illustrated in Fig. 3.1 and Fig. 3.8. As in the case of the simulations (Section

3.2), this experimental calibration was performed by imaging three point sources using

the X-SPECT system. The point sources were prepared by soaking beads of ion

exchange resin in a "Tc-NaTcO, solution, as described in Chapter 2. Because the

calibration method requires that we know the distances between the calibration points, we

printed a template on which we positioned three point sources at known locations (Fig.

3.10). The phantom was attached to a 5 cm × 5 cm, 0.3 cm thick acrylic sheet for rigidity

and placed on the mouse bed in the X-SPECT scanner. The gamma camera output was

then checked to ensure that none of the point sources was lying on the rotational axis, and

or in the plane of the rotational orbit. The SPECT projection data were acquired over

360° at 64 projection angles with a nominal radius of rotation of 4.5 cm, representing the
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acquisition parameters used for small animal imaging studies in our laboratory. The

acquisition was repeated with the radius of rotation values from 4 to 6 cm, in order to

characterize the relation between the nominal and actual values for the radius of rotation.

These measurements were acquired using various point source configurations over a

period of several months in order to determine the stability of the imaging geometry and

the repeatability of the measurements.

After imaging, the centroids of each of the projected point sources were calculated

with the semiautomated approach using Matlab scripts described above. The measured

centroids then were used to determine the geometric parameters by applying the

algorithm described previously in Section 3.1 of this chapter.

Printed templo■ e

lon exchdnge
beqGS

Fig. 3.10: Phantom used for geometric calibration of the X-SPECT. It consists of three
point sources made of ion exchange beads soaked in "Tc-sodium pertechnetate. The
three point sources are glued to a printed paper template that is attached to a piece of
acrylic (approximately 5 cm x 5 cm) for stiffness.

We also used these data to verify that the calibration results obtained for image

reconstruction gave the correct linear dimensions in the reconstructed images; this was

performed using the geometric parameter values obtained in a second calibration study to

reconstruct the projection data. The data obtained in the second study were generated
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using the same imaging parameters, but a different set of point sources. The distances

between the points in the first phantom were calculated using the reconstructed image,

and compared with the known point spacing. This was done for three sets of data to

confirm the reliability of the calibration method.

3.3.2. Results
3.3.2.1. Detector pixel size estimation

As noted earlier, the physical size of the pixel (in dimension of millimeters) is an

important unit needed to characterize the geometry of the imaging system accurately. In

this study, the pixel size was calculated by imaging several point sources with the parallel

hole collimator, then relating their known physical distance to their distance measured in

pixel values as extracted from the image (Fig 3.11). As expected, the relationship

between the physical distance and the distance measured in pixels was linear for both the

horizontal and vertical directions in the image. These values were fit to a linear

regression line, with the slope representing the pixel pitch which was measured to be 2.23

mm, which is in agreement with the nominal pitch of 2.2 mm (Chapter 2). As noted

earlier, this value was used to convert the location of the point source projection on the

detector from units of pixels to coordinates in physical units (mm).
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Fig 3.11: Plot of the distance between point sources placed on the detector face, with the
distance measured in the image on the y-axis. The difference between the two lines is not
statistically significant, and the combined results estimate the pixel pitch on the gamma
camera to be 2.23 mm in both the horizontal and vertical directions.

3.3.2.2. X-SPECT geometry calibration

The calibration method described in this chapter was used to extract the values of the

geometrical parameters for the scanner, which in turn were incorporated into the

reconstruction algorithm to improve the accuracy of its model of the imaging system and

improve the overall quality and accuracy of the reconstructed images. These results

(Table 3.4) show that some of the parameters, notably the electrical shifts and the

mechanical shift (en, ey, and m), were not estimated reproducibly. The radius of rotation

was excluded from this table because the nominal value for this parameter was varied

between experimental acquisitions. Although the measured values for the focal length (F)

and the radius of rotation (d) varied from experiment to experiment, one key result

Showed that the actual magnification factor (F/d) was consistently higher than the value

given by the nominal geometry (Fig. 3.12). This error in magnification affected the

measurement of size in the reconstructed images, such that objects appeared larger in the
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reconstructed images than the actually were. This error may be in part due to the depth of

interaction which could increase the effective focal length by up to 6 mm (the thickness

of the crystal), accounting for approximately half of the difference between the measured

and nominal magnification factor.

The calibration process also found that the measured values (Table 3.4) of the twist

(■ )and tilt (y) are not significantly different than zero. In addition, the measured values

of the twist and tilt introduced small displacements in the pixel locations of 0.1 mm and

0.05 mm at the edges of the detector, which are significantly smaller than a pixel width.

We therefore do not anticipate that the measured values of the twist and tilt obtained from

the scanner would affect image quality to any appreciable degree.

Table 3.4: Results of X-SPECT geometric calibration

Parameter Full Fitting Limited Fitting Expected Value

Focal Length, F (mm) 94.1+5.0 94.9-E5.0 90

Mechanical shift, m (mm) 0.8-E1.6 0.55 +0.10 0

Electrical shift, e, (mm) -1.8+5.5 0.55 +0.10 0

Electrical shift, e, (mm) 0.1+7.6
-

0

Tilt, 4 (degrees) -0.05+0.30
-

0

Twist, y (degrees) -0.1+4.0
-

0
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Fig. 3.12: Plot of measured magnification (F/b) versus the nominal value. The results
show that the actual magnification is consistently larger than the nominal magnification.
The measured magnification is related to the nominal magnification by the equation
y = 1.18x – 0.07.

We found that the electrical shifts and the mechanical shift were difficult to estimate

reproducibly using the full fitting algorithm. According to Beque, et al., there is a strong

correlation between e, and m, which would explain the difficulty in reliably fitting these

values [2]. In other words, a change in the u-axis electrical shift (e) affects the measured

data in a manner very similar to a change in the mechanical shift (m), making it difficult

to separate the contribution of these two parameters to the measured data. Additionally,

the values of e, seem to be closely linked to the position estimates of the source. This

also results in high variability in the estimates for the z position of the point source

locations and in the value for ey. As was the case with the mechanical shift and the u-axis

electrical shift, changes in the z-position of the point source affect the measured data in a

manner very similar to changes in the v-axis electrical shift.

As mentioned earlier, the measured values of the tilt 4 and twisty were not

significantly different from 0, and that the value of the electrical shift e, is closely
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correlated with the mechanical shift m. We therefore applied a limited fitting algorithm

which, as described above, assumed that the tilt and twist were negligible (i.e., f = y =

0), and that the electrical shift equaled the mechanical shift (i.e., e, = m). As mentioned

previously, setting the electrical shift (e) equal to the mechanical shift represents a lateral

displacement of the center of the gamma camera from the axis of rotation. The twist and

tilt were ignored to reflect the small magnitude of these parameters obtained from the

results of the prior measurements.

With the full fitting algorithm, the average deviation between the estimated and

measured point source location in the projection images was 1.75 mm. Using the limited

fitting algorithm, this error only increased to 1.94 mm, which still is less than the width

of a single pixel. Therefore, we can conclude that the limited fit gives results that are, for

all practical purposes, equivalent to the results from full fitting (Fig. 3.13). Thus, it is

possible to obtain high quality reconstructed images from the X-SPECT data by using 3,

rather than 6, parameters to calculate the imaging geometry. This allows the use of the

limited-fit algorithm for geometric calibration, which gives more repeatable results, and

also reduces the number of parameters needed to model the imaging geometry in the

reconstruction algorithm.
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Fig. 3.13: Plot of the measured and estimated projection location for three point sources over 64
projection angles. This figure demonstrates that the limited fitting provides an excellent fit for
the projection data.

3.3.2.3. Effect of geometric calibration on image scaling

Having full knowledge of the imaging geometry is necessary to accurately reconstruct

SPECT data. In the previous section, we found that the measured magnification (focal

length divided by radius of rotation) was consistently larger than the nominal value.

Although this error did not cause obvious artifacts in the reconstructed images, it did

result in reconstructed images that consistently appeared to be larger than their actual

values. The deviation in the magnification value described above appears to result from a

combination of a radius of rotation value (d) that is less than the nominal value reported

from the scanner and an effective focal length that is longer than the nominal detector

focal length. Part of this error may be accounted for by the depth of interaction effect,

and the remaining error is most likely a systematic error in the design or calibration of the

system.

84



In order to verify that the measured magnification was correct, we used the geometric

parameters obtained using one set of point sources to reconstruct the projection data

obtained during a second geometric calibration scan. We also reconstructed the

projection data obtained during the second scan using the nominal values for the scanner

geometry. Using the nominal scanner geometry, we found that the distances between

points were overestimated. Linear least-squares fitting was performed on the data, and

yielded the relationship y = 1.14x–0.4 for uncorrected data, where y is the measured

distance between two points in the reconstructed image in mm, and x is actual distance

between the points (also in mm). By changing the radius of rotation to obtain the correct

magnification according to the results shown in Fig. 3.12, the correct distances were

measured in the reconstructed SPECT images, as shown in Figure 3.14 below. A linear

least-squares fit for the corrected data yields the relationship y = 1.01x-0.3 ,

demonstrating that the distances in the reconstructed image are correct.
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Fig. 3.14: Plot of distance between points measured in the reconstructed image vs. the
measured distance.

85



3.4. Conclusion

Accurate knowledge of the geometric parameters of the imaging system is a

prerequisite for properly reconstructed images. Because of the high spatial resolution

required for small animal imaging, it is necessary to know these parameters to a high

degree of accuracy. A method to determine these parameters from projection data was

implemented, tested with simulated data, and then applied to the X-SPECT scanner. This

allowed us to obtain accurate estimates of the geometric parameters needed to accurately

reconstruct SPECT data.
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Chapter 4: Improved SPECT Reconstruction

4.1. Overview

The design of the algorithm used to reconstruct tomographic data obviously affects

the quality of the resulting image. Historically, tomographic images from x-ray CT,

SPECT, and PET have been reconstructed using analytic methods such as filtered

backprojection. Over the past decade, statistically based iterative reconstruction

algorithms such as maximum likelihood expectation maximization (ML-EM) and ordered

subsets — expectation maximization (OS-EM) increasingly have been used to reconstruct

radionuclide tomographic data from both SPECT and PET in clinical settings, and

represent a major improvement over analytical reconstruction algorithms. Unlike

analytic methods, ML-EM and OS-EM reconstruction algorithms inherently account for

the Poisson statistics of the radionuclide data, and also can be designed to compensate the

reconstructed data for physical effects such as photon attenuation and scattered radiation.

The iterative reconstruction algorithm begins with an initial estimate of the radionuclide

distribution (typically assumed to be uniform), from which the algorithm models the

imaging process to estimate the projection data. The estimated projection data then are

compared with the experimentally measured projection data to derive a correction term,

which is used to update and derive a new estimate of the radionuclide distribution (Fig.

4.1), which then can be used to calculate a new estimate of the projection data. This

process is repeated iteratively until the algorithm reaches a predetermined criteria (e.g.,

number of iterations, mean-squared error between the estimated and measured projection

data) to obtain the final result, which is a tomographic image representing the

radionuclide distribution within the object being imaged.
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Fig. 4.1: Overview of the iterative reconstruction process. The general scheme in
iterative reconstruction involves a model of the imaging process, and a comparison
between the estimated projection data with the measured projection data. The results of
the comparison are used to update the estimate of the radionuclide (RN) distribution, and
the process is repeated until the stopping criterion (e.g., number of iterations) has been
satisfied.

The quality and accuracy of the reconstructed image depends on the how accurately

the reconstruction algorithm models the physics of the imaging process, as well as other

factors such as the angular and spatial sampling of the object during the acquisition

process. For example, a common artifact in SPECT imaging results from the attenuation

of emitted photons in the object, since simple algorithms assume that the photons emerge

without any absorption or scatter. This causes decreased image intensity at the center of

the object relative to the periphery. However, by modeling the physical process of

photon attenuation in the reconstruction algorithm, this artifact can be reduced or

eliminated in the reconstructed image.

As mentioned previously, accurately modeling the physics of the imaging process is

an important component of the ML-EM and OS-EM algorithms. This mathematical
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model is performed in the forward projector, or simply the projector (see Fig. 4.1), and is

mathematically expressed using the following equation:

N

y(d)=X p(b, d)4(b) (4.1)
b=l

The value y(d) formally represents the number of events recorded (e.g., units of counts) at

detector position d. Similarly, A(b) formally represents the concentration of radioactivity

(e.g., units of MBq/cm’) at image voxel location b. (For simplicity, we simply will call

A(b) the “activity” at voxel b.) Finally, N is the number of voxels in the image, and

p(b, d) represents the probability that a photon emitted from voxel b is detected at detector

position d. The backprojection operation is used in revising the image estimate, and can

be thought of as a smearing of each measured detector value y(d) back into the voxels

which contributed to the measurement in that detector location. It is expressed using the

equation:

a(b)=xp(a)(a) (4.2)

where A(b) is the value of voxel b, y(d) is the value to be backprojected from detector

position d, Na is the number of detector positions, and p(b, d) is the same as in Eq. 4.1. As

before, the detector values y(d) formally are expressed in units of counts, where the voxel

values A(b) formally are expressed in units of MBq/cm'. (However, in practice both y(d)

and A(b) are unitless and simply represent variables that are proportional to the physical

units described above.) In the ML-EM and OS-EM reconstruction algorithms described

by Fig. 4.1, the backprojected quantity is the ratio of the measured counts to the expected

number counts calculated using the forward project. The resulting value is then used to

update the image estimate.
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The projection and backprojection processes are usually implemented in one of two

manners that can be described as being either “voxel-driven” or “ray-driven”. In voxel

driven methods, the algorithm loops sequentially through the voxels in the radionuclide

distribution (i.e., the image), and adds the contribution of each voxel to the estimated

projection data recorded by the detector elements. In the ray-driven technique, the

algorithm performs a projection or backprojection through the image matrix along rays

that simulate the “view” of that detector element. In the projection process, the algorithm

samples the image matrix along each ray, and changes the output value of the detector

element accordingly. In the backprojection process, the algorithm adjusts the image

voxels along each ray according to the value of the detector element. We have

implemented a version of the ordered-subset expectation-maximization (OS-EM)

reconstruction algorithm using the C programming language. Our specific

implementation uses a ray-driven projector/backprojector [1, 2]. In this project, we

implemented the reconstruction algorithm using a projector/backprojector pair that made

it relatively straightforward to include attenuation correction and collimator response. In

this chapter, we describe our implementation of a reconstruction algorithm that includes

models for several physical effects that degrade SPECT images: photon attenuation,

depth dependent collimator response, and photon scatter.

4.2. Photon attenuation

Ideally, radionuclide measurements with biomedical imaging would produce

tomograms that accurately represent the radionuclide distribution within the body of the

animal or patient being imaged. However, in reality, the source generally is distributed

within the body and surrounded by tissues of different chemical composition (e.g., fat vs.

bone vs. lean soft tissue) and different physical densities (e.g., bone vs. muscle vs. lung).
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As a result, the photons emerging from the radioactivity distribution are absorbed by the

surrounding tissue. As photons pass through matter, they can interact with the atoms in

several different ways, which for the photon energies encountered in SPECT are

dominated by absorption through photoelectric interactions, or scattering through

Compton interactions [3]. Rayleigh scattering also can be significant at lower photon

energies, whereas pair production becomes increasingly important for photon energies

above 1.02 MeV. As a result, both the number and the spatial distribution of photons

detected by the gamma camera are dependent on the radioactivity distribution as well as

the distribution and type of tissue, which decreases and modulates the voxel values in the

reconstructed images.

Because the amount of attenuation depends on the type and thickness of the material

that the photons traverse prior to detection, one might expect photon attenuation to be

negligible at the smaller length scales encountered in small animal imaging, especially in

comparison to human imaging. However, photon attenuation nevertheless can be

important for small animal imaging in several ways. First, small animal imaging can be

performed with iodine-125 which is a useful radiolabel due to its low cost, long half-life,

ready availability, and versatility due to the relative ease of labeling organic compounds

with iodine [4]. It also serves as a useful, low-cost substitute for iodine-123 for

preliminary studies of new imaging agents in mice and rats [5, 6]. However, iodine-125

emits low energy photons (~27.5 keV) that are unsuitable for imaging humans, and that

will be more strongly attenuated than photons from radionuclides such as technetium

99m (140 keV) and iodine-123 (159 keV) commonly used for human imaging.

Additionally, small animal imaging is usually performed as part of a scientific study, in

contrast to the clinical applications of nuclear medicine in humans. Thus, there is a
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greater emphasis on quantitative accuracy in small animal imaging, and less reliance on

qualitative or visual interpretation. Finally, small animal images often are interpreted by

biologists, who may not be as familiar with image artifacts caused by photon attenuation.

For all of these reasons, it is desirable to correct for the effects of photon attenuation in

small animal radionuclide imaging.

The methods proposed for attenuation correction for SPECT can be divided into two

classes. The first class of algorithms consists of those that do not use an external source

of information about the attenuation distribution. These algorithms generally assume

uniform attenuation, such as the commonly used Chang technique [7], or simultaneously

estimate the attenuation and radionuclide distributions based on the radionuclide emission

data [8]. However, these intrinsic methods either can produce inaccurate results, or are

difficult to implement. For this reason, we will focus on the second class of attenuation

correction algorithms that derive spatially-dependent attenuation information about the

object from some form of anatomical imaging, such as transmission scans using an

external radionuclide source, magnetic resonance imaging, or x-ray CT scans of the

object [9-12].

4.2.1. Materials and methods

Extrinsic correction methods for photon attenuation require that the attenuation

properties be determined and then incorporated into an iterative tomographic algorithm to

compensate for the effects of photon attenuation on reconstructed images. The most

direct way to obtain this photon attenuation information is to perform tomographic

measurements of the object with an external radionuclide or x-ray source. The resulting

transmission projection data then can be reconstructed to produce tomograms, or

“attenuation maps”, where the image values represent the linear attenuation coefficients
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at each point within the object. The first implementation of attenuation correction

algorithms used attenuation maps that were produced with radionuclide transmission

sources. However, the advent of dual-modality imaging in SPECT and PET, including

the SPECT-CT system used in this project, provides a ready method for generating object

specific attenuation maps using x-ray CT. While the x-ray CT image is a measure of the

attenuation properties of the object being imaged, the values in the reconstructed image

are not necessarily equal to the actual linear attenuation coefficients within the object,

primarily because the x-ray CT data usually are recorded with a polyenergetic spectrum

with photon energies that are not equivalent to the energy of the monoenergetic photon

recorded in the radionuclide emission data. In addition, CT images generally are

recorded in “Hounsfield units” (HU), which scale the resulting image values from a value

of -1000 HU for air to 0 HU for water. On this scale, bone produces values generally in

the range of 1000-2000 HU, depending on its physical density. As a result, the x-ray CT

images must be calibrated so that they can be used as an attenuation map for the photon

energies of the radionuclide being imaged with SPECT. As demonstrated in human

imaging [10], this calibration can be performed by deriving a calibration curve to rescale

the CT image so that the voxel values in the CT image are equal to the linear attenuation

coefficient values for the photon emitted by the radionuclide.

We therefore developed a technique, similar to the one used in clinical imaging,

which generates this calibration curve by acquiring microCT scans of a calibration

phantom containing materials of known composition. The voxel values in the CT image

of the calibration phantom then were correlated with the linear attenuation coefficient of

the corresponding materials at the radionuclide photon energy. The resulting correlation

curve then could then be used to rescale CT images on a voxel-by-voxel basis to
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represent linear attenuation coefficient values, which were incorporated into the iterative

SPECT reconstruction algorithm and used for attenuation correction of the SPECT data.

4.2.1.1. CT calibration phantoms

For the purpose of calibrating the CT data to obtain quantitatively accurate

attenuation maps, two different phantoms were designed and fabricated. The first

phantom used liquid calibration materials, and the second phantom was designed to use

solid calibration materials. The liquid phantom is advantageous in that it can be used

with a variety of easily available materials, whereas the solid phantom has the advantage

of being easier to fabricate and being chemically and mechanically more stable.

The first (liquid) phantom was designed and fabricated in the form of an outer

cylindrical tube (diameter = 3.2 cm) containing three smaller tubes (inner diameter = 0.6

cm) filled with various calibration fluids (Fig. 4.2). The outer cylinder was filled with

water in order to simulate beam hardening caused by the animal torso. In this project, the

size and shape of the phantom were chosen to approximate the torso of an adult rat, but

also could be designed to represent the geometry of the mouse torso. The calibration

materials included water, air, and potassium phosphate dibasic (K2HPO4) solutions.

K2HPO4 is used to simulate bone, and is commonly used in imaging studies of bone

mineral density [13]. In our experiments, the concentration of K2HPO4 solutions varied

over physiological-relevant levels from 50 mg/mL to 200 mg/mL. Additionally, 1

octanol and ethanol were used to simulate fat because they, like fat, contain primarily

carbon and hydrogen, and are less dense and have a lower oxygen concentration (i.e.,

lower effective atomic number) than water.

The second CT calibration phantom was constructed entirely of solid plastic materials

(Fig. 4.3). It consists of a polystyrene cylinder (diameter = 3.8 cm) containing 5 smaller
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rods (diameter = 0.6 cm) of various proprietary materials supplied by Mindways

Software Inc. (San Francisco, CA), a company that specializes in bone densitometry and

body-composition measurements using x-ray CT [14]. The attenuation characteristics of

each material are expressed in terms of equivalent amounts of water and K2HPO4 (Table

4.1). The phantom was also imaged with rods removed in order to measure the CT image

values for air, to provide another data point for the calibration.

3.17 cm−1–

2.54 cm
Bubble trap

Tube with calibration fluid

Outer tube filled with water

:

Fig. 4.2: CT calibration phantom designed for use with liquid materials. The phantom
was designed with an outer cylinder that holds three smaller tubes that can be filled with
liquid calibration materials.

Fig. 4.3: CT calibration phantom with solid calibration materials. The outer cylinder is a
polystyrene rod 3.8 cm in diameter. The inner rods have diameter of 0.6 cm.
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Table 4.1: Attenuation characteristics of the materials used in the solid CT calibration
phantom expressed in terms of equivalent density of water and K2HPO4

Material . ."
A 1012+2 -51.8+0.1

B 1056-E2 -53.4+0.1

C 1 104+2 58.94-0.1

D 1 120+2 157.1+0.3

E 9234-2 375.8+0.9

4.2.1.2. CT data acquisition and analysis

In order to generate tomograms of the CT calibration phantoms, they were scanned at

256 projections over 360 degrees, using a technique of 50 kVp and 0.6 mA. When the

solid calibration phantom was used, a plastic bottle containing water (diameter = 3.8 cm)

was placed on animal bed directly adjacent to the phantom during the scan in order to

provide an additional calibration measurement. The projection data were reconstructed

using the software supplied with the X-SPECT scanner, as described in Chapter 2, and

then were rebinned to a (256)” format. The first step of the calibration process was to

extract CT image values from manually defined volumes of interest (VOIs) in each image

corresponding to the location of the individual calibration materials. In addition, a VOI

was defined in a region containing water to obtain the average voxel value for water. The

CT image values then were converted to Hounsfield units (HU) using the following

equation:

I
HU = 1000×(−–1) (4.3)

water

where I is the image intensity of a given voxel, and Iwater is the image intensity associated

with water. The data were then fit to a piece-wise linear curve of the form described in

Eq. 4.4 using a least squares fit:
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Au = m, HU + b, HU × 0
Au = m, HU + b, HU 20 (4.4)

where HU is the CT image value in Hounsfield units, and Au is the predicted linear

attenuation coefficient as a function of photon energy. The piece-wise linear fit was

selected because the materials less dense than water (i.e., voxels with intensity less than 0

HU) are assumed to be composed of a mixture of soft tissue and air which contain

materials with low atomic number (carbon, hydrogen, oxygen, nitrogen), and materials

denser than water (i.e., voxels with intensity greater than 0 HU) are assumed to be a

mixture of soft tissue and bone, which contain materials with higher atomic number (Z),

specifically calcium(Z=20) and phosphorous (Z=15). Because the linear attenuation

coefficient is a function of atomic number, two different parameters (m, and m2) are

needed to derive the calibration curve [15]. However, the value of the intercept b were

forced to be identical in the two equations (Eq. 4.4), so that the curves matched for water

(i.e., when HU = 0).

Theoretically, the calibration curves should depend on the energy of the x-ray beam,

and therefore the x-ray tube potential, used to collect the calibration data, but should be

relatively independent of the x-ray tube current. These effects were measured by

acquiring data using the solid phantom with different x-ray tube settings. The calibration

curve for each x-ray setting then was generated using the procedure described above.

The calibration curves then were compared to assess the effect of tube potential and

current in generating the calibration curve.

4.2.1.3. Procedure for generating attenuation map

The process to produce an attenuation map required that the voxel values in the CT

image first be converted to values of the linear attenuation coefficient at the radionuclide

photon energy. The resulting attenuation map then was registered geometrically with the
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coordinates of the SPECT image space, and finally was reformatted to match the matrix

dimensions of the SPECT image. This was done using a simple procedure that involved

several steps. CT data were first reconstructed, and then rebinned to a (256)' matrix

format to reduce noise and to reduce the amount of digital data that needed to be

processed. The voxel values were rescaled to Hounsfield units on a voxel-by-voxel basis,

and converted to values of linear attenuation coefficient using the calibration curve

described above. The resulting attenuation map then was coregistered with the SPECT

image space as discussed in the previous chapter. The attenuation map was low-pass

filtered in order to prevent aliasing during the downsampling process using two

applications of the following 3×3×3 kernel:

| || 2 | 1 2 1 1 2 1||2 4 2 ||2 4 2 + 2 4 2 (4.5)
4 2 64

1 2 1 1 2 1 1 2 1

where each submatrix listed above represents one plane of the kernel. The smoothed

image then was downsampled in order to match the SPECT matrix format, yielding the

final attenuation map used in the attenuation correction algorithm.

4.2.1.4. SPECT measurement

In order to demonstrate the effect of attenuation correction on reconstructed SPECT

images, SPECT data were acquired of a cylindrical phantom (diameter = 3.8 cm) filled

with water containing approximately 25 MBq of “I-NaI. The phantom was placed in

the SPECT-CT system, and SPECT data acquired with a total of 64 projections over 360°

for 60 seconds/projection using the 2 mm pinhole collimator. Following SPECT

acquisition, an x-ray CT scan was performed, and the resulting CT data were

reconstructed and processed as described above to create an attenuation map. The

SPECT data were reconstructed using an OS-EM algorithm both with and without
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attenuation correction. A line profile was drawn through the reconstructed image, in

order to determine if attenuation correction compensated for the decreased intensity at the

center of the image caused by photon attenuation.

4.2.2. Results
4.2.2.1. CT image calibration results

The results for the CT image calibration are summarized in Table 4.2 and Table 4.3,

and in Figures 4.4 through 4.7. The CT imaging values (in Hounsfield units) for the

various calibration materials are shown in Table 4.2, and the CT calibration curves are

shown in Fig. 4.4 and Fig. 4.5 for technetium-99m and iodine-125, respectively. The

results of the least squares fitting are summarized in Table 4.3. These results show the

relationship between the CT image values and the linear attenuation coefficient for

SPECT (technetium-99m and iodine-125) photons, and show good correspondence with

the piece-wise linear model used to approximate the energy-dependence of the linear

attenuation coefficients of the calibration materials used in this study. In addition, the

calibration curves obtained from the liquid and solid phantoms are in good agreement

with one another.

Table 4.2: CT image values for various calibration materials

Material CT image value (HU)
Solid A -310+6

Solid B –256+13

Solid C 376-E11

Solid D 899-E30

Solid E 1710+36

Air -908+24

50 mg/mL K2HPO, 182+46

100 mg/mL K2HPO, 403+24

200 mg/mL K2HPO4 836+31

60% ethanol –206+36
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Table 4.3: Calibration results

Slope Intercept Slope
(HU-0) (HU-0)

Tc-99m, liquid phantom 1.62x10" 0.154 2.87x10°

Tc-99m, solid phantom 1.16x10" 0.154 3.34×10°

I-125, liquid phantom 4.85x10" 0.43 5.84x10"

I-125, solid phantom 4.45x10" 0.43 5.22×10"
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Fig. 4.5: Plot of the linear attenuation coefficient at 27.5 keV vs. HU for the liquid and
solid phantoms.
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The effect of changing the tube voltage on the reconstructed CT image values is

shown in Fig. 4.6. In this figure, the CT image intensity (HU) is the dependent variable

and is plotted as a function of the linear attenuation of the various calibration materials at

27.5 keV. The results show that changing the voltage will change the relationship

between the measured CT values (HU) and the linear attenuation coefficient (u) of the

material, although the change is slight when changing the tube potential from 40 kVp to

50kVp. Moreover, as expected, the slope of the curve decreases with increasing x-ray

potential, corresponding to the lower radiographic contrast obtained at higher photon

energies. Finally, as expected, changing the x-ray tube current has no measurable effect

on the slope and intercept of the calibration curve, as shown in Fig. 4.7, which plots the

image intensity in units of Hounsfield units for different values of tube current as a

function of the different calibration materials, as represented by their linear attenuation

coefficients at 27.5 keV.

2500 -

2000 -
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1000 -

-1500 +-- —t

0 0.5 1 1.5
linear attenuation coefficient at 27.5 keV |

u(cm')
Fig. 4.6: Plot of image intensity as a function of the material linear attenuation
coefficient. Data were obtained by imaging the solid calibration phantom at various x
ray tube voltages. The x-ray tube current was held constant at 0.7 ma.

101



8 00

400 -

200 -

O T T r —T----—— f

O 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
linear attenuation coefficient at 27.5 keV

u(cm") |

Fig. 4.7: Plot of the image intensity as a function of the material linear attenuation
coefficient. Data were acquired using the solid calibration phantom and various values
for the x-ray tube current. The tube voltage was held constant at 50 kVp.

4.2.2.2. SPECT measurements

The SPECT data from a uniform phantom were reconstructed first with no

attenuation correction, and then with attenuation correction. As expected, the SPECT

images obtained without attenuation correction are reconstructed with a characteristic

“cupping artifact” in the center of the image (Fig. 4.8). In comparison, the SPECT data

reconstructed with attenuation correction demonstrates that attenuation correction

effectively compensates for the cupping artifact resulting from photon attenuation. This

is shown by Fig. 4.9 below, where the SPECT image reconstructed with attenuation

correction does not have decreased image intensity in the center, and more accurately

represents the known uniform radionuclide concentration in the cylindrical phantom.

This result gives us confidence that the algorithm is correcting for the effect of photon

attenuation.
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1251

Fig. 4.9:
reconstructed with attenuation correction. A line profile drawn through the center of the
image shows that there is no decrease in image intensity in the center of the image (i.e.,
the cupping artifact due to photon attenuation has been removed). This demonstrates that
photon attenuation correction corrects for the cupping artifact caused by photon
attenuation shown in Fig. 4.8.

4.2.3. Discussion
4.2.3.1. CT calibration results
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Fig. 4.8: This axial slice through a cylindrical uniform phantom filled with water and
-NaI illustrates the cupping artifact associated with photon attenuation.
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As shown in Fig. 4.7, the CT calibration results were found to be a function of the x

ray tube voltage setting. Therefore, a particular CT calibration is valid for a specific x

ray tube voltage setting, and will not be valid if the voltage is changed, or if the beam
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filtration is modified. In addition, the calibration should be repeated routinely as an x-ray

tube ages, since tungsten from the anode can vaporize and plate onto the output port of

the tube, thereby increasing the intrinsic filtration and hardening the beam. Also, as

expected, the CT calibration was found to be independent of the x-ray tube current (Fig.

4.6) because this parameter does not affect the output spectrum of the x-ray tube.

Therefore, the x-ray tube current can be varied to either increase image quality or

decrease radiation dose without any effect on the calibration of the attenuation map.

The CT calibration curve (Fig. 4.5) for iodine-125 shows a linear, rather than a piece

wise linear calibration curve for the linear attenuation coefficient (Au) as a function of

calibration material (represented by its CT image value in HU). This indicates that the

effective photon energy of the x-ray tube when operated at 50 kVp is almost identical to

that of the average photon energy of iodine-125.

4.2.3.2. Comparison of phantoms

The solid and liquid phantoms produced similar calibration curves (Fig. 4.5) for

radionuclide imaging of iodine-125. However, there is some deviation between

calibration curves produced from the phantoms for higher energy radionuclides such as

technetium-99m (Fig. 4.4), particularly for calibration materials less dense than water.

This difference is due to the fact that all the solid materials, including those less

attenuating than water, were described using water and K2HPO4 as basis materials,

because the materials were originally intended for calibrating measurements of bone

density. Conversely, the liquid calibration materials less dense than water only contained

low Z materials (e.g., carbon, hydrogen, oxygen). In creating the attenuation map, we

assume that materials less dense than water (i.e., density less than 0 HU) are composed of
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mixtures of fat, soft tissue, and air. Therefore, calibration curve generated using the solid

phantom should be applied only to areas with density greater than water.

4.2.3.3. Beam hardening

The generation of the attenuation map depends on consistent CT reconstructions of

the calibration phantom, as well as of the object being imaged. For this reason, care must

be taken so that the CT images produced with the SPECT-CT system are relatively free

of artifacts and errors. In this process, x-ray beam hardening is an important and well

known phenomenon in which the x-ray spectrum changes as the x-ray beam passes

through an object. The lower energy photons are preferentially absorbed, such that the

average photon energy increases. For objects imaged with CT, beam hardening can

cause a decrease in the observed attenuation values in the center of the CT image (Fig.

4.10). The effect of beam hardening can also be seen in this study in the CT image value

of air when it is measured from a VOI within the phantom, which is about -900 HU (Fig.

4.5), instead of the value of -1000 HU, which is the image value measured for air outside

the phantom.

Beam hardening has two effects on the attenuation map. The first effect is that the

linear attenuation coefficient near the center of the object being imaged will be

underestimated relative to the values at the edge. In the image of a water filled cylinder

(diameter = 5 cm), the decrease in image intensity in the center of the image is

approximately 10% (Fig. 4.10), which will lead to a corresponding error in the estimation

of the linear attenuation coefficient. The second effect of beam hardening is a size

dependent shift in the calibration curve, leading to a decrease in the apparent linear

attenuation coefficient for larger objects relative to values obtained for small objects.
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Therefore, the amount of beam hardening in the object being imaged should be similar to

the amount of beam hardening in the calibration phantom.

Although we did not correct for beam hardening, the SPECT images produced with

correction by the x-ray derived attenuation maps were relatively uniform and certainly

were improved by the attenuation correction process. However, it would still be

desirable to apply a beam hardening correction [16-18] so that the reconstructed CT

images and attenuation coefficient calibrations will be independent of the variations that

result from changes in object size and associated in beam hardening of the x-ray CT data.
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Fig. 4.10: CT image of a uniform, water filled cylinder (diameter = 5 cm). An axial slice
is shown on the left, a coronal image is shown on the right. These images demonstrate
that there is little systematic variation in CT image intensity across the field of view
except for a slight decrease in image intensity in the center of the cylinder due to beam
hardening.
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4.3. Collimator response

The performance of SPECT imaging systems is strongly influenced by the

characteristics of the collimator, the design of which is a trade-off between the competing

demands of spatial resolution and detection efficiency. A pinhole with a small aperture

will have good spatial resolution, but have poor detection efficiency, resulting in data

having poor photon statistics, requiring long scan times, requiring increased levels of

injected radioactivity, or having some combination of these attributes. Conversely, a

pinhole with a large opening will have high detection sensitivity, reducing statistical

noise in the image and shortening the acquisition time, but the resulting projection data

will be blurred leading to the degradation in the spatial resolution of the reconstructed

image. The loss of spatial resolution can make it difficult to separate small features in the

images, reduce the detectability of abnormalities, and lead to quantitative errors.

In reconstruction algorithms, the pinhole collimator is often modeled as an ideal

pinhole, meaning that all photons pass through an infinitely small aperture. However, the

collimator has an aperture with finite diameter, leading to nonideal behavior. In addition,

photons can pass through the surrounding collimator material (septal penetration) as

illustrated in Fig. 4.11. In addition, the spatial resolution and detection efficiency of the

collimator varies as a function of distance from the pinhole. This nonideal collimator

behavior leads to a loss in spatial resolution, for which various analytical compensation

methods have been proposed [19, 20). Alternatively, this effect can also be compensated

by incorporating a realistic model of the collimator in an iterative reconstruction

algorithm [21]. This technique also is known as resolution recovery or geometrical

response compensation.
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Fig. 4.11: Ideal (left) and realistic (right) collimator response. The ideal collimator
response treats the pinhole as an infinitely small hole in an infinitely thin material, with
no photons passing through the surrounding material. The realistic pinhole models the
finite size of the pinhole opening, as well as photon penetration through the surrounding
material.

4.3.1. Methods and Materials
4.3.1.1. Modeling collimator response

As described earlier, the reconstruction algorithm models the behavior of the imaging

system in reconstructing the tomographic data. Formally, the mathematical model of the

imaging system is performed when the algorithm estimates the expected projection data

from a prior estimate of the radionuclide distribution, also called the “forward projection”

step. This is in essence a mathematical model of the radionuclide imaging process that

can include physical effects such as photon attenuation, scatter radiation, as well as the

geometrical response of the collimator. Our reconstruction algorithm includes a ray

driven “projection” process in which the collimator response was modeled by defining

multiple rays (rather than a single ray) from each detector pixel directed through the

object (i.e., image space), and in which the orientation and weighting of the rays are

selected so as to accurately model the geometrical effect of the collimator on the imaging

process. Each ray was defined by two points, a starting point on the detector, and one of

nº possible intermediate point selected from a n×n grid surrounding the pinhole aperture

(Fig. 4.12(left)), where the maximum value of n was determined by a number of different
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factors, including the amount of computer memory available, and the minimum value

was determined by the sampling requirement that the rays not miss any voxels. In

practice, we used values of n from 12 to 16. The extent of the grid was determined by the

pinhole aperture geometry, the photon energy, and the photon attenuation characteristics

of the pinhole. Specifically, the maximum lateral extent of the grid is limited to the point

where the transmission of photons through the collimator along a line parallel to the

pinhole axis is 1%. In this configuration, some of the rays pass directly through the

aperture and are not attenuated while other rays pass through and penetrate the material

surrounding the aperture and must be weighted to account for attenuation introduced by

the collimator material.

Z'

|
on the detector surface and passing through an intermediate point (riend) selected from a
grid surrounding the pinhole aperture. (right): The starting point in the pixel and
weighting factor for each ray are calculated by sampling multiple starting positions
(ristan) covering the area of the detector pixel. These values are averaged to yield one ray
per pixel for each ray intermediate point.

109



We applied a weight to each ray shown in Fig. 4.12(left) that accounted for shading

and partial attenuation the pinhole collimator. This weighting factor was determined first

by defining a grid on the detector pixel of origin, to account for the finite size of that

pixel, then by defining a set of multiple “raylets” from each point on the grid to a specific

point on the grid around the pinhole as shown in Fig. 4.12 (right). The weighting factor

for the ray was calculated by averaging the transmission of the raylets through the

pinhole and surrounding material. We can define tº as the transmission of the i"raylet

through the pinhole aperture (i.e., t = 1 if the raylet passes unattenuated through the

pinhole, and 0<tº 1 if the “raylet” partially or fully intercepts the material surrounding

the aperture). The weighting factor W(risian to riend) for a specific ray from risiart to riend

shown in Fig. 4.12(right) was then calculated as:

* M. r. cos y ,
W(r...an, "iend ) - 9, X. Y, (4.6)

M =
J

2
a;

where the index j accounts for the raylets, and M represents the total number of raylets

for each ray. Finally, Y, is the angle between the f raylet and the pixel surface, and ao

represents the distance between the center of the detector and the center of the pixel

shown in Fig. 4.12(left), while a represents the distance between the pixel and the grid

for the j"raylet. The term aft/a; adjusts the ray weighting for detector pixels away from

the center of the detector, to compensate for the longer pixel to pinhole distance which

effectively reduced the solid angle subtended by each ray. The term cosy, accounts for

the angle with which the ray leaves the pixel surface. The starting location of the "ray

(s. yº.) from the pixel was calculated by taking the weighted average of the

possible starting locations in the y' and z' directions (Fig. 4.13), where the prime symbol
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indicates that the positions have been rotated about the z-axis to account for the

projection angle. The value of y. is given by the following equation:

rºt

X. W(r), 3. "iend ))"...an
j=ly'. -— (4.7)

X. W(r,..., 5 Fiend )
j=l

where the index j loops over the possible starting locations in the detector pixel with W

used to calculate ray weight given two points on the ray as shown in Fig. 4.12(left). As

shown in Fig. 4.12(right), r, is the j"starting position of the ray sampled in the pixel,j, start

r i,end is the pre-selected end location of the ray, and y', is the y' component of r,j, start “

The x' position of risian is assumed to be on the detector face, and the x' position of riendJ. p -

is at the center of the pinhole. The value of z. , is calculated in the same way:

m

X. W(r, 3. "iend )*', an
z' . - j=1

-
(4.8)

S,i frt

X. W(r,..., 3. "iend )
j=l

The calculations in Eq. 4.6 through Eq. 4.8 effectively integrate the raylet weights over

the surface of each detector pixel to account for the effect of finite pixel size, and then

bas the ray starting position on the weighted average of the result.
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Fig. 4.13: The definition of the coordinate system used in the reconstruction algorithm is
shown in this figure. The (x', y', z') coordinates are defined by rotation about the z-axis
by the projection angle. In the left figure, the x'-axis extends into the page, and is
orthogonal to the plane of the detector. In the drawing on the right, the y'-axis extends
into the page.

Once the starting point of the ray was determined, the ray was then propagated

through the image matrix (i.e., the object) to mimic the image acquisition process, with

information about the ray path through the image matrix stored in computer memory for

later use. The process repeated for the other rays and detector pixels, as shown in the

flow chart in Fig. 4.14. After the ray paths and weights have been determined, the

projection images can be determined by following the rays through the image matrix to

numerically calculate the line integral along each ray. The same rays can also be used for

backprojection. Details about the projection and backprojection processes can be found

in Appendices 2 and 3.
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Fig. 4.14: Flow chart describing the process for determining the two points which define
the path of a ray.

4.3.1.2. Monte Carlo simulations

In order to test and evaluate the reconstruction algorithm described in the previous

section, we generated radionuclide projection data using Monte Carlo simulation. In

particular, Monte Carlo simulations are useful because they can be used to model

stochastic processes such as photon absorption and scatter in the object, collimator, and

detector, and allow precise and repeatable control of source geometry and location, which

is otherwise difficult given the small length scales encountered in small animal imaging.

In addition, simulations can model useful ideal cases, such as a point source, which can

not be physically created. The Monte Carlo simulations in this thesis were performed

using the GATE software package(Geant4 Application for Tomographic Emission) [22,

23]. This package was created by the OpenGATE collaboration, and is an application

developed for PET and SPECT based on the Geant4 libraries, which are general purpose
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Monte Carlo simulation codes used in a wide variety of physics applications such as high

energy, space and radiation, and nuclear physics. The simulations in this section were

performed to study the collimator response and to verify the accuracy of the ray-tracing

model used in the projector/backprojector.

The Monte Carlo simulation performed with GATE followed photons emitted by the

radionuclide in the object as they passed through the pinhole and are captured by the

detector. Both primary and scattered photons reaching the detector were recorded in

terms of their (x,y) locations on the detector as well as their individual energies. The

simulations used a simplified model of the X-SPECT imaging geometry (Fig. 4.15). The

pinhole aperture was accurately modeled in terms of the dimensions and angles used to

construct the “keel-edge” pinhole aperture (Fig. 4.15); however, the collimator “cone”

used to support the pinhole in front of the detector was replaced with a tungsten disk

positioned in space in front of the detector to simplify the simulation geometry. The

distance from the front surface of the detector to the center of the pinhole was 9 cm to

mimic the pinhole-detector distance on the X-SPECT system. The detector was modeled

as a single, rectangular crystal of NaI(Tl), with dimensions of 12.5× 12.5 cm and a

thickness of 6 mm, surrounded on the sides by a rectangular lead shield. The “energy

blurring module” in GATE was used to add realistic energy resolution to the data, and the

simulated projection data were recorded in a 54×54 matrix that modeled the pixelation of

the detector in the X-SPECT system. The energy resolution of the simulated system was

based on the value of 11.3+1.4%FWHM at 140 keV published by the manufacturer [24].

The energy resolution was adjusted appropriately for the different isotopes by scaling the

energy resolution at 140 keV by º , where E is the photon energy in keV. This
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correction assumes that the energy resolution is proportion to the standard deviation of

the Poisson-distributed number of scintillation photons produced by each gamma ray

captured by the detector, that in turn is proportion to the energy E of the captured gamma

ray. .
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/
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*
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Fig. 4.15: The left figure shows a detailed view of the pinhole aperture, and corresponds
to the area in the dashed box in the right hand image, which shows the simplified
geometry used for the Monte Carlo simulations. The values for the various dimensions
of the pinhole aperture are given in Table 4.4.

:

Table 4.4: Pinhole aperture dimensions

1 mm aperture, low 2 mm aperture, low 2 mm aperture,
energy energy medium energy

Pinhole thickness 6.4 mm 6.4 mm 23 mm

Pinhole diameter 1 mm 2 mm 2 mm

Keel length 0.8 mm 1.8 mm 1.8 mm

Cone angle 90° 90° 90°
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4.3.1.3. Testing of the projector

The behavior of the projector was characterized using numerical phantoms consisting

of a source placed in different locations. A “point” source was modeled as a small cube,

with dimensions of 0.7x0.7x0.7 mm (2x2x2 voxels). The first step was to measure the

sensitivity as a function of distance from 3-6 cm between the point source and the pinhole

aperture. The second test measured the relative sensitivity of the collimator, expressed in

terms of the relative intensity in the projection image as a function of angle, for a

simulated point source placed at difference lateral positions across the field of view.

Finally, the point spread functions for sources at different locations and calculated using

the ray-driven projector (Section 4.3.2.1) were compared with results generated with

Monte Carlo simulations.

4.3.1.4. SPECT measurements

Phantom studies were performed experimentally, and the data were reconstructed to

determine how modeling the collimator response in the reconstruction algorithm affected

the spatial resolution in the resulting tomograms. The spatial resolution measurements

were performed using both a hot rod phantom with rods 1.2-1.6 mm in diameter and an

edge phantom (Chapter 2, Fig. 2.15). The hot rod phantom was filled with 99mTc

NaTcO4, and then imaged with the X-SPECT scanner using the radionuclide detector

fitted with a pinhole collimator having a 2 mm diameter aperture. Projection data were

acquired at 64 angles over 360°, with approximately 200,000 counts per angular view.

The acquisition was repeated using the 1 mm pinhole aperture using the same parameters,

with only 90,000 counts per angular view, due to the reduced detection efficiency of the

smaller pinhole opening. Data were also acquired using an edge phantom to provide an

independent measure of spatial resolution. The edge phantom was filled with
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approximately 300 MBq of "Tc-NaTcO, and then scanned with both 1 mm and 2 mm

pinholes using a nominal radius of rotation of 4.0 cm. A total of 64 projections over 360°

(40 s/projection) were acquired using each pinhole. Data from both phantoms were

reconstructed using an OS-EM algorithm with corrections for collimator response as

described in Section 4.3.2.1. For comparison, data were also reconstructed using an OS

EM algorithm that modeled the collimator as an ideal pinhole, and the resulting images

were visually inspected to evaluate the effect of collimator response on the quality of

reconstructed images.

For the edge phantom, spatial resolution was calculated using the procedure described

in Chapter 2. In addition, the image noise was estimated by calculating the standard

deviation of the image voxel values within a 5x5x3 voxel volume of interest in a uniform

region within the image of the edge phantom, and then dividing the standard deviation by

the mean voxel value to yield the relative standard deviation. Results were calculated for

data reconstructed with and without collimator response, and measured for the 1 and 2

mm pinholes.

4.3.2. Results

This section first presents simulation results demonstrating that the projector is

correctly modeling the behavior of the pinhole aperture, and then uses experimental

results to demonstrate the improved image quality obtained when the collimator behavior

is correctly modeled in the reconstruction algorithm.

4.3.2.1. Test of the projector model

From Chapter 2, we know that the geometric sensitivity g of the pinhole collimator is

proportional to 1/b’, where b is the distance between the source and the pinhole (Fig.

2.13). In addition, the geometric sensitivity g is proportional to the square of the
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effective diameter (d.■ .) of the pinhole aperture (Eq. 2.14), and as expressed in Eq. 2.16,

varies in proportion to cos’6, where 6 is the angle between the line normal to the plane

of the pinhole and the ray passing through the point of interest, i.e.,

g = di, cos’ 616b% (2.16)

We therefore simulated projection data obtained using numerical phantoms and the

forward projector described in Section 4.3.2.1, and compared the characteristics of the

resulting simulations against the theoretical characteristics expressed in Eq. 2.16. We

first calculated the detection sensitivity of the projector model as a function of object

pinhole distance (b), and fit the data to a function of the form 1/b" (Fig. 4.16), for which

we obtained a value n=2.003, which agrees with the theoretical value of the exponent,

n=2 (Eq. 2.15). This demonstrates the expected inverse square dependence of the

collimator sensitivity as a function of object-pinhole distance. We also plotted the

collimator sensitivity as a function of object angle 6 (Fig. 4.17) obtained from both the

Monte Carlo simulations and the projector model (Section 4.3.2.1) as well as from the

Monte Carlo simulations (Section 4.3.2.2). In addition, we plotted a curve proportion to

cos'6, as predicted theoretically by Eq. 2.15. The results of the both the Monte Carlo

simulation and the projector model decrease in sensitivity with angle faster than that of an

ideal knife edge pinhole (Eq. 2.15). This is the consistent with the expected result for a

keel edge pinhole, which is designed to minimize septal penetration, and thus optimize

spatial resolution, at the cost of decreased acceptance angle and detection efficiency in

regions lying off the central axis of the pinhole [25, 26].
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Fig. 4.16: Test of sensitivity as a function of distance for the multi-ray projector. A line
fit to the points has the equation of 388 rº", which demonstrates the expected relation
between the source to pinhole distance r and the geometric sensitivity.
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Fig. 4.17: Projection values as a function of angle. The angular sensitivity falls off
faster than cos' (line), which is the expected result for a keel edged pinhole aperture.
The Monte Carlo simulation results are shown as for comparison.

The simulated point spread functions at various locations are shown below in Fig.

4.18 and Fig. 4.19, and the results show that the projector accurately models the width

and the location of the point spread function. However, the projector does not perfectly

model the edges of the point spread function. Later, this was found to be due to the depth
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of interaction (DOI) effect, also known as parallax error, which was described in Chapter

3, and which will be discussed in more detail in Section 4.3.4.1 below.
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Fig. 4.18: Line profiles through the point spread function for the 2 mm pinhole
collimator generated using Monte Carlo simulation compared with PSF created from
numerical simulations. The data shown here represent a point at the center of the field of
view (left), and one towards the edge of the field of view (right). The full widths at half
maximum of the point spread functions in the left image are 7.9 mm and 11.7 mm for the
projector and Monte Carlo results, respectively. In the right image, the FWHM values
are 4.0 mm and 4.5 mm for the projector and Monte Carol results, respectively.
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Fig. 4.19: Line profiles through the point spread function (PSF) for the 1 mm pinhole
collimator generated using Monte Carlo simulations compared with PSF created from
numerical simulations. The data shown here represent a point at the center of the field of
view on the left, and one towards the edge of the field of view on the right. The FWHM
of the PSF in the left image is 4.7 mm for the projector and 4.3 mm for the Monte Carlo.
The FWHM values in the right image are 2.6 mm and 2.8 mm for the projector and
Monte Carlo simulation results, respectively.
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4.3.2.2. SPECT measurements

The image quality (e.g., spatial resolution and noise) of SPECT images depends on

several factors, including the detector performance, collimator design, acquisition

protocol, and the algorithm used to reconstruct the data. The following results show the

effect of modeling the collimator response in the reconstruction algorithm on SPECT

images obtained from experimentally measured data. The results in Fig. 4.20 show

images of the hot rod phantom reconstructed using OS-EM with collimator response.

These images demonstrate improved spatial resolution at the cost of needing more

iterations (i.e., more computational time) by the reconstruction algorithm, which is a

known property of reconstruction algorithms which model the collimator response [27].

In comparison, data reconstructed without collimator response for many subsets do not

show improved spatial resolution after 5 iterations. The improvement in spatial

resolution is particularly improved with the larger pinhole apertures (Fig. 4.21), because

the larger pinholes deviate more from ideal, and thus accurately modeling their behavior

will have a larger impact on the reconstructed image.

The edge phantom data gave results for the full-width-half-maximum that were

consistently slightly lower better the results that are obtained by visually interpreting the

test pattern. The noise is plotted as a function of spatial resolution in Fig. 4.22 for

various combinations of reconstruction algorithms and pinhole sizes. The noise and

spatial resolution were varied by modifying the number of iterations. These results

demonstrate that the trade-off between noise and spatial resolution can be adjusted by

changing the number of iterations in the reconstruction algorithm. The results also show

that modeling the collimator response in the algorithm will improve both spatial

resolution and noise.

121



Iteration 5 Iteration 10 Iteration 20 Iteration 40 Iteration 60

OS-EM +
CR

Fig. 4.20: Image resolution versus iteration (8 subsets). Data were acquired using a 2
mm pinhole with a radius of rotation of 3.5 cm and the test pattern shown in Fig. 2.15.
Data were reconstructed using OS-EM with 8 subsets, and iteration 5, 10, 20, 40, 60 are
shown. The top row shows results reconstructed without collimator response, and the
bottom row shows results reconstructed with collimator response. Note that images with
collimator response require more iterations to converge.

0.5 mm aperture 1.0 mm aperture 2.0 mm aperture

OS-EM, no
CR

no data available
OS-EM +

CR

Fig. 4.21: Comparison of data acquired with various pinhole apertures and reconstructed
with different algorithms. Data acquired at ROR = 3.5 cm and the test pattern shown in
Fig. 2.15. Note that the image acquired with the 0.5 mm aperture is oriented differently
than the other data because of the placement of the phantom in the scanner was different.
Data without collimator response were reconstructed using 5 iterations (8 subsets) and
data with collimator response were reconstructed using 50 iterations (8 subsets).
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Fig. 4.22: Plot of the noise as a function spatial resolution for data acquired using 1 mm
and 2 mm pinholes, and reconstructed using OSEM with and without collimator
response. The trade-off between spatial resolution and noise was accomplished by
varying the number of iterations used in reconstructing the image. Iterations 3, 5, 10, and
20 were plotted for data reconstructed with collimator response. Iterations 2, 3, and 5
were plotted for data reconstructed without collimator response.

4.3.3. Discussion

One cost of modeling the depth dependent collimator response is increased

reconstruction time. This is due to the increased number of iterations needed to realize

improved spatial resolution, as well as the increased computation complexity required to

realistically modeling the behavior of the pinhole. The reconstruction time is

approximately proportional to the number of iterations (approximately 5 to 10 minutes

overhead is required to pre-calculate ray paths and estimate the normalization matrix). In

addition, the reconstruction time is also a function of the number of rays used to model

the collimator. Depending on the specific details (i.e., number of projection angles,

number of iterations, image matrix size), reconstruction time can be increased from

approximately 20 minutes (no collimator response, 5 iterations) to approximately 2 hours

(collimator response, 20 iterations) on a 1.8 GHz Pentium 4, using a matrix size of (64)'.

The time needed to reconstruct a test case (54x54x64 projection matrix size, (64)” output

size) using different algorithms on a 1.8 GHz personal computer are shown in Table 4.5.

123



Given the decreasing cost of computer memory and the increasing availability of multi

processor computers, the increased computational complexity should not prevent the use

of a reconstruction algorithm that models the collimator response.

Table 4.5: Reconstruction time for a (64) image using a personal computer
Algorithm Rays / pixel Iterations Reconstruction

(subsets) time (minutes)

OSEM, no CR 49 5 (8) 11

OSEM, with CR 100 5 (8) 21

OSEM, with CR 100 20 (8) 74

OSEM, with CR 256 20 (8) 134

4.4. Depth of interaction

In pinhole imaging, photons can reach the detector with a trajectory that is not normal

to the detector surface. This can result in blurring of the recorded image through the

depth of interaction (DOI) effect (also known as parallax) because the photons interact at

a finite depth within the scintillator crystal, rather than at the scintillator surface, which

affects the position of interaction recorded by the detector. The magnitude of this effect

increases when the energy of the incoming photon is increased or the photons enter the

detector at a more oblique angle.

The depth of interaction effect results photons interacting at varying depths within the

scintillator crystal. When the photons strike the detector at an oblique angle, the

interaction of the photons with the scintillator may be recorded in multiple detector

pixels. This effect is not a significant factor in clinical SPECT imaging which is

normally performed with parallel hole collimation where the photons are received normal

to the detector surface. However, because small animal data are acquired using pinhole

collimation and require high resolution images, the loss of image quality from the depth

of interaction effect may become significant.
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4.4.1. Methods

We first describe a method that models the depth of interaction effect in the

reconstruction algorithm by modifying the result given by the ray-driven projector

described earlier in this chapter. We then demonstrate the effect of DOI on the point

spread function, and finally use the experimentally acquired SPECT data of a hot rod

phantom to demonstrate the effect of modeling depth of interaction on reconstructed

images.

4.4.1.1. Modeling depth of interaction effect

We modeled the depth of interaction effect using an algorithm applied to projection

data estimated using a forward projector such as the one described in Section 4.3.2.1.

The algorithm used simple physical model of the process, in which the scintillator was

divided into 50 slices (Fig. 4.23). A line passing through the center of the pinhole is

drawn through the center of a detector pixel. The algorithm starts at the top surface of the

detector, and steps through stacked “slices” of the scintillator. At each slice, we can

calculate the number An of photons deposited in thickness Ax of the scintillator slice as:

− = −Au/Ax (4.9)

where n is the number of photons entering the scintillator slice, and u is the linear

attenuation coefficient of the scintillator. The value of n for the first slice is obtained

from the results of the ray-driven projector. The number of deposited photons is added to

the detector bin corresponding to the center of the line segment traversing the slice, and

then subtracted from the incident number of photons to calculate the number of photons

entering the following slice. The process is repeated until either all photons have been

absorbed (i.e., n = 0), or the ray has traversed all the slices forming the scintillator. The
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algorithm performs this process for all the detector elements, with the final result being a

projection image that accounts for the effect of depth of interaction on the data.
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Fig. 4.23: Schematic diagram of the method used to add blurring due to the depth of
interaction (DOI) effect to simulated projection data. The scintillator crystal is divided
into thin slices, and a line is drawn from the pinhole to the center of a pixel (point A).
The number of incident photons n is taken from the original result (without DOI). The
number of photons deposited in the first slice (and thus in pixel 1) is proportional to n, the
distance between points A and B, and the linear attenuation coefficient of the scintillator
material. The number of photons is updated, and the process is repeated for the
scintillator volume between points B and C.

4.4.1.2. Testing of DOI model

The DOI model was tested by comparing the analytically derived results with the

results of the Monte Carlo simulations. A point spread function was estimated using the

ray-driven forward projector with a numerical phantom as described in Section 4.3.2.3.

The estimated projection data obtained with the ray-driven projector was modified by

blurring the image with the depth of interaction model,and the final point spread function

was compared with the result obtained using Monte Carlo simulation described in

Section 4.3.2.2.
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4.4.1.3. Application to experimental data

The effect of depth of interaction modeling on reconstructed data was experimentally

assessed using SPECT projection data acquired using the hot rod phantom and the 2 mm

pinhole aperture, as described in Section 4.3.3.2. The data were reconstructed using 50

iterations (8 subsets) of the OS-EM with collimator response, with and without depth of

interaction modeling.

4.4.2. Results
4.4.2.1. Comparison with simulation results

We previously found that the point spread function generated by the ray-driven

projector did not exactly match the point spread function obtained using Monte Carlo

simulations, particularly for point sources located away from the center axis of the

gamma camera. After the projector program was modified to include the depth of

interaction effect, the resulting point spread function is a much closer match to the result

predicted by the Monte Carlo simulation (Fig. 4.24). The inclusion of the DOI effect

shifts the location of the maximum by 1 pixel (2.2 mm), and changes the shape of the

peak.
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Fig. 4.24: Line profiles through the point spread function, where the source is located 22
degrees off the central axis. The point spread functions were generated using the ray
driven projector both with and without the depth of interaction effect, simulating the
projection of a technetium-99m point source located 23° off of the normal axis through a
1 mm pinhole. The results including the DOI effect better matched the results obtained
with Monte Carlo simulations.
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4.4.2.2. Experimental results

We found that when imaging technetium-99m using the pinhole collimator with the

X-SPECT scanner, the depth of interaction effect degrades the images slightly,

particularly near the edge of the field of view, and can be compensated by modeling the

effect in the reconstruction algorithm (Fig. 4.25). With technetium-99m the effect was

observed to be very subtle, but the DOI effect is expected to be larger when imaging

higher energy isotopes such as indium-111. In addition, the detector pixel size was fairly

large (2.2 mm), which would also reduce the effect of this error on image quality. Other

factors which are expected to increase the effect of DOI errors include larger angles of

incidence of the incoming photons, and scintillator (or detector) materials with lower

linear attenuation coefficient.
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Fig. 4.25: High resolution test pattern (Fig. 2.15) data acquired with a 2 mm pinhole, and
reconstructed using OSEM with collimator response. The “hot rods” range in size from
1.2 – 1.7 mm in diameter. The image on the right was reconstructed using OSEM with
both collimator response and a model for the depth of interaction effect, and exhibits
slightly sharper images of the rods near the edge of the field of view. Both images were
reconstructed using 120 iterations (8 subsets).

4.5. Scatter correction

As mentioned previously, photons emitted by the radionuclide tracer within the body

can interact with surrounding tissues in various ways. If the photon interacts through a

photoelectric interaction, it is absorbed and as a result does not emerge from the body and

is not detected. However, if a photon interacts with matter through Rayleigh or Compton

scatter, it is still possible for it to reach the gamma camera and be detected. If the photon

has lost energy through its interaction with matter, it is then possible for the gamma

camera to distinguish the scattered photon from a “primary”, or unscattered, photon, and

the scattered photon can be rejected electronically so that it does not contribute to the

final image. However, it is also possible for the scattered photon to have an energy that

lies within the acceptance window of the gamma camera, in which case the scattered

photon can not be distinguished from a primary photon. This leads to an error in the

formation of the image, because the trajectory of the scattered photon has been altered by

the scattering event.
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In clinical imaging, scatter radiation degrades the quality of the reconstructed images.

This primarily results in a reduction of contrast in the recorded images, arising from the

distribution of events in areas outside of the actual distribution of radioactivity in the

body. As with photon attenuation, the magnitude of the effect depends on the

composition and distribution of tissue, and thus scatter is expected to be less important in

Small animal imaging than in human imaging.

Scatter correction algorithms can be divided into four broad categories [28]. The first

category attempts to compensate for scatter by applying deconvolution to the

reconstructed image [29]. The second and third categories remove scatter from the

projection data prior to reconstruction, using either data from transmission measurement

data or obtained from the energy spectrum of the detected photons [29, 30]. The last

category of algorithms attempts to model photon scatter in the reconstruction algorithm

[31-33]. The first method (deconvolution of reconstructed images) has limitations

because the blurring due to scatter is not invariant throughout the image. Methods using

analysis of the energy spectra to remove scatter from projections have been shown to be

quite accurate, but may not be applicable to imaging iodine-125, where the photons have

relatively low energy resulting in poor energy resolution performance with most gamma

camera designs. Because we have anatomical information from coregistered CT images,

the last approach (iterative reconstruction with scatter modeling) was selected as the best

candidate for the measurements pursued in this dissertation project.

4.5.1. Methods
4.5.1.1. Determination of scatter-to-primary ratio

Scatter, like photon absorption, is a function of the size, shape, chemical composition,

and physical density of the object, as well as the energy of the incident photon. In human

imaging with technetium-99m, the scatter-to-primary ratio (the number of scattered
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photons detected divided by the number of unscattered photons detected) is estimated to

be approximately 45% (simulation results obtained using a 20% energy window and

energy resolution of 10% FWHM) [34]. However, the photon scatter in small animal

imaging has not been extensively studied. Therefore, we first performed a Monte Carlo

simulation using GATE in order to estimate the scatter-to-primary ratio in small animal

imaging for both technetium-99m and iodine-125, to estimate the magnitude of scatter in

small animal imaging. These two isotopes were selected because their photon energies

bracket the lower range of photon energies commonly encountered in SPECT imaging.

In the simulation, a spherical source (2 mm radius, 50000 Bq) was placed at the center of

a cylinder of water. The water cylinder had a height of 3 cm, with its radius varied

between 0 and 2.5 cm to assess the effect of the cylinder dimensions on the amount of

scatter. The simulated imaging geometry was defined as described in the previous

section (see Fig. 4.15). The detector energy resolution was 26% FWHM and 12%

FWHM for iodine-125 and technetium-99m, respectively, based on published values for

the X-SPECT detector energy resolution for technetium-99m [24]. The energy windows

were defined from 10-50 keV for iodine-125, and 126-161 keV for technetium-99m,

which are the windows used for performing experimental measurements with the X

SPECT scanner. A total of 64 projections (30 s/proj) were generated for each simulation.

The simulations were used to model the SPECT imaging process in generating projection

data. The results were used to estimate the amount of Scatter in Small animal SPECT

projection data.

4.5.1.2. Model of scatter

In order to correct for the effects of photon scatter, an analytical model of the scatter

was incorporated into the OS-EM reconstruction algorithm that also modeled photon
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attenuation and collimator response. Photon scatter is modeled in the reconstruction

algorithm by using the estimated radionuclide distribution in combination with results

from Monte Carlo simulations and information provided by the attenuation map, in a

manner analogous to that described by Welch, et al [35]. The first step in this process is

to create a virtual “scatter source”. The scatter source is an image where each voxel’s

intensity represents the number of photons scattered towards the pinhole from that

location for a given distribution of radionuclide tracers and material characteristics

expressed by the three dimensional distribution of linear attenuation coefficients in the

object. This scatter source is then used as an input to the forward projector of the

reconstruction algorithm. The projector produces the scatter projection, which represents

the contribution of scatter photons to the expected projection image.

To create the scatter source, the algorithm loops over all image voxels, and treats each

in turn as a potential scatter site. Each other voxel then represents a source of photons

that can be scattered at the voxel of interest. The scatter angle, 6, required for a photon

emitted at the source to scatter into to the pinhole from the scatter site is calculated, and

the contribution of the source voxel to the scatter voxel is then calculated using the

following equation:

_kP(%)
if d” A, exp(-judº) (4.10)

where k is a proportionality constant determined empirically using Monte Carlo

simulations, xj is the contribution from the voxel i to voxel j in the scatter image and has

the same units as the reconstructed image (i.e., activity/volume), F(■ ) is the angular

distribution of scatter photons detected within the energy window (as determined by

Monte Carlo simulation), 1/d accounts for the geometric probability of a photon
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interacting at the scatter site, and the exponential term accounts for photon attenuation

between the source and scatter voxels (Fig. 4.26). This model assumes that the majority

of scattered photons that are detected are only scattered once, and that the probability of

scattering is proportional to the linear attenuation coefficient. The scatter image is then

used as an input to the forward projector along with the attenuation map to generate the

scatter projection, which represents the expected contribution of photon scatter to the

estimated projection data.

SOUICe VOXel

SCOffer

Fig. 4.26: Geometry used for estimating scatter. The algorithm loops over the image
space and treats each voxel as a potential scatter site, and then calculates the contribution
from all the other voxels to the scatter at the scatter voxel. The scatter voxel has linear

attenuation coefficient Au■ .

A Monte Carlo simulation was performed in order to determine the angular

dependence of photon scatter, to estimate F(■ ) in Eq. 4.10. As shown in Fig. 4.27, to

model scattering of photons from iodine-125, a simulated photon source emitted a beam

of 27.5 keV photons directed at a small cube of water. The photons were then detected

using a simulated spherical detector. Unscattered photons and photons that had a

measured energy outside the 10-50 keV energy window were rejected. The scatter angle

then was calculated for each of the 25000 remaining photons to calculate values of F(q).
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Fig. 4.27: Simulation geometry used to determine the amount of scatter as a function of
scatter angle. The simulated NaI(Tl) detector is actually spherical, so this drawing
represents a slice through the simulation geometry.

4.5.1.3. Acceleration methods for scatter correction

Although this scatter model is physically intuitive, it also is computationally intensive

because the calculation is of order n”, where n is the voxel dimension of the reconstructed

image matrix, where n° source voxels need to be considered for each of the n' voxels.

Thus, in order for scatter correction to be feasible, several approximations based on the

work of Kadrmas, et al. [36] were introduced in the calculation of the scatter image.

The first approximation is to down-sample the matrix by a factor of 2 in all

dimensions (e.g., 64x64x64 to 32x32x32) when calculating the scatter source. Because

the number of computations required is approximately proportional to n°, where n is the

matrix size, a reduction in the matrix size by a factor of two leads to approximately a

thirty-fold reduction in computation time. This approximation takes advantage of the fact

that the scatter projection generally is smooth spatially, and thus little information is lost

by down-sampling. The second approximation is to limit the number of updates to the

scatter estimate. This approximation is based on the fact that the scatter estimate does not
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change much after the first several iterations of the algorithm. This is reasonable, given

that the scatter estimate is dependent on the estimated radioactivity distribution, which

only requires a few iterations to reach an approximation of its final form. The third

approximation is to only include scatter in the forward projector. This concept is known

as the mismatched projector / backprojector, and has been shown to be a valid approach

for iterative reconstruction by Zeng, et al. [37].

The net result of these approximations is a significant reduction in the time needed to

reconstruct data with scatter correction. Without down-sampling, a 1.8 GHz Pentium 4

personal computer would require approximately 15 hours to generate 64 scatter

projections for a (64)' voxel scatter matrix size. If 64 scatter projections are generated

for each iteration, then reconstructing the data could take several days. With all the

approximations used to accelerate the reconstruction, the total time to reconstruct the data

is reduced to approximately 6 hours.

4.5.1.4. Simulation for testing

Monte Carlo simulations were used to generate projection data for testing the scatter

correction algorithm. The first simulation had a spherical source of iodine-125 (2 mm

radius) at the center of a cylinder of water (radius=2 cm). The source emitted 27.5 keV

photons that were imaged using the detector geometry described above, and a 2 mm

pinhole. A second simulation used an annular source, with radial thickness 0.4 cm, an

outer radius of 1 cm, and an inner radius of 0.5 cm. Inside the annulus was a cylinder of

water, with a radius of 0.5 cm and height of 0.4 cm. The geometry of this simulated

phantom was designed to demonstrate qualitatively the effects of scatter, by placing a

scattering medium close to the source, and with minimal attenuation outside the source.
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One advantage of using Monte Carlo simulations is that the unscattered and scattered

photons can be distinguished. Therefore, the simulation results were organized to

generate two projection data sets for each simulation. The first set of projection data for

each simulation included all detected photons within the energy window, while the

second set of projection data set was generated using only primary photons. By creating

these two data sets, we are able to reconstruct the data without any scatter, allowing us to

directly assess the effect of scatter on the reconstructed images.

4.5.1.5. Experimental measurement

A phantom containing iodine-125 was imaged in order to assess the effects of scatter

on experimental data and to evaluate the scatter correction algorithm. A micro hollow

sphere phantom (0.25 mL volume, 7.8 mm diameter, Data Spectrum Corporation) filled

with approximately 0.5 MBq "I-NaI was placed at the center of a water filled acrylic

cylinder having an outer diameter of 3.2 cm. SPECT projection data were acquired with

the 2 mm pinhole collimator at 64 projection angles over 360°, using an energy window

of 10-50 keV. The SPECT acquisition was followed by acquisition of CT data, which

were used to create an attenuation map. The data were reconstructed using the OS-EM

algorithm with and without attenuation correction, and also were reconstructed with the

OS-EM algorithm that included the scatter correction model in addition to attenuation

correction. The reconstructed images were evaluated by defining volumes of interest

corresponding to the source and the surrounding cylinder. The total radioactivity in these

volumes was measured, and the ratio of radioactivity in the target VOI to the

radioactivity in the surrounding VOI was calculated.
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4.5.2. Results
4.5.2.1. Scatter-to-primary ratio

The scatter-to-primary ratio is plotted for technetium-99m and iodine-125 as a

function of the radius of the surrounding water cylinder in Fig. 4.28. The results lead us

to believe that scatter will not significantly degrade data acquired with technetium-99m.

The result for iodine-125 shows much more scatter than the result for technetium-99m,

but the scatter-to-primary ratio is still lower than the scatter-to-primary ratio of

approximately 50% observed in human imaging with technetium-99m. Energy spectra

obtained from Monte Carlo simulations of iodine-125 imaging are shown in Fig. 4.29 for

a simulated sphere in air and for a simulated sphere in the center of a cylinder of water

with 2 cm radius. The results show that the spectrum is not significantly changed by the

presence of water, thus making the use of energy spectrum based scatter correction

infeasible.

window.

Cylinder Radius (cm)

Fig. 4.28: Scatter-to-primary ratio detected from a source at the center of a cylinder of
water. The scatter-to-primary ratio is defined as the number of scattered photons detected
within the energy window divided by the number of primary photons detected in the
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Fig. 4.29: Energy spectrum obtained by simulating the imaging of an iodine-125 source
with and without a cylinder of water of 2 cm radius surrounding the source. A detector
energy resolution of 25% full-width at half-maximum is modeled in the simulation. The
spectrum is not changed significantly by the presence of water.

4.5.2.2. Simulations for scatter angle

A graph of the probability of scatter as a function of angle is shown in Fig. 4.30, in

which 0° represents the direction of the incident photon. A second order polynomial was

fit to the data to create a simple model for F(■ ) (for 0°s ºffs 180°) in Eq. 4.10, for use in

the scatter model. The results show that a large number of photons which scatter at

angles between 5 and 15 degrees from the forward direction, with a smaller number being

backscattered (i.e. scattered at 180°).
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Fig. 4.30: Histogram of scatter angle. A second order polynomial was fit to the data, in
order to provide a simple model for scatter as a function of angle.

4.5.2.3. Monte Carlo simulations

Projection data generated using Monte Carlo simulations were reconstructed in order

to verify that the reconstruction algorithm correctly compensated for photon scatter. A

key step in this process is to verify that the algorithm correctly models scatter in the

imaging process. An image of the scatter source estimate generated by the reconstruction

of the Monte Carlo simulation data is shown in Fig. 4.31, along with the corresponding

projection data. As expected, the scatter source is asymmetric, with more “forward”

scatter compared to back scatter, and the resulting scatter projection looking similar to the

result predicted by the Monte Carlo simulation, albeit without any noise. A line profile

through the scatter contribution to the projection data estimated by the reconstruction

algorithm is compared to the result predicted by Monte Carlo simulation, and shows

reasonable agreement between the analytical scatter estimate and the Monte Carlo

simulation, with the main difference in regions close to the source. This difference is

likely due to an underestimation of small angle scatter due to the polynomial fit used to
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model the angular distribution of scatter. Nevertheless, the results indicate that the

algorithm gives a reasonable estimate for the detected scatter.

The image reconstructed from the projection data generated with the simulated

annular source is shown in Fig. 4.32. A line profile through the image (Fig. 4.33) shows

that scatter causes the spurious appearance of radioactivity in the center of the annulus.

When the data were reconstructed using only primary photons, the apparent radioactivity

in the center is reduced, but not eliminated, and arises from blurring caused by the finite

spatial resolution of the system. In order to quantitatively analyze the effect of scatter,

the area under the curve in the line profile can be divided into two areas. The first area

contains the two peaks and corresponds to the annulus. The second area consists of the

region between the peaks (i.e., the valley), which contains water and no radioactivity. In

the ideal case, the peak to valley ratio is infinite. In the three reconstructed images, the

ratio was 15:1 when the image was reconstructed with only attenuation correction, 34:1

with the addition of scatter correction, and 29:1 using attenuation correction with scatter

free data. This demonstrates that scatter correction effectively compensates for the

contrast lost due to photon scatter.

140



Projector
40 - - -o- - Monte Carlo

i
0 5 10 15 20 25

Distance (pixels)

Fig. 4.31: Scatter source estimate used in reconstruction of the data (top left). The
intensity of each voxel represents the probability that a photon scattered in that voxel will
be detected. The image oriented such that the pinhole is positioned to the right, along the
x-axis. This scatter source is used as an input to the forward projector to calculate the
scatter contribution to the projection data (top middle). The scatter in the projection as
predicted by the Monte Carlo simulation is shown on the top right. On the bottom is
shown a line profile through the scatter projection estimated by the reconstruction
algorithm and the corresponding Monte Carlo result.

(a) (b) (c)
Fig. 4.32: Center slice from image reconstructed from the simulated projection data.
(a) The data reconstructed using OSEM with collimator response, attenuation correction,
and scatter correction. (b) The source distribution used to generate projection data. (c)
The attenuation distribution is a uniform cylinder of water at the center of the annulus.
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Fig. 4.33: Line profiles through the image reconstructed from Monte Carlo simulation
generated projection data of an annular source (solid line) around a cylinder of water.
The data were reconstructed with attenuation correction using either all photons (dotted
line), only primary photons (solid line), and all photons with scatter correction (dashed
line). The results demonstrate that scatter correction reduces the apparent radioactivity
introduced by scatter.

4.5.2.4. Experimental measurement

A single projection image of an iodine-125 filled sphere in a cylinder of water is

shown in Fig. 4.34. The corresponding projection, imaged without surrounding water, is

also shown for comparison. The contrast has been adjusted in the images in order to

accentuate the scatter contribution to the projection images. As can be seen, the sphere

surrounded by water has more scatter in the projection data, as demonstrated by the line

profile in Fig. 4.34.
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Fig. 4.34: Projection views of a microsphere surrounded by water (left). A projection
view of the same sphere without surrounding water is shown in the center. In both
images, scatter from the plastic rod supporting the sphere is visible below each sphere.
The contrast in the images has been adjusted to accentuate the scatter. A plot of the
radial count density (counts/pixel) also shows how scatter reduces the contrast by
increasing the number of accounts in pixels surrounding the image of the sphere.

A slice through the reconstructed image of the microsphere imaged in water is shown

in Fig 4.35 in order to demonstrate the effect of scatter correction. Although the scatter

correction does not appear to make a difference initially, when the image contrast is

adjusted, it can be seen that the scatter is decreased in the image with scatter correction.

In addition, the result can be analyzed quantitatively by calculating the ratio of apparent

radioactivity in the target volume to the apparent radioactivity in the surrounding volume.

This value increased from 1.5:1 to 2.7:1 with the addition of scatter correction,

demonstrating that scatter correction reduced the effect of scatter on the reconstructed

image.
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(b) (d
Fig. 4.35: A slice from the reconstructed image of an iodine-125 filled microsphere
imaged in a water filled cylinder. Image (a) and (c) were reconstructed with attenuation
correction and collimator response. Images (b) and (d) were reconstructed using the
same algorithm with the addition of scatter correction. Images (a) and (b) are displayed
using normal contrast, and appear very similar. However, increasing the contrast in the
images reveals that scatter correction reduces the noise caused by scattered photons
(Images (c) and (d)).

4.5.3. Discussion

As shown in Fig. 4.28, the scatter-to-primary ratio in mouse or rat imaging with

iodine-125 can reach 30% or more, which is an unexpectedly high value, though still

lower than the scatter-to-primary ratio typically encountered in human imaging with

technetium-99m. However, this result can be explained by examining the contribution of

various mechanisms to the linear attenuation coefficient of water. As shown in Table 4.6,

the Compton component of the linear attenuation coefficient is higher at 27.5 keV than it

is at 140 keV. Additionally, Rayleigh (coherent) scatter becomes significant at these low

energies. These factors, combined with the decrease in primary photons due to

attenuation, explain the unexpectedly high scatter-to-primary ratio.

Table 4.6: Linear attenuation coefficient for water

Photon Rayleigh Compton Photoelectric Total
energy Scattering scattering absorption attenuation
(keV) (cm") (cm") (cm") (cm")
27.5 0.0541 0.182 0.194 0.430

140 0.0028 0.150 0.0009 0.154

The histogram of scatter angle also gave an unexpected result (Fig. 4.27). Although

the results look similar to the predictions of the Klein-Nishina equation for Compton
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scatter, there is an extra peak at low angle (5 degrees) in our simulation data which arises

from the low angle Rayleigh (coherent) scatter. By comparing the contributions of the

different components to the linear attenuation coefficient of water, it can be seen that the

coherent scatter accounts for about 20-25% of the scatter interactions, which is consistent

with the result of the Monte Carlo simulation which showed that approximately 24% of

the detected scatter photons underwent coherent scatter. Rayleigh scatter should not

degrade image quality as much as Compton scatter, because the scattering angles

resulting from coherent scatter are relatively small, thereby leading to smaller errors in

the photon trajectory. Therefore, despite the relatively high scatter-to-primary ratio

observed when imaging with iodine-125, scatter correction in small animal imaging with

iodine-125 will not be as important as scatter correction in human imaging with

technetium-99m and other radionuclides commonly used for diagnostic imaging in the

nuclear medicine clinic.
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Fig. 4.36: The angular distribution of photon scatter from an iodine-125 source,
determined by simulating a beam of photons directed at water. The Rayleigh scatter
accounts for the low angle scatter. The angular distribution of the Compton scatter
agrees with the result predicted from the Klein-Nishina equation, which is shown by the
line.
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The scatter model used in the reconstruction algorithm assumes that photons are only

scattered once in the object prior to detection. This assumption is validated by the results

of the Monte Carlo simulations, which show that the majority of detected scatter photons

are only scattered once in the phantom (Fig. 4.37).
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Fig. 4.37: Number of photons as a function of the number of scatter events in the
phantom for photons detected within the energy window in the Monte Carlo simulations.
Data are from simulations of a spherical source and of an annular source within a
cylinder of water.

4.6. Conclusion

This chapter described improvements to the SPECT image reconstruction algorithm

that result in improvements to image quality. These improved algorithms create a more

accurate model of the imaging process by including realistic models for the collimator

response, photon attenuation, and photon scatter.

Adding collimator response can greatly improve the spatial resolution of the

reconstructed images, particularly with larger apertures or with higher energy isotopes

where septal penetration is significant. However, a large number of iterations is

necessary to fully realize the improved spatial resolution. Alternatively, a smaller

number of iterations can be performed to produce images with reduced noise.
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Attenuation and photon scatter correction are important mainly for low energy

isotopes such as iodine-125, and is less important for higher energy isotopes. In this

chapter, we have described a method to calibrate and rescale x-ray CT data to create

attenuation maps, which were used as input to the reconstruction algorithm. We then

demonstrated that CT data can be used to correct for photon attenuation and scatter to

reduce artifacts in images reconstructed from data acquired with iodine-125. Data

acquired with technetium-99m are not significantly degraded by photon scatter, due to

the short path lengths encountered in small animal imaging; the scatter to primary ratio

was estimated to be less than 15% for small animals such as mice and rats.
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Chapter 5: Error Sources in Quantitative SPECT Imaging

5.1. Introduction

In current clinical practice, nuclear medicine images are generally interpreted in a

qualitative manner in which the results are visually inspected to determine the presence

or absence of a pathological condition. However, the consistency, sensitivity, and

arguably the clinical utility of the interpretation of these data would be increased if they

were analyzed and recorded quantitatively, and in fact, various approaches have been

developed to analyze nuclear medicine data in a quantitative manner. For example, the

glucose metabolism rate can be quantified using compartmental analysis of a dynamic

sequence of PET images acquired with "F-fluorodeoxyglucose [1]. In another example,

the regional uptake of radiopharmaceuticals such as ”Tc-sestamibi or "TI-thallous

chloride often are compared against results from a database of scans from normal

volunteers to quantify the severity of perfusion defects in the myocardium of patients

with coronary artery disease. These examples illustrate two of the many different ways

that quantitative analysis is applied to nuclear medicine images.

The term “radionuclide quantification” also has a number of different meanings in the

medical imaging literature. Several definitions include: 1) “semi-quantification”, the

comparison of relative measurements between normal and diseased regions, 2)

“physiologic quantification”, the measurement of a physiologically meaningful

parameter, and 3) “absolute physical quantification”, the accurate measurement of

radioactivity concentration with corrections for perturbations such as photon attenuation

[2]. Within the scope of this thesis, radionuclide quantification is used to mean absolute

physical quantification, or the measurement of the absolute concentration of radiotracer

within a volume of interest.
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5.1.1. Sources of error

Ideally, when analyzing radionuclide images, a physician or scientist would like to

define a “region of interest” on a planar radionuclide image (or a “volume of interest” on

slices from a tomographic radionuclide scan”, and then sum the voxel values within those

regions or volumes of interest to measure the radionuclide uptake in the corresponding

region of tissue in the patient. Typically, these numbers would be reported in terms of

the radionuclide concentration in units of MBq/ml or MBq/cc of tissue. However, when

this is performed experimentally in phantoms or large animals approximating the size of

humans, the noninvasive measurement obtained from the images typically is incorrect

(typically too low) by an order of magnitude. Therefore, although the concept of

“radionuclide quantification” seems straightforward, it remains an elusive goal that in

practice is difficult to perform experimentally. The challenges and difficulties in

radionuclide quantification arise from several potential sources of error which can lead to

erroneous measurements. These sources of error include physical perturbations such as

photon attenuation, photon scatter, and the partial volume effect. Photon attenuation

arises when overlying tissues absorb photon emitted from a target tissue, leading to a

decrease in the number of observed counts, which subsequently can cause a decrease in

the apparent (i.e., measured) concentration of radioactivity and image artifacts.

Similarly, photons from the target tissue can scatter in the surrounding tissue, and

photons from radioactivity in background regions can scatter in regions of the image that

coincide with the region or volumes of interest. As a result, photon scatter can decrease

the image contrast, and introduce false counts into regions of interest when the

reconstructed image is analyzed quantitatively. Partial volume errors arise from the

limited spatial resolution of the imaging system, which causes blurring of the
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radioactivity from the target region into the background region, and similarly blurring of

the radioactivity from the surrounding background into the target. As a result, when the

image is analyzed quantitatively, a region of interest carefully defined over the

anatomical boundary of the target region generally will measure a mix of the

radioactivity concentrations from the target and background regions. This leads to

quantitative errors, especially when the size of the target region is close to or smaller than

the spatial resolution of the imaging system. This chapter will describe these physical

perturbations that lead to errors in radionuclide quantification, estimate the magnitude of

these errors in the context of small animal imaging, and evaluate the effect of improved

reconstruction algorithms on mitigating the effect of these perturbations on the

quantitative accuracy of SPECT images.

5.1.1.1. Photon attenuation and scatter

As discussed in Chapter 4, photon attenuation and scatter radiation result from the

interaction of photons with matter, where the magnitude of the interaction is a function of

photon path length through the body, photon energy, and tissue composition (Fig. 5.1).

The absorption of photons within the patient (human or animal) being imaged decreases

the total number of photons detected, resulting in an apparent decrease in radioactivity

within a given target region. In radionuclide imaging, these errors can be compensated

using attenuation correction techniques. One such technique is to use anatomical

information from an x-ray CT image of the object to create a model of the photon

attenuation that can be incorporated in an iterative reconstruction algorithm as described

in Chapter 4. In human imaging, it is commonly accepted that attenuation correction is

necessary for quantitatively accurate, artifact free data [3], and a number of strategies

have been devised for attenuation correction. In comparison, in small animal imaging,
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the magnitude of errors from photon attenuation, and consequently the need for

attenuation correction has not been clearly established. Likewise, the quantitative effects

of photon scatter in small animal SPECT are not fully understood, nor have scatter

correction algorithms been developed and tested for small animal SPECT.

toº. s-
80% || x |-131*=#|s.
60% Tc-99m

.Nº.
40% T

20%
-

mouse | rat
0% -

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Distance (cm)

Fig. 5.1: Narrow beam photon transmission through water for four isotopes used in
small animal SPECT imaging. The results in this graph were analytically calculated, and
show that iodine-125 (27.5 keV photon) should be much more prone to the effects of
photon attenuation in small animal imaging than higher energy isotopes such as
technetium-99m (140 keV), indium-111 (171 keV and 245 keV), and iodine-131 (365
keV). The shaded areas show the approximate length scales encountered in imaging
mice and rats.

5.1.1.2. Partial volume effect

One of the inherent limitations of radionuclide imaging is poor spatial resolution.

Small animal SPECT and PET systems typically achieve spatial resolutions in the range

of 1-2 mm, in comparison to microCT which can achieve spatial resolution in the range

of 50-100 pum or better. As a result, when SPECT or PET is used to measure the amount

of tissue radioactivity, partial volume errors can create quantitative errors in the resulting

data. The limited spatial resolution of a SPECT imaging system can lead to blurring of

the radioactivity distribution, which increases its apparent size, leading to an

underestimation of the concentration of the radioactivity present (Fig. 5.2), an effect
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known as “spill-out”. Conversely, “spill-in” can result from the presence of -

radioactivity in neighboring structures, and leads to the apparent increase of radioactivity

in a volume of interest (Fig. 5.3). * /
I}
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Fig. 5.2: This figure illustrates the effect of partial volume errors on quantitative º
measurements. A line profile through the region of interest (inset) is shown as the ---
rectangular line. However, due to the finite spatial resolution of imaging systems, the sº
measured line profile is blurred, and the radioactivity appears to be spread out over a |
larger region. A measurement within the region of interest shows an apparent decrease -

in radioactivity. t
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Fig. 5.3: This illustrates the effect of partial volume errors due to “spill-in” of * .
background radioactivity into a region of interest. The left image shows an unblurred º

target in an elliptical source of background radioactivity. The line profiles show the º "
radioactivity in the target region (after blurring with a Gaussian) with and without r

background radioactivity. The result shows that the apparent amount of radioactivity in L.
the target region is increased when background radioactivity is present. ~ y,C/
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5.2. Monte Carlo simulations L
Monte Carlo methods are powerful tools for simulating a variety of physical –

processes and are often used to model and evaluate radionuclide imaging. These º, /
F}

simulations are particularly useful for studying quantitative measurements in SPECT

because it becomes possible to simulate the imaging of a well defined radionuclide

source, while modeling complex physical phenomena such as photon scatter. In the -

work described below, the simulations were performed using the GATE (“Geant4

Application for Tomographic Emission”) Monte Carlo simulation package [4, 5] based

on Geant4, a general purpose simulation package used for a variety of applications. *

(“Geant”, in turn, is an acronym for “Geometry ANd Tracking”.) The simulation r

geometry was modeled on the X-SPECT scanner in our laboratory using the simplified º

simulation geometry described in Chapter 4, Section 3.2.2. The simulated energy º

resolution and energy windows were based on the expected performance of the X-SPECT º
-

t
system and are shown in Table 5.1 below. º

Z/.
Table 5.1: Simulated energy resolution and energy windows used in Monte Carlo a *simulations of X-SPECT system

- a s

I
I-125 TC-99m - *

Simulated source 27.5 keV 140 keV º
energy -->

Energy resolution 0 o * *

(%FWHM) 26% 12% T
Energy window 10-50 keV 126-161 keV Ríº,

Jº,
,-,

5.2.1. Methods and materials …”
5.2.1.1. Simulations to study photon attenuation and scatter T

Monte Carlo simulations using the GATE package were performed to estimate the ~.
- - -

* -

effect of photon attenuation on quantitative accuracy by simulating the imaging of a
- r

radioactive source in the center of an attenuating medium. The amount of attenuation L.
*-* -L■ .
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was varied, and the simulation repeated. The resulting projection data were

reconstructed, and the apparent change in radioactivity was measured as a function of the

amount of attenuation, and compared against the known amount of radioactivity in the

radionuclide source.

A spherical source with a radius of 2 mm was defined at the center of a cylinder of

water to simulate the imaging of a tumor in the torso of a small animal. The axis of the

cylinder was aligned with the axis of rotation, and the height was kept constant at 3 cm.

The radius of the cylinder was varied to assess the effect of varying the cylinder size, and

thus the amount of photon attenuation, on the reconstructed image, and the energy of the

emitted photons was also varied in order to simulate the imaging of technetium-99m and

iodine-125. For each case, a set of 64 projections were generated over 360° rotation

around the object, with 1.5×10" emission photons simulated per projection.

Furthermore, the simulation output was used to create two sets of data from each

simulation, consisting of one set of projection data with all photons detected within the

energy window, and another set of projection data with only unscattered photons detected

within the energy window, which constituted a “scatter-free” data set. The simulated

projection data were reconstructed, and the voxel values in the volume of interest

corresponding to the source were calculated.

5.2.1.2. Simulations to study partial volume effect

The effect of partial volume errors was studied by simulating the imaging of a series

of spherical sources of differing size, reconstructing the data, and measuring the change

in apparent radioactivity as a function of the size of the source by calculating the mean

voxel values in a volume of interest corresponding to the spherical source. The

simulation did not have any photon attenuation in the source (i.e., the sources were in air)
s -*
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or background activity, which allowed us to evaluate the partial volume effect

independently of other factors that may affect the quantitative accuracy. The simulations

were performed for both 1 mm and 2 mm pinhole apertures, so that the effect of changing

the pinhole aperture could be assessed. Each source had 2000 Bq/mm’ of radioactivity,

and emitted 140 keV photons. The sources were located at the center of rotation, at a

distance of 4 cm from the pinhole, and a total of 64 projections were generated for each

source with a rotation angle of 360°. The photon emission angle was limited to a solid

angle of 0.51 around pinhole in order to decrease computation time.

5.2.1.3. Effect of background radioactivity

Additional simulations were performed to assess the effect of background

radioactivity on radionuclide quantification. This was done by generating simulated

projection data using a cylindrical source and the imaging geometry described in the

previous paragraph. The simulated source had a radius of 1 cm, and a height of 3 cm, in

order to approximate a uniform radioactivity distribution within the dimensions of a

mouse torso. The sources were simulated to have 222 Bq/mm for one set of data, and

the simulations were repeated with radioactivity set to 278 B4/mm”. The projection data

for the cylinder were combined with the projection data for the spheres, in order to create

a single set of projection data of a cylinder containing a sphere at the center. The

various projection sets were added together in order to create sets of projection data with

different values for the target to background ratio (10:1 and 5:1), target size (radius of 1

mm to 5 mm), and pinhole aperture size (1 mm and 2 mm pinhole diameter). The

projection data were reconstructed, and the voxel values in the target volume of interest

were compared with the results obtained without background radioactivity by plotting the

voxel values as a function of background activity and target size.
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5.2.1.4. Image reconstruction and data analysis

The projection data generated by the Monte Carlo simulations were reconstructed

using with different levels of physical modeling incorporated in the projector

backprojector pair in an ordered subsets-expectation maximization (OS-EM)

reconstruction algorithm as described in Chapter 4. For simulations studying partial

volume effect, the projection data were reconstructed using the OS-EM algorithm both

with and without the collimator response model described in the previous chapter.

When the data were reconstructed using the OS-EM algorithm without compensation for

finite collimator response, 5 iterations (8 subsets) were used. In comparison, when

compensation for collimator response was included in the algorithm (OSEM+CR), the

data were reconstructed using 20 iterations (8 subsets). All data were reconstructed in a

matrix size of (64)', with a voxel size of 0.77 mm. In addition, for simulations studying

photon attenuation and scatter, the data were reconstructed using OS-EM with attenuation

correction (OSEM+AC). The attenuation maps used in reconstructing these data were

generated using the known simulation geometry of the object, and the photon attenuation

coefficient for water at the energy of the source photon (Table 5.2). In addition,

projection data for iodine-125 were reconstructed using OS-EM with corrections for

scatter, attenuation, and collimator response using the algorithm described in Chapter 4,

Section 5, which models photon scatter in the forward projector by considering each

voxel in the image as both a potential source of photons and a potential site for photon

scatter using anatomical information from the attenuation map and the estimated source

distribution.

The reconstructed data were displayed using AMIDE, an image display and analysis

software [6]. A volume of interest (VOI) corresponding to the size and shape of the
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source was defined, and the total and average voxel values within the VOI were t L

calculated. The results were normalized to the average voxel value in the reconstructed – |*

image of a 250 pull source simulated without photon attenuation. z, /
Table 5.2: Photon energy used for Monte Carlo simulations to study photon attenuation ■ .

Isotope Photon Energy (keV) Photon attenuation *
L

coefficient p (cm") for water º,
Iodine-125 27.5% 0.43 ->
Technetium-99m 140 keV 0.15

* Iodine-125 emits x-rays primarily in the range of 27-31 keV [7]. We have modeled it as a
monoenergetic source at 27.5 keV.

5.2.2. Results
5.2.2.1. Effect of photon attenuation and scatter

The scatter-to-primary ratio (the number of scattered photons divided by the number

of unscattered photons detected) for a small spherical source at the center of a cylinder of

water is plotted as a function of the cylinder radius in Fig. 5.4. As expected, increasing

the size of the cylinder increased the scatter-to-primary ratio for both iodine-125 and

technetium-99m. The results show that the scatter-to-primary ratio could reach

approximately 35% when imaging iodine-125 in a rat sized object. In comparison, the

scatter-to-primary ratio in human myocardial perfusion imaging with technetium-99m

has been estimated to be approximately 25-45%, depending on the distribution of the

radionuclide and the energy windows selected [8].

159 º/,



()

: !
.*

ºrarº tº º
*i*** * *



35%
|-e-H125

o/,
30% |- [...] TC-99m

|--
- -

25%

20%! 15%

10% D –P
5%
0% I

O 0.5 1 1.5 2 2.5 3

Cylinder Radius (cm)

Fig. 5.4: Plot of the scatter-to-primary ratio (number of scattered photons detected in
energy window divided by the number of primary photons in the energy window) from a
simulated source at the center of a cylinder of water. Increasing the size of the cylinder
increases the scatter-to-primary ratio.

The normalized VOI values for iodine-125 are plotted as a function of the cylinder

radius in Fig. 5.5. As expected, photon attenuation decreases the measured radioactivity

in the source. In a rat sized object (~2 cm radius), the apparent radioactivity of the

source is decreased by approximately 50% in comparison to the same source imaged

without photon attenuation. The results show that attenuation correction can compensate

for this effect, but with up to 20% overcompensation, which we hypothesize is due to

scatter. Reconstructing the image using primary photons reduces the overcompensation

(Fig. 5.6), which supports the hypothesis that part of the overcompensation shown in Fig.

5.5 was due to scatter.

The same data were also reconstructed using an OS-EM algorithm which includes

models for both the photon attenuation and the collimator response. Interestingly, by

comparing the data reconstructed without collimator response (Fig. 5.6) with the results
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reconstructed with the collimator response correction (Fig. 5.7), we observed that adding

the collimator response model to the reconstruction algorithm also reduced the difference

in the voxel values between the data with and without scatter, demonstrating that

including the collimator response decreases the effect of scatter and thereby improved

quantitative accuracy (Table 5.3). We also found that adding scatter correction (i.e., data

points denoted by “*” vs. “o” in Fig. 5.7) to the reconstruction algorithm (in addition to

collimator response and attenuation correction) did not have a significant effect on

quantitative accuracy.
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Fig. 5.5: Plot of the mean VOI value as a function of the amount of water around the
source for iodine-125. Data are reconstructed with and without attenuation correction
(AC), and with and without collimator response (CR).
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Fig. 5.7: Plot of VOI values as a function of the amount of water around the source for - :

iodine-125. Data were reconstructed using variations of OSEM with collimator response ºs
(CR), attenuation correction (AC), and scatter correction (SC). Data with only
unscattered (primary) photons were reconstructed using OS-EM with collimator response >
and attenuation correction.
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Table 5.3: Change in a VOI voxel value resulting from scatter in a cylinder of water
Cylinder radius Reconstructed with OS-EM Reconstructed with OS-EM

(cm) with collimator response and and attenuation correction (no
attenuation correction collimator response)

0.0 0.0% 0.0%
0.5 0.3% 6.5%
1.0 0.2% 6.4%
1.5 0.8% 7.8%
2.0 0.5% 8.0%
2.5 3.7% 9.9%

The effects of photon attenuation on data acquired with technetium-99m are shown in

Fig. 5.8 by plotting the normalized VOI value as a function of the radius of the cylinder

of water surrounding the source. The results show that the effect of attenuation is to

decrease the apparent radioactivity of the source, as the average voxel value in the VOI

decreases as the size of the cylinder increases This effect is Smaller for technetium-99m

(Fig. 5.8) than for iodine-125 (Fig. 5.6), but photon attenuation can still result in a 25%

decrease in measured radioactivity in technetium-99m imaging with a rat sized object,

which is approximately equal to the decrease in photons due to photon attenuation. The

results also show that data reconstructed with attenuation correction do not underestimate

the amount of radioactivity in the VOI when the source is surrounded by water.

The effects of photon scatter on data acquired with technetium-99m were assessed by

reconstructing simulated projection data with and without scatter using OS-EM. The

data were reconstructed both with and without attenuation correction (Fig. 5.9). The

average voxel value in the VOI corresponding to the source was calculated, and plotted

as a function of the radius of the cylinder of water surrounding the source. The results

show that the images reconstructed with attenuation correction do not over-estimate the

activity in the source. In general, the quantitative results obtained from the projection

data with scatter (“all”) did not differ from those obtained from scatter-free data
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(“primary”) regardless of whether or not the data were reconstructed with (“FAC”) or L
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Fig. 5.8: Effect of photon attenuation on technetium-99m images. VOI values are º
plotted as a function of the radius of the cylinder of water around the source.
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5.2.2.2. Partial volume effect

The partial volume effect in radionuclide imaging is caused by the limited spatial

resolution of SPECT and PET imaging. In small animal SPECT with pinhole

collimators, the spatial resolution of the imaging system is dominated by the collimator

design, specifically the diameter of the pinhole aperture. Therefore, in the Monte Carlo

simulations, we simulated data acquired with both the 1 mm and 2 mm pinhole apertures.

For each pinhole aperture size, the average value in the VOI (normalized to the result

with a source with a volume of 250 mm’) was plotted as a function of the source radius.

These results are shown in Fig. 5.10. As expected, the smaller sources have a lower

measured radioactivity than larger sources, due to “spill-out” of radioactivity. In

addition, the effect of source size on measured radioactivity is more pronounced with the

larger pinhole, due to the poorer spatial resolution achieved with the larger aperture.

However, when data are reconstructed using OSEM with CR, the difference between the

larger and smaller pinhole is essentially negligible.

120% T-
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–
100%

|
100%3 g

G 80% Tº 80%
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# | || Tº
5 40% - É 40%
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Fig. 5.10: Average VOI value for data reconstructed from simulated data for a 1 mm
pinhole (left), and 2 mm pinhole (right). Data are normalized to the result for a 250 pull
sphere, and demonstrate the effect of partial volume errors on the measured
concentration.
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5.2.2.3. Effect of background radioactivity

The measured radioactivity value as a function of source size in the presence of

background radioactivity is shown in Fig. 5.11 and Fig. 5.12. These results show that

the presence of background radioactivity will influence the measured radioactivity in the

volume of interest, particularly for smaller volumes. In general, the presence of

background radioactivity tends to cause an increase in the measured radioactivity in the

volume of interest, due to “spill-in” caused by the finite spatial resolution. However,

with the 2 mm pinhole and collimator response, the presence of background radioactivity

causes the measured radioactivity in the volume of interest to be underestimated,

particularly in the smaller target volumes. This effect suggests that the reconstruction

algorithm behaves in a nonlinear manner because the expected result is that spill-in from

the background region will increase the measured activity in the target volume. In

addition, the presence of background radioactivity slows the convergence of the

reconstruction algorithm (i.e., more iterations are needed in order to reach convergence),

especially for smaller volume of interest (Fig. 5.13). This effect would explain part of

the decrease in measured values in data with background radioactivity because all the

data (both with and without background radioactivity) were reconstructed using 20

iterations.
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Fig. 5.11: Effect of background radioactivity on voxel values in the volume of interest.
The normalized VOI values are plotted as a function of target size for simulated data
generated with a 1 mm pinhole. Background radioactivity was added, with target to
background ratios of 10:1 and 5:1. Data were reconstructed using 20 iterations of OS
EM with collimator response (left) and 5 iterations of OS-EM without collimator
response (right).
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Fig. 5.12: Effect of background radioactivity on voxel values in the volume of interest.
The normalized VOI values are plotted as a function of target size for simulated data
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background ratios of 10:1 and 5:1. Data were reconstructed using OSEM with and
without collimator response (+CR and –CR).
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Fig. 5.13: The effect of background radioactivity on the convergence of the
reconstruction algorithm is shown in this plot. The mean VOI values are shown as a
function of iteration number for target spheres with radius of 1 mm and 2 mm with and
without background radioactivity, reconstructed using OSEM with collimator response.

5.2.3. Discussion
5.2.3.1. Effect of scatter

In our simulation, we found that photon scatter did not have much effect on the

quantitative accuracy of the image. However, this result probably should not be

generalized to all cases because the distributions of both the source and the scattering

medium have a strong effect on the scatter. For example, if the volume of interest

contained materials with high density and was within a region with large amount of

background radioactivity, the effect of scatter might be more apparent. In order to

attempt to further study the effect of scatter and scatter correction on quantitative

accuracy, we performed an additional Monte Carlo simulation which simulated the

imaging of a sphere (radius 2 mm) containing iodine-125 and located within a cylinder

with a radius of 1.5 cm. This source was located at the axis of rotation, in the center

plane of the image space. A second spherical source of 27.5 keV photons was added (3

mm radius), also on the axis of rotation, but located 1 cm away. The activities of the
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sources were 100,000 and 150,000 Bq, respectively. This simulations geometry

represents the imaging of a tumor, with uptake of radioactivity in a nearby organ. A

total of 64 projections (30 seconds each) were simulated.

After simulation, the projection data were reconstructed, and the effect of scatter on

the measured activity in the volumes of interest was determined by reconstructing the

projection data both with and without scatter photons using the OS-EM algorithm with

collimator response and attenuation correction. We compared the measured

radioactivity in the VOI’s reconstructed with and without scatter and found that the effect

of scatter on the quantitative accuracy was to increase the average voxel value by

approximately 5% for the larger volume of interest and by 0.4% for the smaller VOI.

This result demonstrates that 1) the effect of scatter on quantitative accuracy when

imaging with iodine-125 is fairly small and 2) is dependent on the geometry (i.e., size and

locations of the volumes of interest, amount and spatial distribution of radioactivity not in

the volume of interest). Reconstruction of the data with scatter correction helped reduce

the measured activity in the regions outside of the source, but did not have a large effect

on the quantitative measurement of radioactivity within the sources.

5.2.3.2. Effect of background and nonlinearity

When imaging with radionuclide tracers in live subjects, the tracer almost never

behaves perfectly, that is, there will be tracer uptake in both the target (e.g., the tumor)

and other tissues. As we showed earlier, this background uptake has an effect on the

quantitative accuracy of SPECT images. This effect of background radioactivity can be

confusing, because the presence of background radioactivity can actually lead to a

decrease in the apparent radioactivity in the target volume of interest, instead of

increasing the apparent radioactivity due to “spill-in”. We hypothesized that this effect

&
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can be attributed to nonlinear behavior of the iterative image reconstruction process. (In

contrast, filtered backprojection algorithms such as the Feldkamp algorithms can be

demonstrated to be linear in a mathematical sense). We studied this nonlinearity by

taking projection data of the background region (which we will denote as B) and

projection data of the target region (denoted as T) generated with the 2 mm pinhole (as

described in Section 2.1.3) and reconstructing the two sets of projection data separately

using OS-EM (with and without collimator response). The resulting tomograms (of the

background and target regions, Rec(B) and Rec(T), respectively) were then added

together (Rec(T) + Rec(B)), and the summed image compared with the image obtained by

reconstructing the combined projection of the target and background regions. If the

process was linear, then the difference would be 0, because for a linear reconstruction

process:

Rec(T + B)= Rec(T) + Rec(B) (5.1)

where Rec is the reconstruction process, T is the projection of the target region, and B is

the projection of the background region. The difference in the voxel values in the target

region of the resulting images is plotted as a function of target size in Fig. 5.14. When

the data were reconstructed with collimator response, the tomogram reconstructed from

the combined projection data had a reduced value in the VOI relative to the VOI value in

the sum of the tomograms reconstructed from projections of the target and background

separately (i.e., Rec(T+B)-Rec(T)+Rec(B)). This nonlinear behavior of the OS-EM

algorithm for SPECT reconstruction was also observed by Du, et al. [9]. This

nonlinearity is most noticeable for smaller volumes imaged with large pinholes and

reconstructed with collimator response modeling, and is least noticeable with larger
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volumes reconstructed without collimator response, which is consistent with the results

described in Section 2.2.3 of this chapter.
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Fig. 5.14: Voxel values in the volume of interest of reconstructed data demonstrate the
nonlinearity of the image reconstruction process. Data were generated by reconstructing
the projection data (generated using a simulated 2 mm pinhole) from the target and
background regions separately, and then summing the results [Rec(T)+R(B)], and by
reconstructing the projection data from target and background regions simultaneously
[Rec(T+B)]. Reconstruction algorithms with and without collimator response (CR) were
used.

5.2.3.3. Detector pixel size

The magnitude of partial errors is strongly affected by the spatial resolution of the

imaging system, which in pinhole SPECT is determined by the imaging geometry, the

pinhole aperture design, and the spatial resolution of the gamma camera. During the

course of this thesis work, a second X-SPECT system was added to the laboratory. As

described in Chapter 2, Section 6, this second instrument has a gamma camera with finer

pixel pitch (1.5 mm vs. 2.2 mm). Therefore, the effect of detector pixel size was studied

by performing a set of Monte Carlo simulations where the detector pixel size was reduced

to 1.5 mm. The simulations were otherwise identical to the previously described

simulations, and the resulting projection data were also reconstructed and analyzed in the
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same manner. The results indicated that there is only a minimal reduction in the partial

volume effect with the smaller detector pixels (Fig. 5.15), consistent with the fact that the

spatial resolution of the system is dominated by the effect of the pinhole aperture size.
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Fig. 5.15: Plot of the voi values as a function of the target radius for technetium-99m
imaged with a 1 mm pinhole. The values were normalized to the results obtained with a
250 pull sphere (r-3.91 mm). This plot demonstrates that improving the detector
resolution from 2.25 mm to 1.5 mm results in a small reduction in the partial volume
effect.

5.3. Experimental measurements

Experimental measurements were performed using the X-SPECT scanner in order to

assess the effect of photon attenuation and partial volume effects on quantitative

accuracy. Almost all the measurements were performed using technetium-99m rather

than iodine-125 because the latter has a long half-life and can form I?, which is volatile,

making this isotope very difficult to handle and decontaminate when spills occur. On

the other hand, technetium-99m has a half-life of 6 hours, and disappears within a 3-4

days and thereby represents a lower hazard than iodine-125. In addition, technetium

99m is readily available, inexpensive, and commonly used in radionuclide imaging,

making it a very convenient radionuclide for experimental measurements.
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5.3.1. Methods and materials
5.3.1.1. Phantoms

Phantom measurements were performed using the X-SPECT scanner in order to test

experimentally the ability of SPECT imaging to quantify radioactivity in a rodent-sized

object containing a distribution of radioactivity with known geometry and concentration.

In addition, the geometry was designed to approximate the size and geometry of

biologically relevant targets, such as a tumor in a mouse. For these reasons, a set of

hollow microsphere phantoms (Data Spectrum Corporation, Chapel Hill, NC) were used

(Fig. 5.16), along with a fillable cylindrical phantom that also served as a mount for the

microspheres. These spheres have nominal dimensions listed in Table 5.4, and are

referred to as spheres 1 through 4 in the text, with sphere 1 being the largest. The

microspheres were filled with aqueous”"Tc-NaTcO4, and the radioactivity of the filled

spheres was measured using a dose calibrator (Biodex Medical Systems) before each

experiment.

Table 5.4: Dimensions of microspheres

Sphere Volume Outside Diameter Inside Diameter
(HL) (mm) (mm)
250 9.86 7.86

125 8.23 6.23
62.5 6.95 4.95
31.3 5.95 3.95
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Fig. 5.16: (left) Micro hollow sphere phantoms purchased from Data Spectrum. From
left to right, the nominal volumes are 31.3, 62.5, 125, and 250 pull. The dimensions of
the spheres are listed in Table 5.4. (right) Micro-sphere phantom mounted inside a water
filled cylinder to assess the effect of attenuation.

5.3.1.2. Study of photon attenuation

In order to experimentally assess the effect of photon attenuation on the measured

concentration of radioactivity, the largest microsphere was filled with ”Tc-NaTcO4, and

imaged in the phantom both with and without water in the surrounding cylinder.

SPECT data were acquired at 64 projections over 360° using the 1 mm pinhole. After

SPECT acquisition, CT data were acquired using the parameters in Table 5.5.

The SPECT data were reconstructed using OS-EM both with and without attenuation

correction to assess the effect of photon attenuation on the image values in the

reconstructed image. The CT data were first reconstructed using the software supplied

by the manufacturer of the scanner, and attenuation maps were created from the

reconstructed images as described in Chapter 4. The SPECT data were then

reconstructed using 5 iterations (8 subsets) of the OS-EM reconstruction algorithm with

and without attenuation correction. Following reconstruction, AMIDE software was

used to create volumes of interest with size and shape corresponding to the nominal

dimensions of the microsphere. The VOI’s were then visually placed in the SPECT

º~.
º º
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image to match the location of the radioactivity in the microsphere as closely as possible,

and the total and mean VOI values were determined. The mean voxel value in the VOI

was then plotted as a function of the known concentration of radioactivity in the

microsphere for data acquired with and without water in the surrounding cylinder. A

linear least-squares fit was performed for each case, and the difference in the slopes of

the regression lines (i.e., mean voxel value measured from the image vs. known

radionuclide concentration multiplied by the imaging time) demonstrated the effect of

photon attenuation.

Table 5.5: X-ray CT acquisition parameters for microsphere experiments
Parameter Value

Source to detector distance 298 mm

Detector to center of rotation distance 73 mm

x-ray tube voltage 50 kVp
x-ray tube current 0.6 ma

Number of projections 256

5.3.1.3. Study of partial volume effect

The partial volume effect introduces a size dependent change on the measured

concentration of radioactivity in a given volume of interest. We chose to measure the

magnitude of that effect in small animal imaging using the X-SPECT system by

acquiring SPECT scans of micro-sphere phantoms of different sizes. All data were

acquired using a known quantity of "Tc-NaTcO, as measured with a dose calibrator,

and the imaging parameters in Table 5.6. Acquisition of SPECT data was followed by

CT acquisition at 256 projection angles using the parameters in Table 5.5.
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Table 5.6: SPECT imaging parameters for microsphere experiments
Parameter Value

Radius of rotation (cm) 4.0

Time / projection 20 – 40 S

Number of projections 64

Angle range 360 °

Energy window Tc-99m, -10% to +15%
Collimator 1 mm and 2 mm pinholes

After imaging, the SPECT data were reconstructed using the OS-EM algorithm

described in Chapter 4 both with and without collimator response to assess the

differences of these reconstruction techniques on quantitative measurements in the

reconstructed images. The quantitative measurements from the SPECT image were

performed using the known size and shape of the VOI and structural or “anatomic” data

from the correlated CT scan to define a volume of interest over the sphere containing the

radioactivity. An additional VOI was created to measure the total radioactivity present

in the “stalk” of the microsphere (Fig. 5.17). This was used to correct for radioactivity

present in the stalk of the microsphere using the following equation which uses the

imaging data to estimate the percentage of the total radioactivity that is in the stalk:

Xx,
A - 4oal

-
(1

-

—º-) (5.2)
corr X. 3,

all voxels

where Acorr is the corrected radioactivity, Atotal is the total measured radioactivity

introduced into the phantom, and the summations represent the sum of the voxel values in

the stalk VOI and the whole reconstructed image, respectively.
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Sagittaltransverse coronal

Fig. 5.17: The radioactivity in “stalk” of the microhollow sphere phantom causes an
overestimation of the radioactivity in the target region, particularly when using the
smaller microspheres.

5.3.2. Results
5.3.2.1. Calibration

The voxel values in the volume of interest in the reconstructed image were plotted as

a function of the product of the radioactivity concentration and total imaging time. The

results show that, as expected, the voxel values are proportional to radioactivity

concentration (MBq-s/L) multiplied by imaging time (Fig. 5.18).
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Fig. 5.18: Plot of the voxel values in a VOI corresponding to a 250 pull microsphere
filled with techetium-99m imaged with a 1 mm pinhole as a function of the product of
radioactivity concentration and imaging time. The data were fit to a line with the
intercept forced to zero (r”-0.98).
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5.3.2.2. Photon attenuation

The average voxel value in the VOI was plotted as a function of the product of the

radioactivity concentration and total imaging time (Fig. 5.19) for the sphere in air

(without attenuation) and for the sphere in water (with attenuation). A linear least

squares fit with the intercept forced to 0 was performed on each data set. As can be

seen in Fig. 5.19, the slope for the data with the sphere in water is 17% lower than the

slope for the data with the sphere in air. The difference in slope reflects the effect of

photon attenuation on quantitative SPECT measurements. When the data are

reconstructed with attenuation correction, the two data sets fall on the same line (Fig.

5.20), demonstrating that attenuation correction removes the quantitative error caused by

photon attenuation.
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Fig. 5.19: Plot of the average voxel value in the VOI for a technetium-99m filled
microsphere. The data were acquired with the sphere either in air or in a water filled
acrylic cylinder. Data were reconstructed without attenuation correction, and the
difference in the slope reflects the effect of photon attenuation due to the water in the
cylinder on the measurement of radioactivity in the sphere.
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Fig. 5.20: Plot of the average voxel value in the VOI for a technetium-99m filled
microsphere. Data were reconstructed with attenuation correction. The data acquired
with and without water around the sphere fall on a single line, demonstrating that
attenuation correction improves the quantitative accuracy of the result.

5.3.2.3. Partial volume effect

The average voxel value in the VOI was plotted as a function of the product of the

radioactivity concentration and total imaging time for data obtained using each of the

different sized spheres and reconstructed with OS-EM (Fig. 5.21). A linear least

squares fit was performed on each data set, with the intercept forced to 0. This slope

can be regarded as a calibration curve for the data, where the inverse of the slope gives

the value of the scaling factor needed to convert the image voxel values into absolute

concentration of radioactivity multiplied by the imaging time (or radioactive decays per

volume) in units of MBq-s/L. The differences in the slopes for spheres of different sizes

(Table 5.7) reflect the effect of the sphere size on the measured radioactivity due to

partial volume errors. That is, the slopes are lower for the smaller spheres (i.e., Sphere

4 vs. Sphere 1), reflecting that the image values are lower for a given amount of

radioactivity are decreased due to partial volume errors when imaging smaller spheres.

These data were also reconstructed using OSEM with collimator response (Fig. 5.21),
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and the same analysis was repeated. Data acquired with the 2 mm pinhole aperture were

reconstructed with OS-EM with correction for collimator response (“OS-EM+CR”) and

without correction for collimator response (“OS-EM”), and analyzed in the same manner

(Fig. 5.22). The results of the linear fitting are shown in Table 5.6.
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Table 5.7: Linear fitting results for VOI values as a function of (activityxtime)
2

Reconstruction Sphere Size Slope r

algorithm (mL) (MBq-s/mL)'
OS-EM 0.25 1.87+0.04 >0.99

OS-EM 0.125 1.84+0.03 >0.99

OS-EM 0.062 1.72+0.04 >0.99

OS-EM 0.031 1.60+0.03 >0.99

OS-EM+CR 0.25 0.62+0.01 >0.99

OS-EM+CR 0.125 0.63+0.01 >0.99

OS-EM+CR 0.062 0.60+0.01 >0.99

OS-EM+CR 0.031 0.53+0.01 >0.99

Data acquired using 1 mm pinhole.
VOI values [arbitary units] = slopex(activityximaging time [MBq-s/mL).

Table 5.8: Linear fitting results for VOI values as a function of (activityxtime)

Reconstruction Sphere Size Slope r”
algorithm (mL) (MBq-s/mL)”

OS-EM 0.25 4.12+0.06 >0.99

OS-EM 0.125 4.03+0.07 >0.99

OS-EM 0.062 3.77+0.04 >0.99

OS-EM 0.031 2.93+0.06 >0.99

OS-EM--CR 0.25 1.54+0.02 >0.99

OS-EM+CR 0.125 1.55+0.02 >0.99

OS-EM+CR 0.062 1.58+0.02 >0.99

OS-EM+CR 0.031 1.36+0.04 >0.99

Data acquired using 2 mm pinhole.
VOI values [arbitary units] = slopex(activityximaging time [MBq-s/mL).

5.3.3. Discussion
5.3.3.1. Photon attenuation

The experimental data in Fig. 5.19 show the change in measured radionuclide value

in a small (2 mm diameter) source when placed in a water-containing cylindrical

container, and simulates, for example, the measurement of radionuclide uptake in a small

tumor within the torso of a mouse or other small animal. As expected, the radioactivity

measured from the image is lower than the actual source radioactivity due to photon

-

º ■ º

181 //



attenuation introduced by the water-equivalent material surrounding the source. The

results show that photon attenuation due to 1.5 cm of water surrounding a technetium

99m target reduces the apparent radioactivity by almost 20% compared to the data

acquired without the surrounding material, which is similar to the result predicted by the

Monte Carlo simulation. The results also demonstrate that using CT data for iterative

reconstruction based attenuation correction is an effective method for compensating for

the effect of photon attenuation on quantitative accuracy.

5.3.3.2. Partial volume effect

When imaging a small target (e.g., a small tumor within a mouse), the limited spatial

resolution of the imaging system will blur the image, leading to a reduction in the

measured radioactivity in the volume of interest. This was experimentally confirmed by

imaging microspheres of various sizes filled with technetium-99m using the X-SPECT

system, and the results from Section 5.3.2.2 demonstrate that the partial volume effect

will lower the apparent radioactivity present in smaller volumes of interest. The slopes

obtained by performing a linear fit to each set experimental data (Table 5.7 and Table

5.8) were normalized to the slope fit to the corresponding data (i.e., using the same

pinhole and reconstruction algorithm) obtained with the 250 pull sphere, and the results

are plotted in Fig. 5.23 as a function of the sphere radius. As discussed earlier, the

smaller spheres tend to have a lower slope due to the reduced image intensity caused by

the partial volume effect. Thus, the change in slope reflects the loss in measured

radioactivity. For comparison, the results from Section 2.2.2 obtained using data

generated with Monte Carlo simulations are also shown in Fig. 5.23. The comparison

shows that the decrease in the voxel values in the smallest sphere is slightly larger in the

measured data than in the simulation data when the data are reconstructed with collimator

º
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response. The following paragraphs discuss some possible causes for this deviation.
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Fig. 5.23: Plot of the average voxel value in a spherical VOI as a function of the radius
of the VOI. Data are normalized to the value for a 250 pul VOI. The data are for a
technetium-99m source imaged with the (left) 1 mm pinhole aperture, and (right) 2 mm
pinhole aperture. For comparison, the results obtained from data generated by Monte
Carlo simulation are plotted in the figure (dashed lines) as well.

One possible explanation for the difference between the experimental and simulation

is the effect of uncertainties in the imaging geometry on the reconstruction process. The

geometry used to generate simulated data is precisely known, but there is slightly

uncertainty in the geometry of the experimental measurements. Therefore, we studied

the effect of errors in the imaging geometry on the quantitative measurement of

radioactivity, by intentionally introducing errors into the geometrical parameters used to

reconstruct the data generated by the Monte Carlo simulation. Specifically, we varied

the mechanical shift, which describes the alignment of the detector with the axis of

rotation. Errors in this parameter have a strong effect on the spatial resolution of the

reconstructed images, and hence the partial volume effect.

The projection data were generated using GATE to simulate the imaging of a

spherical source with a 2 mm pinhole with no mechanical shift. The projection data

were then reconstructed using 20 iterations of OS-EM with collimator response and 5
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iterations of OS-EM without collimator response while assuming mechanical shift values

of 0.2 mm and 0.5 mm. The mean VOI values in the reconstructed images were

measured using AMIDE. The resulting VOI values were normalized to the mean VOI

value in the reconstructed image of a 250 pull sphere, and plotted as a function of the

source radius (Fig. 5.24). The results demonstrate that changing the value of the

mechanical shift has little effect on data reconstructed without collimator response

because the blurring introduced by the geometric error is smaller than the spatial

resolution of the pinhole aperture (2 mm aperture). However, with collimator response,

the extra mechanical shift has the effect of increasing partial volume errors with smaller

sized targets.

Other possible causes for the increased partial volume error in experimental data

include count rate effects (discussed below), VOI volume, VOI placement, and errors

filling the phantom, e.g. the radioactivity in the stalk. Most of these effects are

magnified with the smaller spheres, and could be partially responsible for the difference

between the measured and predicted results. For example, the volume of interest was

defined as a sphere with a volume equal to the nominal volume of the microsphere and

was placed on the image based on the reconstructed CT and SPECT images to encompass

the activity as shown on the image. If the VOI excluded any area with radioactivity,

then the result would underestimate the total radioactivity in the sphere. Although the

VOI’s were placed as carefully as possible, discrepancies between the volume of interest

and the radioactivity distribution are possible. The smaller spheres would be

particularly sensitive to this sort of error. For example, an error in the position of the

VOI by 0.3 mm (approximately half a voxel in the SPECT image) will lead to the

exclusion of 12% of a 31 pull sphere, but would only result in the exclusion of 6% of a
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250 pull sphere from the volume of interest. The exclusion of part of the sphere from the

VOI would cause a decrease in the measured radioactivity in the volume of interest.
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Fig. 5.24: Plot of the average voxel value in the VOI of simulated data reconstructed
with various values for mechanical shift (target value=0). The VOI values are
normalized to the value of the 250 pull sphere. Data were reconstructed using OS-EM (a)
and OS-EM with collimator response (b).

5.3.3.3. Count rate effect

Another discrepancy between the measured data and the expected results can be seen

in the graph on the right side of Fig. 5.23, where the apparent radioactivity in the largest

sphere is actually slightly lower than the apparent radioactivity in the second and third

largest spheres, although we expect the smaller spheres to have slightly lower apparent

radioactivity due to the partial volume effect. An investigation found that this deviation

could be attributed to the count rate effect.
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The count rate effect is due to limitations in the rate at which gamma camera

electronics can process signals, that is, the proportion of photons recorded by the detector

decreases with increased event rate. This causes a loss of “counts” when imaging

objects containing large amounts of radioactivity, and therefore causes the amount of

radioactivity in the sphere to be underestimated when imaging high levels of radioactivity

at high event rates. In order to determine if the X-SPECT gamma camera has a

significant count rate limitation, projection data were acquired using a 250 pull

microsphere containing technetium-99m. The gamma camera was fitted with a 2 mm

pinhole aperture, and the phantom placed approximately 4 cm from the pinhole. Data

were acquired over a period of approximately 2 days in order to allow the technetium

99m in the phantom to decay, thus decreasing the amount of radioactivity in the phantom

by 2” or 256-fold. The count rate (counts measured divided by imaging time) was

plotted as a function of the radioactivity in the phantom (Fig. 5.25). The results show

that the relationship between the measured count rate and the known radioactivity content

is not linear. At high levels of radioactivity, the count rate deviates from a line fitted to

the data acquired with low levels of radioactivity. Thus, it is clear that high count rates

cause a loss of counts, leading to a decrease in the measured radioactivity. This effect is

most evident with larger spheres imaged using the 2 mm pinhole aperture. The

microsphere data acquired with the 2 mm pinhole in Fig. 5.23 were adjusted to

compensate for the effect of count rate, and compared again with Monte Carlo results in

Fig. 5.26. These results that have been corrected for the count rate effect show a closer

agreement to the results obtained with Monte Carlo simulation.

The count rate limitation was significant when the radioactivity in the phantom was

over approximately 200 MBq (5.4 mCi). This is a relatively high amount of
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radioactivity, and is higher than the amounts (i.e., & 37 MBq) that we normally use in

small animal imaging, although higher amounts have been used in animal experiments in

the past [10]. This level (>200 MBq) of radioactivity was used for phantom studies

involving larger microspheres, but the smaller microspheres usually had lower levels of

radioactivity due to their smaller volume. In addition, this data were acquired with the 2

mm pinhole aperture with a 4 mm radius of rotation. If the data were acquired using a

smaller (i.e., 1 mm) pinhole or a larger of radius of rotation, the reduced detection

efficiency would allow higher levels of radioactivity to be imaged without significant

losses due to count rate limitations.
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Fig. 5.25: Plot of the measured count rate as a function of the radioactivity in the
phantom. The data were acquired with a 2 mm pinhole at a nominal radius of rotation of
4 cm. The line is extrapolated from data acquired with less than 60 MBq in the
phantom. The deviation of measured count rates from this line at high radioactivity is
most likely due to a count rate limitation in the gamma camera.
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5.3.3.4. Partial volume correction methods

Partial volume errors can lead to a significant underestimation of the radioactivity in

smaller volumes of interest, as shown in the previous section. The magnitude of these

errors is dependent on the characteristics of the imaging system (specifically the spatial

resolution) and the size and shape of the volume of interest. Because x-ray CT is an

anatomical imaging modality, it can provide information about the size and shape of

structures, which can then be used to improve the quantitative accuracy of the SPECT

data. We will describe one such method called template projection-reconstruction.

Template projection-reconstruction is described by Tang [11], and uses the a priori

anatomical information to compensate for partial volume errors. In this method,

volumes of interest are defined on the CT images of the target and neighboring structures.

These “templates” are given unit concentrations of radioactivity, and projection data for

each template are calculated using a realistic model of the imaging system. The
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projection data are then reconstructed with the same reconstruction algorithms used to

reconstruct the radionuclide (i.e., SPECT) data. The reconstructed templates can then

be used in one of several ways. One application is to divide the reconstructed SPECT

image by the reconstructed template of the target on a voxel by voxel basis prior to

calculating the average activity concentration in the target volume. This will effectively

apply a size and shape dependent correction to the target volume of interest. Tang also

describes methods to use this technique to correct for the effect of “spill-in” from

neighboring structures. However, his analysis assumed that the reconstruction process

is linear, which is not strictly true for OS-EM (or ML-EM) algorithms, particularly when

data acquired using a larger pinhole aperture are reconstructed using an algorithm that

models the collimator response. This problem may be avoided by using an iterative

algorithm that does not model the collimator response, and thus behaves in a more linear

manner, or by using an analytical algorithm that behaves linearly such as filtered

backprojection.

Because iterative reconstruction are not necessarily linear, Du et al., describe a

method that is similar to the template projection-reconstruction method that the authors

call the pGTM (perturbation based Geometric Transfer Matrix) method to correct partial

volume errors in brain imaging [9]. The pGTM method treats the measured activity in a

volume of interest as the linear combination of true activities:

a = W. A (5.3)

where à is a vector describing the measured activity in the volumes of interest, matrix

W is called the geometric transfer matrix, and vector A contains the true activities. If

the values of matrix W can be determined, then the true activity values can be calculated

from the measured values. In the GTM (Geometric Transfer Matrix) method, the values

189



in W are essentially calculated using the method of template projection-reconstruction.

In the pGTM method, the authors account for the nonlinearity of the reconstruction

process by calculating the elements of W by taking the reconstructed SPECT image,

perturbing the voxel values in each VOI in turn, creating projections, and then

reconstructing the data. The effect of the perturbation on the reconstructed image can

then be used to determine the value of the elements in matrix W, or in other words,

determining the effect of the presence of radioactivity in a given VOI on the measured

activity in the other VOI’s.

Both the template projection-reconstruction and pCTM methods utilize a priori

anatomical information to compensate for the effects of partial volume errors on the

quantitative accuracy of SPECT images. Because of the ready availability of

coregistered CT data when imaging with a SPECT-CT system, these techniques can

potentially improve the quantitative accuracy of data acquired with small animal SPECT

CT systems. However, these methods are labor intensive, as volumes of interest need to

be defined manually on the x-ray CT images, and computationally expensive, as multiple

“projections” and reconstructions need to be performed.

5.4. Conclusion

In this chapter, we have used Monte Carlo simulations to demonstrate the effect of

various physical perturbations on the quantitative accuracy of small animal SPECT data.

Specifically, we examined the effect of partial volume errors, photon attenuation, and

photon scatter. We then studied the use of improved reconstruction algorithms to

compensate for these effects.

The results from simulated data predicted that partial volume errors will affect the

quantitative accuracy of microSPECT measurements. These errors will reduce the
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measured radioactivity of small sources of radioactivity, and become more pronounced

when the volume of interest becomes smaller, or when the spatial resolution is poorer.

The results predict that including the collimator response in the reconstruction algorithm

can reduce the partial volume errors when using the 2 mm pinhole aperture, but that the

collimator response correction does not give significant improvements when using the

1 mm pinhole aperture.

The simulations also predicted that photon attenuation has a significant effect on the

quantitative accuracy of iodine-125 images, and may have a measurable effect on

technetium-99m, although the effects are significantly smaller than those found in human

imaging [12]. The deleterious effects of photon attenuation on quantitative accuracy

can be compensated for by using an iterative reconstruction algorithm with CT based

attenuation correction.

We found that photon scatter only has relatively minor effects on the quantitative

accuracy and image quality of SPECT images acquired in small animals. Photon scatter

was found to be significant only with for data recorded with relatively wide energy

windows, typically low energy photons such as those emitted by iodine-125. Scatter

radiation can cause approximately 10% overestimation of radioactivity in data

reconstructed with attenuation correction. In the geometries studied, reconstruction

based scatter correction algorithm resulted in a slight qualitative improvement in the

resulting images, but did not significantly improve the quantitative accuracy of the

results.

The results obtained with Monte Carlo simulation were verified using experimental

measurements with microsphere phantoms. In these measurements, we found that count
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rate limitations of the camera will decrease the apparent radioactivity in certain

circumstances.
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Chapter 6: Application of Quantitative Imaging

6.1. Background

Although current methods rely on visual interpretation of image results, quantitative

imaging with SPECT and PET has the potential to yield in vivo functional and

physiological measurements that could be compared objectively against themselves and

against expected normal values. Quantitative radionuclide imaging also would allow

accurate radiation dosimetry of radionuclide labeled cancer-targeted agents for the

purposes of treatment planning or monitoring therapeutic response. Interest in

radionuclide quantification has expanded with the recent advent of small animal

radionuclide imaging, which has multiple applications in biological research that would

benefit from improved quantitative accuracy. The techniques and methods described in

the previous chapters such as geometric calibration and attenuation correction certainly

improve the quantitative accuracy of the reconstructed image data. In this chapter, we

apply these methods to a phantom study to help assess the quantitative accuracy of

radionuclide measurements performed using SPECT-CT. We then describe an

experiment where we evaluate radionuclide quantification in a study of a new radiotracer

using a mouse model of prostate cancer.

6.1.1. SPECT imaging in prostate cancer

SPECT imaging plays an important role in the staging and diagnosis of prostate

cancer, which is a common cancer in American males, with approximately 200,000 new

cases diagnosed annually [1]. A wide variety of treatments are available, ranging from

external beam radiation therapy to surgery. As with most cancers, the optimal choice of

treatment is dependent on the extent of the disease. For example, surgery to remove the
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prostate (i.e., prostatectomy) is a viable option only if the disease has not spread beyond

the prostate gland. One method to determine the presence of metastatic disease is

SPECT-CT imaging with "In-ProstaScint” (capromab pendetide, Ctyogen Corp.)[2].

"In-Prostascint is based on the monoclonal antibody to the prostate specific

membrane antigen (PSMA). Therefore, Prostascint will preferentially bind to cells

expressing high levels of PSMA. Although PSMA is present in normal prostate tissues, it

is over-expressed in prostate cancer cells, making "In-Prostascint a useful agent for

imaging metastatic prostate cancer.

In addition to acting as a target for imaging agents, PSMA is a potential target for

radioimmunotherapy for the treatment of metastatic prostate cancer.

Radioimmunotherapy is the treatment of cancer using radiolabeled antibodies to deliver

radiation (using beta-emitters) to cancer cells, combining the effects of radiation and

monoclonal antibody therapy in a single treatment. Therefore, an experimental agent has

been developed using the anti-PSMA monoclonal antibody (7E11) labeled with lutetium

177 [3].

Lutetium-177 is a radioactive isotope that can be used for delivering therapeutic doses

of radiation. This isotope decays to hafnium-177 via beta decay, with a half-life of 6.7

days. The 3’ emission in the decay of lutetium-177 makes it a useful isotope for

radioimmunotherapy, because the B particles have a short range and thus deposit energy

close to the decay site.

In addition to delivering a therapeutic dose of radiation, lutetium-177 also emits

photons that can be imaged using a gamma camera. In the radioactive decay process,

lutetium-177 emits photons ranging in energy from 71 keV to 321 keV, with the
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dominant emissions at 113 and 208 keV, well within the energy range useful for SPECT

imaging. The photon energy of 208 keV qualifies lutetium-177 as a medium energy

imaging isotope, along with isotopes such as indium-111. The higher photon energy has

implications for image quality, such as increased septal penetration and depth of

interaction effects, decreased scatter and photon attenuation, improved energy resolution,

and decreased detection efficiency. The detection of photons of two different energies

will affect attenuation correction and collimator response correction, as the 113 keV and

208 keV photons will be attenuated differently in the tissue and collimator material.

6.1.2. Animal model

The lutetium-177 labeled immunoconjugate is being characterized at our laboratory in

animals to study the distribution of the agent as a function of time. The animal model

being used for this study is a mouse model for metastatic prostate cancer. This cancer

model uses nude mice injected with cells from the LNCaP cell line, which was derived

from a lymph node metastasis of human prostate carcinoma [4]. The result is a mouse

that develops a tumor with the characteristics of metastatic prostate cancer. In addition,

we will use this data to test the ability of SPECT-CT to quantitatively measure the tumor

uptake of this lutetium-177 labeled antibody in vivo.

6.2. Monte Carlo simulations

Because of the unique imaging characteristics of lutetium-177 (i.e., dual energy

photon emissions), Monte Carlo simulations were first performed to estimate the effect of

perturbations such as photon attenuation and partial volume errors on the quantitative

accuracy. These simulation studies were based on the methods and results described in
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the earlier chapters for imaging with iodine-125 and technetium-99m, and formed a base

on which subsequent phantom and animal studies could be discussed and interpreted.

6.2.1. Methods
6.2.1.1. Simulations to study partial volume errors

The first set of Monte Carlo simulations was performed to assess the effect of partial

volume errors on quantitative accuracy when imaging lutetium-177 pinhole aperture, by

simulating the imaging of spheres of different sizes and determining the change in image

values as a function of the target size. The simulations were performed using the GATE

(“Geant4 Application for Tomographic Emission”) Monte Carlo simulation package [5, 6]

using the simplified geometry based on the X-SPECT system described in Chapter 5. In

the simulation, the detector had a pixel size of 1.5 cm× 1.5 cm (based on the new X

SPECT scanner described in Chapter 2, section 6), and was equipped with a 2 mm

pinhole collimator. The simulation parameters (e.g., pinhole size, number of projections,

radius of rotation) were chosen to approximate those used in the animal study, and are

listed in Table 6.1. The simulation was performed several times, to simulate the imaging

of spherical sources of different size located at the center of the imaging system. The

sources emitted photons at 208 keV and 113 keV, in a ratio of 1.72:1, to reflect the

relative abundance of the photons emitted by lutetium-177. The radius of the sources

was varied from 0.5 mm to 5.0 mm, and the amount of simulated radioactivity per

volume was kept constant (2000 Bq/mm’ for the 208 keV photon, 1163 Bq/mm’ for the

113 keV photon). A total of 64 projections each simulating 30 seconds of imaging time

were generated for each size source. The photon emission angles were restricted to be

within a solid angle of 0.51 radians of the pinhole aperture to increase the efficiency of

the simulation. The projection data were reconstructed, and the mean voxel value was
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determined in the volume of interest corresponding to the source. Because the different

sized sources had the same concentration of radioactivity, differences in apparent

radioactivity as a function of source size can be attributed to the partial volume effect.

Table 6.1: Parameters for Monte Carlo simulations

Parameter Value

Collimator focal length 9.0 cm

Radius of rotation 4.0 cm

Detector pixels 81 x81

Detector pixel size 1.5 mm x 1.5 mm

Energy resolution 10.5% FWHM

Energy window 208 keV +10%
113 keV +10%

Photon energy 113 keV, 208 keV

6.2.1.2. Simulations to study photon attenuation and scatter

The effect of photon attenuation was also studied using Monte Carlo simulations. A

spherical source of lutetium-177 was placed in the center of a cylinder of water, and

simulated projections were generated using various values for the radius of the cylinder

from 0 to 2 cm. The source was simulated to have emissions at 208 keV and 113 keV,

and had a radius of 2 mm. The other imaging parameters were as described in Table 6.1.

The projection data were reconstructed, and the measured amount of radioactivity in the

source was plotted as a function of the radius of the cylinder to provide an estimate of the

effect of photon attenuation on the measurement of radioactivity. Data were also

reconstructed with attenuation correction to verify that attenuation correction improves

the quantitative accuracy of the SPECT measurement.

The output data were also used to estimate the scatter-to-primary ratio as a function of

the cylinder size. Furthermore, the simulation output was used to create two sets of data
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from each simulation, consisting of one set of projection data with all photons detected

within the energy window, and another set of projection data with only unscattered

photons detected within the energy window, which constituted a “scatter-free” data set.

6.2.1.3. Simulation to study the effect of the radius of rotation

An additional set of simulations were performed to study the quantitative effect of

varying the radius of rotation. In this simulation, the source was a 2 mm spherical source

imaged with a radius of rotation was set to 5.0 cm, and the other parameters held constant.

The data were reconstructed, and the mean voxel value in the volume of interest (VOI)

was determined to verify that the radius of rotation did not affect the measured amount of

radioactivity.

6.2.1.4. Image reconstruction

When an OS-EM or ML-EM algorithm is used to reconstruct data, the results can be

noisy as the algorithms approach convergence. Theoretically, the noise is not an obstacle

to quantitative accuracy, as we are usually interested in the mean voxel value in a volume

of interest, and are using anatomical information from CT data to define the volume of

interest. In addition, the ML-EM and OS-EM algorithms are known to conserve counts,

so noise will not affect the average voxel value in the image. However, practical

considerations (e.g., uncertainty about the VOI boundary) make it desirable to limit the

noise to prevent the inclusion or exclusion of a few voxels from having undue influence

on the mean value of a given VOI.

One method to reduce noise is to apply a low pass or smoothing filter to the

reconstructed image. An alternative method to suppress the noise is to impose a

constraint on the image estimate in the reconstruction algorithm using a MAP (maximum
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a-posteriori) reconstruction algorithm. Implementing a MAP reconstruction algorithm

requires a modification to the objective function, which in ML-EM is the likelihood of

measuring the observed data given a particular radionuclide distribution. We chose to

implement a MAP algorithm by modifying the OS-EM algorithm by adding a constraint

to the image estimate similar to the one described by Nuyts, et al [7]:

(a, -a,)
A) = — J -

M(A) PXX. (, , ,) ■ a,—a, (6.1)

where M(A) is the natural logarithm of the penalty added to the likelihood function that is

being minimized in the OS-EM algorithm, A is the amount of radioactivity in a voxel, and

the summation over k is over the N neighbors of voxelj. This constraint penalizes image

estimates that have local deviations in voxel values in order to suppress noise, while

allowing the preservation of edges. Details of this implementation are described in

Appendix 3.

In this study, the MAP algorithm was considered as an alternative to OS-EM for

reconstructing the animal data to reduce the noise in the reconstructed images. The

simulated projection data were reconstructed using the 20 iterations of the OS-EM

reconstruction algorithm with collimator response described in Chapter 4. In addition,

data were reconstructed using a MAP reconstruction algorithm that was created by

modifying the OS-EM algorithm.

6.2.1.5. Dual energy attenuation correction

As described above, lutetium-177 emits photons at two different energies, 113 keV

and 208 keV, and the image is reconstructed using photons of both energies. Naturally,

the two photons will be attenuated differently. If the projection data for the two different
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photons are recorded separately, it is possible to model the effect of attenuation on the

two photons independently in the reconstruction algorithm. However, the X-SPECT

scanner records the results for both photons in a single image, so that it is not possible to

distinguish the two photons in the projection data.

One way to model the attenuation of an isotope emitting two photons of different

energies is to calculate a single effective attenuation coefficient for the two photons. The

effective attenuation coefficient is the value u■ such that:

N

x-exº-nº (6.2)

where No is the total number of incident photons, x is the path length of the photon

through the attenuating material, and N is the number of photons that are transmitted

through the material. For a dual energy photon source, the total number of incident

photons is equal to the sum of the number of incident photons at Energy 1 (No.1) and the

number of incident photons at Energy 2 (No.2). It is then possible to write the following

expression:

N, + N,
— = eXD(—L■ a X: 6.3
No. + N p(−/1.1, x) (6.3)02

N
-

No

where N is the number of transmitted photons with Energy 1 and N2 is the number of

transmitted photons with Energy 2. The attenuation process for the two energies are

independent, so that the number of transmitted photons is equal to the sum of the number

of photons transmitted at Energy 1 (N = exp(-puz))and at Energy 2 (N, - exp(-■ u, x)),

where u■ and Auz are the linear attenuation coefficients of the material at Energy 1 and

Energy 2, respectively. After substituting N = exp(-■ ulx) and N, = exp(-■ u, x), it is

possible to solve for u. ft, which gives the following results [2]:
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Aloff = ln[1+ al- ln[exp( ºrder Alºx)] (6.4)

where u■ and u2 are the linear attenuation coefficients for the photons at Energy 1 and

Energy 2, x is the path length, and o. is defined as the number of photons at Energy 2

divided by the number of photons at Energy 1 (No.2/No). This effective attenuation

coefficient is a function of path length through the attenuating material (x), but is

effectively constant over the distances encountered in small animal imaging (Fig. 6.1).

0.16

—ur

0.12

0.11 -

0.1 — T

O 1 2 3 4

Path length (cm)

Fig. 6.1: Plot of the effective attenuation coefficient (u■ ) as a function of path length for
lutetium-177 in water as calculated by Eq. 6.4.

Although this equation was analytically derived and thus comprises an exact solution

for u■ , it does not account for the relative detection efficiency for the photons of

different energy. In the case of imaging lutetium-177 with the X-SPECT scanner, the

energy of the 208 keV photon combined with the relatively thin (6 mm) scintillator

crystal results in reduced detection of the 208 keV photon. Thus, the gamma camera is

expected to have higher intrinsic sensitivity to the 113 keV photon, and the effective

attenuation coefficient needs to be adjusted because a does not account for this difference
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in detection efficiency. Monte Carlo simulations suggest that the numbers of photons

detected in the two energy windows (113 keV + 10%, 208 keV + 10%) are approximately

equal, so the effective attenuation coefficient was calculated with the value of O. set to 1

instead of the nominal value of 0.58, which changes the effective attenuation coefficient

of water from 0.146 cm' to 0.149 cm".

The simulated projection data were reconstructed using 20 iterations (8 subsets) of the

MAP reconstruction algorithm using attenuation maps based on effective attenuation

coefficient of water and the geometry of the simulated phantom. The voxel values in a

spherical volume of interest corresponding to the source were extracted, and these results

were compared to the data reconstructed without attenuation correction to estimate the

effect of attenuation correction on quantiative accuracy.

6.2.2. Results
6.2.2.1. Partial volume error

The images reconstructed from simulated data were used to assess the quantitative

effect of partial volume errors. The mean VOI values for simulated spheres reconstructed

with various algorithms are plotted in Fig. 6.2 as a function of the sphere radius. Because

the different sized sources had the same concentration of radioactivity, differences in

apparent radioactivity as a function of source size can be attributed to the partial volume

effect. For larger spheres, the MAP and the OS-EM with collimator response

(OSEM+CR) algorithms give very similar results. Using the MAP algorithm causes a

very small decrease in the measured radioactivity (i.e., increase in the partial volume

error) for smaller spheres due to the smoothing constraint in the reconstruction algorithm,

but otherwise does not affect the quantitative accuracy of the result. Data reconstructed

with the MAP algorithm have a reduction in the variability of voxel values within the
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VOI by approximately 30% compared to the results obtained using OSEM+CR algorithm,

demonstrating that using MAP reconstruction yields a “smoothed” image.
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Fig. 6.2: Plot of the average voxel value in the volume of interest corresponding to the
simulated source. Data were reconstructed using OS-EM with collimator response
(OSEM+CR), and MAP (with collimator response). The values were normalized to the
result obtained from a simulated sphere with a volume of 250 pull (radius = 3.9 cm)
reconstructed using OSEM+CR. These results demonstrate the effect of partial volume
errors on the quantitative accuracy, and also show that using MAP reconstruction does
not have an effect on quantitative accuracy, except to slightly increase partial volume
errorS.

6.2.2.2. Effect of photon attenuation and scatter

The effect of photon attenuation and attenuation correction on voxel values in the

VOI of interest is shown in Fig. 6.4 by plotting the apparent radioactivity in the source as

a function of the radius of the surrounding cylinder of water. The results indicate that

photon attenuation will reduce the apparent radioactivity from a source in the center of a

cylinder of water by up to 20% in a rat sized object. Attenuation correction will

compensate for this reduction, but there appears to be some overcompensation.

Projection data containing only unscattered photons was reconstructed using attenuation
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correction, which virtually eliminated the overcompensation (Fig. 6.4), allowing us to

conclude that the measured increase in radioactivity was due to photon scatter.
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Fig. 6.3: Voxel values in a volume of interest corresponding to a simulated lutetium-177
source at the center of a cylinder of water. Data were reconstructed with the MAP
reconstruction algorithm, with and without attenuation correction (AC).
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Fig. 6.4: Voxel values in a volume of interest at the center of a cylinder of water. Data
were reconstructed with the MAP reconstruction algorithm with attenuation correction,
first using all photons detected within the energy window, and then using only
unscattered photons detected. Over-estimation of voxel values is reduced by removing
scatter photons from the projection data.

The scatter-to-primary ratio (calculated as the ratio of the number of scattered

photons detected to the number of primary photons detected) is plotted as a function of
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the cylinder radius in Fig. 6.5. For a rat sized object, the scatter-to-primary ratio could be

as high as 15%. This result shows that the scatter-to-primary ratio with lutetium-177 is

higher than the scatter-to-primary ratio with technetium-99m, although the result is still

significantly less than that obtained with iodine-125.
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Fig. 6.5: Scatter-to-primary ratio for a source in the center of a cylinder of water. The
results were generated using Monte Carlo simulations, and include modeling for detector
energy resolution and energy windows based on the specifications of the X-SPECT
scanner. The simulation for lutetium-177 included the emissions at 208 keV and 113
keV, with energy windows of +10% around each peak.

6.2.2.3. Effect of radius of rotation

The effect of increasing the radius of rotation is shown in Fig. 6.6 by comparing the

mean VOI data as a function of source size for data with radius of rotation of 4.0 cm and

radius of rotation of 5.0 cm. The results show that partial volume errors become more

pronounced with a larger radius of rotation, probably due to the loss in spatial resolution

resulting from the increased radius of rotation. However, because the reconstruction

algorithm correctly models the effect of radius of rotation on detection efficiency, the

quantitative accuracy for the larger spheres is not significantly affected.
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Fig. 6.6: Plot of the normalized voxel value in the volume of interest corresponding to a
simulated source. The data were simulated with radius of rotation values of 4.0 cm and
5.0 cm, and the results normalized to the value obtained with a 250 pull sphere imaged at
4.0 cm. This graph demonstrates that 1) partial volume errors increase slightly with
increased radius of rotation, and 2) quantitative values are not significantly affected by
the radius of rotation.

6.2.3. Discussion

The simulation results for lutetium-177 predict that partial volume errors will be

greater with lutetium-177 than with technetium-99m (Chapter 5). This was observed for

data reconstructed both with and without collimator response, and can be attributed to the

influence of the higher photon energy of lutetium-177 (208 keV). The higher energy of

the 208 keV photon leads to greater septal penetration through the collimator, depth of

interaction (“parallax”) effects in the detector, and Compton scatter in the detector crystal.

Although the septal penetration and depth of interaction effects are modeled in the

reconstruction algorithm, the model are limited by the computation time required, and as

a result, these effects combine to degrade spatial resolution and increased partial volume

errorS.

The amount of detected photon scatter for lutetium-177 is also higher than expected.

The amount of scatter is greater than in technetium-99m, which is surprising considering
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that the primary emission of lutetium-177 is at 208 keV. However, the scatter-to-primary

ratio is increased because of the relatively high sensitivity of the system to photons in the

energy window centered at 113 keV, which due to their energy, are more likely to

interact with matter. In addition, the 208 keV photons can be watered and then detected

in the energy window at 113 keV. The simulation results show that approximately half of

the detected scatter photons are higher energy photons that were scattered and

subsequently detected within the lower energy window.

6.3. Calibration measurements

Because of the studies described in the chapter will use lutetium-177 and the newer

X-SPECT scanner described in chapter 2, several calibration studies needed to be

performed prior to imaging. These include the geometric, CT attenuation, and image

coregistration calibrations described in Chapters 2 through 4 for iodine-125 and

technetium-99m. In addition, calibration scans will be performed to determine the

scaling factor needed to rescale reconstructed SPECT images so that the image voxel

values will be calibrated in units of MBq/mL.

6.3.1. Methods
6.3.1.1. Data acquisition

Data were acquired using the newer X-SPECT described in Chapter 2, Section 6.

Because of the photon energy of the 208 keV photon emitted by lutetium-177, the

medium energy pinhole collimator was used with a 2 mm pinhole aperture in all

experimental measurements to maximize detection efficiency. Other data acquisition and

reconstruction parameters are summarized in Table 6.2.

CT data were acquired at 512 projections in continuous acquisition mode. The

projection data were binned with a 2x2 kernel to yield a projection image size of
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1184x1 120. Data were reconstructed with the manufacturer supplied reconstruction

software (using the Feldkamp algorithm) into a (512) matrix format. CT data acquisition

and reconstruction parameters are summarized in Table 6.3.

Table 6.2: SPECT data acquisition and reconstruction parameters

Parameter Value

Collimator focal length 9 cm

Collimator type Medium energy
2 mm pinhole

Mechanical shift 0.88 mm

Number of projections 64 over 360°

Time / projection 15-30 S

Radius of rotation 4-4.5 cm

Subsets 8

Reconstructed image matrix size (72)
Image voxel size (0.7 mm)”

Table 6.3: CT data acquisition and reconstruction parameters

Parameter Value

Projection angles 512

X-ray tube voltage 75 kVp
X-ray tube current 0.32 mA

Projection data binning 2x2

Reconstructed voxel size 170 pum

Reconstruction matrix size (512)”

6.3.1.2. Attenuation calibration

As before, attenuation correction was performed by converting x-ray CT images of

the object into “attenuation maps” representing the calibrated linear attenuation

coefficient at each point in the object. It was necessary to calibrate the x-ray CT images

generated using the newer X-SPECT scanner because the new scanner uses a different x

ray tube than the older system used for the results presented in the Chapter 4 of this
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dissertation. This calibration was performed using phantoms and methods described

previously (Chapter 4), using both the solid and liquid calibration phantoms. The liquid

phantom was filled using air, ethanol (as a stimulant for fat), and aqueous K2HPO4 (as a

stimulant for bone) in concentrations of 50 mg/mL, 100 mg/mL, and 200 mg/mL. CT

data were acquired at 75 kVp, and reconstructed using the manufacturer supplied

software as described above. The reconstructed data were rebinned into a (256) matrix

format, and the voxel values were extracted from VOIs in the reconstructed image

corresponding to the different calibration materials.

A calibration curve was constructed by plotting the effective photon attenuation

coefficient values (Eq. 6.4) of the different calibration materials as a function of their CT

image value. The effective linear attenuation coefficients for the different materials were

calculated using Eq. 7.3 assuming a = 1. Data obtained from the solid calibration

materials and from K2HPO4 solutions were combined to estimate the slope for the data

with voxel values greater than 0 Hounsfield units (HU). Data from water, ethanol, and

air were used to estimate the slope for voxels less than 0 HU.

6.3.1.3. Geometric calibration and coregistration

Geometric calibration studies and coregistration imaging studies were performed

using the methods described in Chapters 2 and 3. The SPECT data were acquired at 64

projections using the 2 mm medium energy pinhole aperture and technetium-99m. The

data were analyzed using the limited fitting method described in Chapter 3 Section 1.2 to

determine the focal length, radius of rotation, and mechanical shift values. Data were

acquired using the calibration phantom containing three technetium-99m point sources
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described earlier, and a total of six calibration scans were performed over approximately

5 months to determine the imaging geometry parameters for reconstruction.

For coregistration studies, the SPECT data were acquired using the technetium-99m

point sources as described in Chapter 2. The projection data were reconstructed using 20

iterations of the OS-EM algorithm with collimator response (but without attenuation

correction) into a (72) matrix format with an isotropic voxel size of 0.7 mm. The

SPECT geometry parameters for reconstruction were set using the final result of the

geometric calibration studies. CT data were acquired at 512 projection angles, and

reconstructed using the parameters given in Table 6.3, and rebinned to (256)”. The

experiment was repeated 5 times over approximately 4 months. The accuracy of the

coregistration was tested by applying the coregistration transform to a set of

reconstructed data and measuring the mean positioning error between the SPECT and CT

images.

6.3.1.4. SPECT calibration

The SPECT system was calibrated so that the SPECT images could be represented in

absolute units of Bq/mm’, rather than in relative units. The calibration was performed by

imaging a phantom filled with a known amount of radioactivity. The data were

reconstructed, and the voxel values in the reconstructed images were correlated with the

concentration of radioactivity. The experiment was performed using a hollow sphere

phantom (“microsphere”) (Data Spectrum Corp.) with a volume of 2 mL filled with

aqueous "Lu-Lucla (Perkin-Elmer, Inc.). The radioactivity in the sphere was measured

using a dose calibrator (CRC-15R, Capintec, Inc.), and then SPECT data were acquired

with the X-SPECT scanner at 64 projection angles over 360°. The radius of rotation was
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varied between 4-5 cm, and projection time varied from 15–30 s. A CT scan was

performed following SPECT acquisition. The acquisition was repeated multiple times

over a period of several days. The SPECT data were reconstructed, using 20 iterations (8

subsets) of the MAP reconstruction with collimator response and attenuation correction.

A volume of interest corresponding to the nominal dimensions of the sphere was drawn,

and the voxel values in the VOI were measured. The voxel values were plotted as a

function of the radioactivity in the sphere, and the resulting curve was used to weight the

reconstructed images so that the voxel values in the output image corresponded to

Bq/mm’. This procedure was repeated using the same MAP reconstruction algorithm

without attenuation correction. The data were also reconstructed using 5 iterations (8

subsets) of the OS-EM algorithm (without collimator response) with and without

attenuation correction.

6.3.2. Results
6.3.2.1. Attenuation calibration

The photon attenuation coefficient is plotted as a function of CT image intensity in

Fig. 6.7. The relationship between photon attenuation coefficient and CT image value

was described by the following equation:

Au(cm') = 1.60. 10'x HU + 0.149, HU × 0
Au(cm') = 3.98.10° x HU + 0.149, HU > 0 (6.5)

where HU is the CT image voxel value in Hounsfield units.
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Fig. 6.7: Calibration result for converting CT image values into photon attenuation
coefficients for Lutetium-177. The data were fit with a bilinear curve, with the intercept
forced to 0.146 cm", the effective attenuation coefficient for water calculated using the
photon energies for Lu-177.

6.3.2.2. Geometric calibration and coregistration results

The results of the geometric calibration showed that the actual magnification (focal

length divided by the radius of rotation) was consistently greater than the nominal

magnification (Fig. 6.8). This is consistent with the results described in Chapter 3,

obtained with the older X-SPECT scanner, indicating that the deviation is a systematic

error.
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Fig. 6.8: The measured magnification (focal length divided by the radius of rotation)
plotted as a function of the nominal magnification. A linear least-squares fit found that
the magnification and nominal magnification were related by the equation
y = 1.24x –0.15.

The mechanical shift values were measured over the course of several months. The

result from the first measurement was not consistent with the remaining results, and was

excluded, giving a final value of 0.87+0.06 mm for the mechanical shift. The effective

focal length was estimated to be 96+2 mm. The effective radius of rotation was

calculated by first calculating the true magnification from the nominal magnification

using the relationship in Fig. 6.8, and then using the relationship between focal length (F),

magnification (Mag), and radius of rotation (ROR):

Mag = − (6.6)

in order to determine the radius of rotation.

The mean (+ standard deviation) values of the coregistration transform parameters are

tabulated in Table 6.4. The coregistration tests showed that the calibration was fairly

stable, although there was a slight variation observed in the y-shift, which reflected in the
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high standard deviation associated with the y-shift value. The mean position error

between the CT and SPECT images was 0.8 mm, which was primarily due to errors in the

y direction.

Table 6.4: Coregistration parameters for newer X-SPECT scanner

Parameter Value

Magnification 0.582+0.008*

Rotation (deg) 1.4+1.4

Shift in x-direction (mm) 0.1+0.2

Shift in y-direction (mm) -0.4+0.6

Shift in z-direction (mm) -1.8+0.1

*Parameter for a SPECT field of view of 5.04 cm

6.3.2.3. SPECT calibration

Reconstructed SPECT and CT images of the microsphere are shown in Fig. 6.9. The

image demonstrates that the sphere boundaries are clearly seen in the CT scan, and that

the SPECT and CT images are well aligned. It can also be seen that some radioactivity

was present in the stalk of the sphere, and data were corrected for this radioactivity, as

described in Chapter 5.
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Fig. 6.9: Reconstructed SPECT and CT images of a 2 mL microsphere filled with
lutetium-177. The SPECT image is shown in the top row, with the corresponding CT
images in the bottom row. Transverse, coronal, and sagittal slices are shown from left to
right, with lines shown to define the region of interest in each image.

Initial results also indicated that the lutetium-177 tended to concentrate on the inner

acrylic surfaces of the microsphere after several days. This was demonstrated by

acquiring the SPECT image of the microsphere after removing approximately half of the

"Lu-Lucla solution in the sphere. Although mostly empty, the walls of the sphere were

still visible in the SPECT images (Fig. 6..10), showing that the radionuclide was attached

to the plastic surface. The sphere was cleaned, and the calibration measurements were

repeated with approximately 1 mg/mL of the chelating agent sodium EDTA

(ethylenediaminetetraacete) added to the "Lu-Luch solution. This resulted in a uniform

distribution of the radionuclide in the solution shown in Fig. 6.9.
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Fig. 6.10: x-ray CT (left) and SPECT (right) images of the 2 mL microsphere used for
SPECT calibration. Approximately half of the liquid has been removed from the sphere,
yet the walls continue to be visible in the SPECT image, indicating that the radionuclide
(lutetium-177) has adsorbed onto the acrylic walls of the phantom. The color map of the
SPECT image is inverted, i.e., the darker shades of grade indicates areas with high
concentrations of radioactivity.

A plot of the voxel values in images reconstructed with the MAP algorithm (with

corrections for photon attenuation and collimator response) as a function of the

radioactivity in the microsphere is shown in Fig. 6.11. This result shows that the

algorithm behaves linearly as expected, and was used to calibrate the reconstruction

algorithm so that the voxel values in the reconstructed SPECT image could be calibrated

in units of MBq/mm. Additionally, the results also show that the calibration is

independent of projection time and radius of rotation, as these two parameters are

modeled in the reconstruction algorithm. Similar calibration curves were generated for

the MAP algorithm without attenuation correction, MAP with attenuation correction, and

MAP without corrections for either photon attenuation or collimator response.
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Fig. 6.11: Calibration plot showing the voxel values as a function of the radioactivity
concentration in the phantom (MBq/mL). The linear fit has an intercept forced to 0, a
slope of 0.0079, and r* > 0.99. The data were reconstructed using the MAP
reconstruction algorithm, modeling both the collimator response and photon attenuation.

6.4. Phantom study

A phantom study was performed to evaluate the quantitative accuracy of the SPECT

imaging prior to analysis of the animal data. A small microsphere was filled with

lutetium-177, and imaged under conditions similar to those used in the animal study. The

data were reconstructed using various algorithms, and the results were compared to the

known results measured using a dose calibrator.

6.4.1. Methods

A 250 pull microsphere was filled with "Lu-Lucla, sodium EDTA, food coloring,

and water, and placed inside a water filled acrylic cylinder (diameter = 3.2 cm). The

phantom was then imaged using SPECT and x-ray CT with the X-SPECT scanner. The

SPECT data were acquired using 64 projection angles over 360° with the 2 mm medium

energy pinhole. The CT data were reconstructed, and used to generate an attenuation

map. The SPECT data were then reconstructed using various versions of the MAP
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algorithm described in the last section, using the previously generated calibration curves

to scale the output.

The reconstructed CT image was transformed to coregister it with the reconstructed

SPECT data. The data were displayed using the software program Amira (Mercury

Computer Systems, Inc.), and a volume of interest was manually drawn on the CT image.

This VOI was then used to calculate the average value in the sphere in the SPECT image,

which was compared to the result given by the dose calibrator. In cases where there was

insufficient CT contrast to visualize the sphere, the VOI was defined as a 250 pull sphere

on the SPECT image.

6.4.2. Results

The microsphere volume was visible in the CT images when food coloring was added

to the contents of the sphere. The volume of interest drawn on the CT images had an

average volume of 251+15 pil (n=3), which agrees very well with the nominal volume of

250 pull. The radioactivity concentration measured by SPECT was plotted as a function

of the “true radioactivity”, as determined by the dose calibrator (Fig. 6.12). A linear least

squares fit was performed for each data set with the intercept forced to 0, and the results

of the fitting are shown in Table 6.5. The slope is indication of the accuracy of the result;

perfect accuracy would result in a slope of 1. The data yielded slopes less than 1 for all

the algorithms, indicating consistent underestimation of the radioactivity. The results

show that reconstructing the data with corrections for collimator response and attenuation

correction yielded the best result. The relative root mean square (RMS) error, E, was

calculated for the results, using the following equation:
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E =
-

(6.7)

where E is the error, y, is the measured value (i.e., measured using SPECT), x is the

expected value, N is the total number of samples, and X is the mean value of x. The

results are shown in Table 6.5.
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Fig. 6.12: The radioactivity concentration in a 250 pull sphere as measured by SPECT is
plotted as a function of the “true radioactivity” measured with a dose calibrator. Data
were reconstructed using MAP with collimator response and attenuation correction (+CR,
+AC), MAP with collimator response (+CR), MAP with attenuation correction (+AC),
and MAP without any corrections.
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Table 6.5: Correlation between measured and true radioactivity concentration

Algorithm Slope RMS
Error

MAP (no corrections) 0.75+0.01 25%

MAP with atten. corr. 0.81+0.01 19%

MAP with coll. resp. 0.82+0.01 18%

MAP with CR and AC 0.87+0.01 13%

6.4.3. Discussion

The results indicate that adding attenuation correction has a significant effect on the

accuracy of the radioactivity measurement, as does adding collimator response. However,

the best quantitative accuracy was obtained by reconstructing the data with a

reconstruction algorithm that models both photon attenuation and depth dependent

collimator response.

The results suggest that the measurement of the absolute radioactivity concentration

can be made within 15% of the true value when all the corrections are included. Partial

volume errors likely account for part of the underestimation of radioactivity in the

phantom. The reconstructed images were scaled using data acquired with a 2 mL

microsphere, whereas the volume of the sphere used in phantom measurements was only

250 pull. Extrapolating the simulation results indicate that the partial volume error would

be less than 10%, but there are several reasons for the spatial resolution to be poorer, and

consequently the partial volume effects to be greater, in the experimental data compared

to the simulation data. One reason is the use of machinable tungsten in the pinhole

aperture. This tungsten alloy has better machining properties than pure tungsten, but is

less dense than the pure material modeled in the simulation. The reduced density results

in a decrease in the linear attenuation coefficient, and there is increased septal penetration
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as a result. Although this is modeled in the reconstruction algorithm, the accuracy of the

model is limited by the increased computational demands, and thus does not fully model

the septal penetration because the number of rays that can be generated is limited.

Therefore, in the reconstruction algorithm the maximum width of the point spread

function is limited, whereas the true point spread function has a very wide tail (with low

amplitude). In addition, the simulation does not model nonidealities in the detector, such

as spatial nonlinearity, which are present in the experimental data and absent from the

simulation results. This results in a loss of spatial resolution in the experimental data,

leading to an increase in the partial volume error.

6.5. Animal studies

Studies were performed using a mouse model of prostate cancer to study the behavior

of a lutetium-177 labeled antibody to prostate specific membrane antigen. The

techniques and methods developed in this thesis (e.g., geometric calibration, improved

reconstruction algorithms) were applied to the data obtained in this study to both to

improve and test the quantitative accuracy of these techniques.

6.5.1. Methods

Animal studies were performed using a xenograft mouse model of the “lymph node

cancer of the prostate” (LNCaP) cell line that was developed from a heavily pretreated

patient with hormone refractory prostate carcinoma. In this study, the LNCaP xenograft

mouse model was being used to characterize the pharmacokinetics and biodistribution of

a lutetium-177 labeled antibody for the prostate specific membrane antigen that is being

investigated for radioimmunotherapy of prostate cancer. As explained earlier, lutetium

177 also emits gamma rays having energies of 113 and 208 keV that can be imaged with
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SPECT to study the biodistribution of the lutetium labeled agent in vivo. In this specific

study, the LNCaP xenograft mouse was administered with the Lu-177 labeled PSMA

antibody, then imaged with SPECT and CT using the X-SPECT scanner. The resulting

image data then were used to calculate the tumor uptake of the agent using the methods

developed and tested in this thesis project. The animal was sacrificed, and the amount of

radioactivity in the tumor was measured using a dose calibrator, and used as a gold

standard for comparison with the values obtained with in vivo imaging using the small

animal SPECT-CT system.

6.5.1.1. Imaging agent

The mouse model for prostate cancer was prepared by Dr. Mei-hsiu Pan and Dr.

Dong-wei Gao by implanting LNCaP cells in the flank of SCID (severe combined

immune deficiency) mice. The xenograft tumors were allowed to grow for 8-10 weeks to

a mass of approximately 1 gram (i.e., approximately 1 cm in diameter) before the

radiolabeled agent was administered. The lutetium-177 labeled imaging agent was also

prepared by Dr. Pan. The antibody and chelating agents were supplied by Cytogen

Corporation, and the lutetium-177 purchased from Perkin-Elmer, Inc.

6.5.1.2. Data acquisition

The animal studies, including acquisition of the imaging data, were performed by Drs.

Gao and Pan. The animals were injected with 6-70 MBq of the lutetium-177 labeled

imaging agent. At various time intervals from 2 hours to 7 days after injection, SPECT

projection data were acquired at 64 projections over 360° using the medium energy

pinhole collimator with a 2 mm aperture. The radius of rotation was between 3 and 5 cm,

and the data were acquired for 15 – 60 seconds per projection. Coregistered CT data
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were acquired, as well as SPECT data using the parallel hole collimator. The 512 CT

projections were acquired over 360° in continuous acquisition mode, with the x-ray tube

set to 75 kVp and 0.32 mA. A total of 27 animals were imaged, 8 of which were control

animals with sham tumors. The control animals were imaged, but were not included in

the results of this thesis, because the analysis and results presented are focused on

measurement of the radioactivity uptake in the tumor.

6.5.1.3. Animal handling

Animals were handled in accordance in accordance with UCSF and government

regulations regarding laboratory animals, and all animal protocols were reviewed by the

Institutional Animal Care and Use Committee (IACUC) and supervised by the UCSF

Laboratory Animal Resource Center (LARC). Mice were anesthetized during imaging

using inhaled isofluorane. After imaging, the animals were euthanized without

recovering from anesthesia, and a blood sample was collected first through cardiac

puncture. Organs including the heart, lungs, brain, and liver were removed, and the

tumor was resected as well. The mass of each sample was determined, and the

radioactivity in each sample measured using a calibrated gamma scintillation counter

(Wizard 1480, Perkin Elmar, Wellesley, MA)

6.5.1.4. Image reconstruction

The CT projection data were reconstructed using the manufacturer supplied

reconstruction software as described above. The reconstructed CT data were rebinned to

a matrix size of (256)'.

The SPECT data were first reconstructed using 10 iterations (8 subsets) of the MAP

algorithm without attenuation correction, with the geometric parameters set using the
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results of the geometric calibration studies. The data were reconstructed to a matrix size

of (72)’ voxels, with a voxel size of 0.7 mm. These images were used to check the

coregistration of the CT and SPECT images. The coregistration parameters were

adjusted if needed, and then were used to create an attenuation map from the CT data

using the method described in Chapter 4 section 2.1.3 and the calibration curve in Fig.

6.7. The SPECT data were then reconstructed using 20 iterations of the MAP algorithm

with collimator response and attenuation correction.

6.5.1.5. Data processing

The geometric transform described in Chapter 2 section 4.1 was applied to the

reconstructed CT image in order to coregister it with the reconstructed SPECT image. A

volume of interest corresponding to the tumor was manually drawn on the CT data using

information from both CT and SPECT data. This was then used to calculate the average

voxel value in the SPECT image.

6.5.2. Results

The tumor volume measured using SPECT-CT was compared to the mass of the

excised tumor, and the results are shown in Fig. 6.13. The results show a good correlation

between the volume and mass. However, a linear fit between the tumor mass and volume

shows a slope of 1.30+0.05 mL/g, which would indicate an average tumor density of

0.8 g/mL. This is lower than the expected density of soft tissue (~1.05 mg/mL), and

indicates that the estimate of the tumor volume in the CT image is consistently too high

by approximately 25%.
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Fig. 6.13: Tumor volume measured on the SPECT-CT images is plotted as a function of
the tumor mass. A linear regression was performed, with the resulty=1.23x+94 (rº-0.88).
The intercept is not significantly different than 0 (intercepti-standard error =94+145).
With the slope forced to 0, the slope is 1.30.

The total radioactivity in the tumor in each animal was calculated from the SPECT

data using the previously defined tumor volumes. This was plotted as a function of the

tumor radioactivity measured using the dose calibrator, and a linear least-squares fit was

performed with the intercept forced to 0 (Fig. 6.14). The resulting slope was 2.0+0.4, and

the relative RMS error was 215%. This result indicates that the radioactivity values

measured by imaging are approximately twice the value measured by excising the tissue,

and that the correlation between the results obtained by the two methods is poor.
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Fig. 6.14: Plot of radioactivity in the tumor determined by SPECT-CT imaging is plotted
as a function of the tumor radioactivity measured using a dose calibrator. A linear
regression was performed with the intercept forced to 0, and the resulting slope was
determined to be 2.0+0.4. After outlier rejection, the slope was 1.5+0.2.

The plot shown in Fig. 6.14 has what appear to be two outliers. This was evaluated

objectively by performing outlier rejection using the “externally studentized residual”

values flir■ &]. This method adjusts the residual (the difference between the measured

value and the value estimated by the linear fit) by dividing it by the estimated standard

deviation so that the resulting value has the same distribution as Student's t-distribution.

The externally studentized residual for a particular data point uses the parameters of the

linear fit (e.g., the slope) and the standard deviation calculated in the absence of that

particular data point. Based on the results, one of the points in the plot above is clearly

an outlier (p<0.001) and another is marginally an outlier (p<0.10). If these two points are

excluded from the plot, the slope of the least-squares linear fit becomes 1.5+0.2. The

relative RMS error (calculated using Eq. 6.6) was 105% after outlier rejection.

226



6.5.3. Discussion

In this study, the total radioactivity in the tumor was measured in vivo using SPECT

and also by euthanizing the animal, excising the tumor, and measuring the ex vivo

radioactivity using a dose calibrator. We plotted the value obtained using SPECT as a

function of the radioactivity measured using the dose calibrator and performed a linear

least-square fit to the data with the intercept forced to 0. If the SPECT data matched the

ex vivo data perfectly, the result would be a line with a slope equal to 1. However, after

outlier rejection, the result was a line with slope of 1.5, suggesting that the SPECT results

overestimate the total radioactivity in the tumor, and that there is a fair amount of

variability in the measurement. This overestimation of the radioactivity present in the

tumor is unexpected, as the primary sources of errors in quantitative SPECT imaging

(partial volume errors and photon attenuation) lead to underestimation of the radioactivity.

In contrast, the phantom measurements yielded better results, with only a slight

underestimation of the total radioactivity in the phantom with much less variability. A

number of factors combined to contribute to limit the accuracy and precision of the

measurement.

As noted previously, the definition of the boundaries of the tumor volume used to

calculate the total radioactivity in the tumor was performed manually, based on visual

inspection of the combined CT and SPECT images. Although there was a good

correlation (rº-0.88) between the image derived tumor volume and the mass of the

excised tumor, the tumor volume measured on the CT image was consistently larger than

the expected volume based on the mass of the tumor and the density of soft tissue (~1.05

g/mL). Thus, the tumor volumes measured using CT are estimated to be approximately
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20-25% larger than the excised tumors. This overestimation of the tumor volume could

cause the radioactivity within the tumor to be overestimated by a similar proportion.

A second source of error could be introduced by the presence of radioactive blood in

the in vivo measurements which likely would be absent in the ex vivo measurements,

resulting in a higher measured amount of radioactivity in the in vivo measurements

relative to the ex vivo measurements. The amount of radioactivity in the blood would be

highest shortly after injection of the imaging agent, and will decrease as the antibody

binds to the target or is metabolized. A plot of the relative error in the total radioactivity

in the tumor as a function of the time delay prior to imaging is shown in Fig. 6.15.

Although the results were not statistically significant, the results suggest that data

acquired a short time after injection have greater errors.
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Fig. 6.15: Plot of the relative error in the measurement of total tumor radioactivity as a
function of the time between the injection of the imaging agent and data acquisition. The
results suggest that the errors are greatest at short time points (i.e., tº 12 hrs), when there
is a large amount of background radioactivity present.
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Another difference between the phantom study and the animal study is the presence

of background radioactivity. In the phantom study, all of the radioactivity was within the

volume of interest, whereas in the animal study the radioactivity was distributed

throughout the animal. The amount of radioactivity uptake in the tumor is believed to be

a function of time, where the agent binds to the tumor over time, while background

radioactivity is excreted (Fig. 6.16). As we showed earlier in Fig. 6.15, the data suggest

that image data acquired a short time after injection have do not correlate as well with the

ex vivo measurementS.

Fig. 6.16: Coronal slices from reconstructed SPECT-CT images of LNCaP mice, with
the CT shown in the top row, and the SPECT data in the bottom row. The color scale of
the SPECT images have been inverted such that the dark areas correspond to high
concentrations of radioactivity. The mouse on the left was imaged 2 hours after injection,
and the mouse on the right was imaged 7 days after injection, showing increased tumor
binding of the imaging the tumor and decreased background activity.
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We also found that there was very little contrast between the tumor and normal tissue

in the CT images, making it difficult to define the tumor boundary. In order to assess the

effect of the impact of the placement of the volume of interest on the result, the volumes

of interest in 2 representative mouse studies were manually drawn five times each. The

results are compared in Table 6.6, and show that the standard deviation of the measured

volume was approximately 5%. In addition, the standard deviation of the total

radioactivity in the tumor was 4 to 7%. This contributes to the variability in the

measurements, and the poor correlation between the imaging and ex vivo measurements.

In the future, this problem may be partially alleviated by injecting CT contrast agent prior

to imaging to improve soft tissue contrast. In addition to the difficulty in defining the

tumor volume in the images, in certain cases there was also difficulty in defining the

exact extent of the tumor when excising the tissue, which also certainly contributed to the

error in the measurements.

Table 6.6: Variability in the definition of the volume of interest
Mouse 8 Mouse 10

Tumor volume from CT 1546 mm.’ 1176

% standard deviation 6.4% 5.0%

Total radioactivity in tumor 2.58 MBq 8.46 MBq
% standard deviation ( 7.1% 3.9%

6.6. Conclusions

In this chapter, we have described an application of SPECT-CT imaging to the

quantitative measurement of radioactivity in vivo. In addition to the phantom and animal

studies, we also performed studies to characterize the SPECT imaging geometry, CT

image intensities, and SPECT image intensities. The results of these calibration studies

were used to reconstruct data from a phantom study, which showed that the data
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reconstructed using an iterative algorithm incorporating compensations for both photon

attenuation and collimator response predicted the amount of radioactivity in the spherical

phantom to within 13% of the true value, with a consistent bias towards underestimating

the amount of radioactivity.

Based on the phantom results obtained in this chapter, radionuclide quantification in

small animal SPECT-CT can be accurate to within 15% of the true value under optimal

conditions where the volume of interest is well defined. In addition, the size of the

volume of interest will affect the accuracy of the measurement in that partial volume

errors will increase with smaller target volumes. For targets volumes 250 pull or greater,

the partial volume errors will be minimal. Corrections for photon attenuation and

collimator response also help to reduce errors in quantification.

The animal studies showed that the tumor volumes measured in the CT images

correlated well with the mass of the excised tumor, but the tumor volume was

consistently overestimated by approximately 25%. The SPECT data also overestimated

the total radioactivity in the tumor compared to the results obtained using a dose

calibrator, and the data had a lot of variability. We found that variability in the definition

of the volume of interest in the image data to cause approximately 5% variability in the

radioactivity measured. In summary, the inherent difficulties and variability associated

with biological systems in this experiment outweighed the errors in the imaging physics

such as partial volume errors.

231



References

[1]

[2]

R. T. Greenlee, M. B. Hill-Harmon, T. Murray, and M. Thun, "Cancer Statistics,
2001," CA: a Cancer Journal for Clinicians, vol. 51, pp. 15-36, 2001.
K. H. Wong, "Multi-modality imaging for improved staging of prostate cancer,"
in Bioengineering. San Francisco: University of California, San Francisco

University of California, Berkeley, 2002, pp. 251.
[3]

[4]

[5]

[6]

[7]

[8]

J. Tedesco, W. Goeckeler, M. Becker, K. Frank, G. Gulyas, and S. A. Young,
"Development of optimal Lu-177 labeled monoclonal antibody (7E11) constructs
for radioimmunotherapy of prostate cancer," Journal of Clinical Oncology, vol.
23, 2005.
X. Wang, Z. An, J. Geller, and R. M. Hoffman, "High-malignancy orthotopic
nude mouse model of human prostate cancer LNCaP," The Prostate, vol.39, pp.
182-186, 1999.
D. Strul, G. Santin, D. Lazaro, V. Breton, and C. Morel, "GATE (Geant4
Application for Tomographic Emission): a PET/SPECT general-purpose
simulation platform," Nuclear Physics B (Proc. Suppl.), vol. 125, pp. 75-79, 2003.
G. Santin, D. Strul, D. Lazaro, L. Simon, M. Krieguer, M. Vieira Martins, V.
Breton, and C. Morel, "GATE: A Geant4-based simulation platform for PET and
SPECT integrating movement and time management," IEEE Transactions on
Nuclear Science, pp. 1516-1521, 2003.
J. Nuyts, D. Bequé, P. Dupont, and L. Mortelmans, "A concave prior penalizing
relative differences for Maximum-a-Posteriori reconstruction in emission
tomography," IEEE Transactions on Nuclear Science, vol. 49, pp. 56-60, 2002.
F. A. Graybill, Regression analysis: concepts and applications. Belmont, CA:
Duxbury Press, 1994.

232



****** = -
*

******
--

*** - - - - - -s.
--- - " "
***** ...

—-



Chapter 7: Conclusion

The advancement of molecular imaging requires the development of quantitatively

accurate imaging methods for many applications. SPECT-CT is a powerful modality for

molecular imaging because of the versatility of tracers labeled with single photon

emitting radionuclides and because of its ability to image both physiological function and

anatomical structure. Conventionally, the coregistered SPECT and CT images are used

to visualize physiological-anatomical correlations, and are interpreted qualitatively. The

objective of this thesis was to characterize and improve the quantitative accuracy of small

animal SPECT-CT.

The X-SPECT* scanner, a commercial small animal SPECT-CT imaging system used

for the experiments in this thesis, was characterized through measurements of spatial

resolution and detection efficiency. The spatial resolution for SPECT was between 1 mm

to 2 mm full width at half maximum (FWHM), and the detection efficiency 2x10° to

1x10". Both the spatial resolution and detection efficiency depend on the choice of

pinhole aperture and radius of rotation. For x-ray CT imaging, the spatial resolution of

the X-SPECT system was measured to be 260 pum FWHM. In general, we found that the

measured system performance agreed well with the performance predicted by analytical

models.

A method to determine the imaging geometry from projection data was implemented,

tested using simulated data, and then applied to experimental measurements with the X

SPECT scanner. The nominal magnification was consistently less than the measured

value, leading to errors in the dimensions of the reconstructed images. These errors were

corrected by reconstructing the projection data using the measured magnification value.
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A strength of iterative reconstruction algorithms is the ability to include realistic

models of the imaging process to correct for non-idealities in the imaging process. We

implemented ordered subsets-expectation maximization (OS-EM) iterative reconstruction

algorithms incorporating corrections for photon attenuation, collimator response, and

photon scatter to improve the quality of reconstructed SPECT images. The qualitative

effects of these corrections on reconstructed data were demonstrated experimentally. For

example, attenuation correction was shown to compensate for the “cupping” artifact

caused by photon attenuation, and collimator response modeling was shown to improve

the spatial resolution of reconstructed images.

The quantitative accuracy of SPECT images was studied using both Monte Carlo

simulations and experimental methods. The effects of photon attenuation, scatter, and

partial volume errors on quantitative measurement of radioactivity were studied. In

addition, the effects of the improved reconstruction algorithms on quantitative accuracy

were determined.

Photon attenuation is known to significantly affect the quantitative accuracy of

human SPECT imaging, and its effects in small animal imaging were studied both

experimentally and with Monte Carlo simulations. The effect of photon attenuation on

the quantitative measurement of radioactivity was assessed by simulating the imaging of

a spherical source at the center of a cylinder of water. Simulations, performed for iodine

125, technetium-99m, and lutetium-177, demonstrated that photon attenuation led to an

underestimation of the amount of radioactivity by up to 50% when imaging iodine-125 in

a rat sized object. Attenuation correction effectively compensated for this effect, but

resulted in a slight overestimation (~10%) of the amount of radioactivity in cases where
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photon scatter was significant. Experimental studies confirmed that photon attenuation

will measurably reduce the amount of technetium-99m measured in a volume of interest,

and verified that reconstructing the data with attenuation correction compensates for this

effect.

The Monte Carlo simulations indicated that the scatter-to-primary ratio is generally

lower in small animal imaging than in human imaging, even in the case of iodine-125.

Although the scatter-to-primary ratio can reach 30% when imaging larger animals with

iodine-125, much of the scatter is due to Rayleigh scatter, resulting in smaller scattering

angles than occur with Compton scatter, which is the predominant mechanism for scatter

with higher energy isotopes. A model of photon scatter for iodine-125 was implemented

in the forward projector of the reconstruction algorithm for scatter correction. This

reconstruction based scatter correction algorithm was shown to compensate for the

qualitative effects of scatter (i.e., loss of image contrast), but was computationally

intensive and the improvement in quantitative accuracy was minimal.

Partial volume errors were assessed by using technetium-99m and spherical sources

of different sizes. With a 1 mm pinhole, the amount of radioactivity in targets with a

radius of less than 2 mm is significantly underestimated. With a 2 mm pinhole, the

measured radioactivity in targets with a radius of less than 4 mm will be significantly

low. Compensation for collimator response in the reconstruction algorithm was shown to

improve the quantitative accuracy of radioactivity measurement in smaller spheres,

especially with the 2 mm pinhole. The simulation results were verified by the

experimental measurements, although it was found that count rate limitations affected the

measurement of high concentrations of radioactivity with the 2 mm pinhole, resulting in
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the underestimation of the amount of radioactivity when the count rate was high (i.e.,

measuring high concentrations of activity).

The calibration methods and reconstruction algorithms were used to determine the

biodistribution of a lutetium-177 labeled antibody targeting the prostate specific

membrane antigen in a xenograft mouse model of metastatic prostate cancer. The mass

of the excised tumor was compared with the volume measured using SPECT-CT, and a

good correlation was found. However, the correlation showed that the tumor volume

determined by imaging was approximately 25% greater than predicted by the tumor

mass. It was also found that the total radioactivity in the tumor measured by imaging was

50% higher than the values measured with the dose calibrator, with a relative root mean

square error of 105%. The difference was largest at early time points, when less than 12

hours had passed from injection to imaging. The difference between the in vivo and ex

vivo measurements of radioactivity in the animal study were much larger than the errors

obtained in a phantom study performed using a lutetium-177 filled microsphere, the

results of which showed that the radioactivity in the sphere could be measured to an

accuracy within 15%. This suggests that much of the variability in the results of the in

vivo imaging was due to biological factors (e.g., uncertainty in the tumor boundaries) and

not in the imaging system itself.

In this dissertation, we have explored the use of small animal SPECT imaging as a

quantitative molecular imaging modality. Based on the results of phantom and

simulation studies, it was demonstrated that the quantitative and qualitative accuracy of

small animal SPECT images can be improved using improved reconstruction algorithms

incorporating compensation for photon attenuation and collimator response to minimize
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3.

the effect of attenuation and partial volume errors.

Improved image reconstruction algorithms incorporating compensations for effects

such as photon attenuation have improved the quantitative accuracy in clinical SPECT

CT systems, and further improvements in reconstruction algorithms will lead to improved

quantitative accuracy. In addition, quantitative accuracy will benefit from the improved

spatial resolution and detection efficiency enabled by improved collimator designs,

particularly the multi-pinhole collimators that recently have become common [1-3].

The quantitative accuracy of SPECT-CT imaging is affected by a number of factors,

such as the choice of isotope and the size of the volume of interest, which are determined

by the specific application of the imaging study. For example, partial volume errors may

be larger in myocardial perfusion studies due to the motion and thinness of the heart wall.

For this reason, more experience with animal studies is needed to validate the correlation

between imaging results and the measured biological parameters, ultimately leading to

the goal of replacing traditional, invasive methods with imaging technologies. This in

turn will improve the quality of the data collected from animal studies by allowing in vivo

measurements of parameters in living animals and enabling longitudinal studies using a

single animal. At the same time, this will reduce the time and the number of animals

needed to obtain the data, thereby decreasing the cost and increasing the rate of

biomedical research and drug development.
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Appendix 1: Geometric Calibration Programs

A1.1. Introduction

This appendix describes two computer programs which were written in order to

characterize the pinhole imaging geometry using projection data measured using point

sources. In addition to the values of the geometric parameters, the programs estimate the

position of the point sources used to generate the projection data. The two versions of the

programs are very similar, and differ only in the number of parameter values used to

characterize the imaging geometry.

The geometric parameters are estimated by performing a least-squares fit of the

measured projection data with the calculated projection data. The parameters varied in

the fitting process consisted of the geometrical parameters describing the imaging process,

and 6 parameters describing the position of the point sources. The first version of the

program models the geometry using 3 parameters, and the second version models the

geometry using 7 parameters. The source codes are in the files geocal 2. c and

geocal 3. c, respectively.

This appendix gives an overview of the programs, and gives instructions for their use.

A1.2. Usage

The programs were written to be run from the command line. In the Windows

environment, they are run from a DOS prompt. They can also compiled and used with

Linux, Unix, or other operating systems. To run the program, simply type the program

name (geocal2 or geocal 3), followed by the file names of the parameter file, input

file containing centroid information, and output file. The parameter and input files will

be described in more detail below.

+.
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A1.2.1. Parameter file

The parameter file is a text file, where each line contains the name of a parameter

& 4–55(case sensitive), followed immediately by the equal sign (“=”, with no spaces before or

after), followed by the numeric value of the parameter. Table A1.1 lists and describes the

parameters.

The majority of the parameters fall into two categories. The first set of parameters

consists of initial estimates for the imaging geometry parameters, and the second set of

parameters describes known values for the imaging geometry.

Table A1.1: Contents of the parameter for geometric calibration

Parameter Description
Focal length initial estimate for collimator focal length (mm)
Radius of rotation initial estimate for radius of rotation (mm)
Mechanical offset initial estimate for lateral shift (mm)
x0 initial estimate for point source location (mm)
y0 initial estimate for point source location (mm)
z0 initial estimate for point source location (mm)
rotate■ ) initial estimate for angle used to describe point

source location (deg)
rotate 1 initial estimate for angle used to describe point

source location (deg)
rotate? initial estimate for angle used to describe point

source location (deg)
npix u detector size, orthogonal to the rotation axis

(# pixels)
npix v detector size, parallel to the rotation axis

(# pixels)
Range rotational range (degrees)
Nangles number of projection angles
Direction Rotation direction (+1 or -1)
D01 distance between points 0 and 1 in the phantom

(mm)
D02 distance between points 0 and 2 in the phantom

(mm)
D12 distance between points 1 and 2 in the phantom

(mm)
Ftol fractional tolerance parameter for Powell’s

algorithm
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We found that the algorithm is not particularly sensitive to the values of the initial

estimates for the geometric parameters. However, the definition of D01, D02, and D12

must be correct in relation to the point numbers assigned to centroid data in the input file.

In addition, the rotation direction must be correct (should be -1 for the X-SPECT). If the

algorithm does not converge to a reasonable solution, it may be necessary to change these

parameters. For example, the values of D01, D02, and D12 may be out of order.

A1.2.2. Input file

The input file is a text file, where each line represents the centroid position of one

point source in a projection image. Each line consists of four numbers. The first number

is the slice number (starting from 0), the second and third numbers are the pixel

coordinates of the centroid of the projection of the point on the detector in the u and v

directions (coordinates defined in Fig. 3.4), respectively, and the last number describes

the point number (0, 1, or 2).

The centroid positions can be calculated manually, but a semi-automated method was

also devised. The semi-automated method consists of several Matlab functions that

calculate the centroid location within a rectangular region. The boundaries of the region

in the first slice are defined manually. The functions then calculate the centroid, proceed

to the next slice, update the boundaries based on the previous centroid location, and then

calculate the next centroid location.

A1.2.3. Output

The results are output in a text file, as well as displayed on the screen. The data file

contains a number of lines of output intended for use in debugging. However, in both

versions of the program, the final estimates of the parameter file are output in a table,
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with the parameter number and corresponding parameter value on the same line. The

parameter numbers and names are summarized in Table A1.2 for both version of the

calibration program. The last 6 values output are the variables used to describe the

location of the point sources.

Table A1.2: Output parameter numbers and names
Parameter Parameter Name Parameter Name

Number (geocal}) (geocal2)
l Focal length Focal length
2 Radius of rotation Radius of rotation

3 Mechanical shift Mechanical shift

4 Electrical shift (u) Shift x, source location
5 Electrical shift (v) Shift y, source location
6 Detector twist Shift z, source location
7 Detector tilt Rotate 1, source location

8 Shift x, source location Rotate 2, source location

9 Shift y, source location Rotate 3, source location
10 Shift z, source location

-

l 1 Rotate 1, source location
-

1 2 Rotate 2, source location
-

1 3 Rotate 3, source location
-

A1.3. Implementation

As mentioned previously, the programs minimize the difference between the location

of the measured point source in the projection image and the calculated location of the

point source, which involves a process of several steps. First, the location of the point

sources must be calculated. Second, the location of the projection of the point source

onto the detector must be determined from the point source locations and the estimated

imaging geometry. The value of the cost function must be calculated, and than the cost

function must be minimized.

242



_*-
*** - -**
----- a---

- ** *
**** ---> *** *

º * - sº* *… ***********-
--- .** º
*~. -- *** *-

-º-º-º-º-º:

º
- *** --

* *
** = -- *********

- ---
*-** **

*- º*~~ sº

-º-º-º-º-

*****



A 1.3.1. Calculation of estimated u and v

Calculation of the location of the estimated point source projection on the detector

face is accomplished using the functions Estu and EstV, which return the u and v

coordinates, respectively (see Figures 3.2-3.4). The input to the functions include an

array containing the geometric parameter values, the x, y, and z coordinates of the point

source, and the projection angle in degrees. The functions then rotate the x, y, z

coordinates of the point source to account for the projection angle, tilt angle, and twist

angYe \m turn. Then the u (or v) position is calculated using geometrical arguments. This

method was described in the paper by Beque, et al [1].

Given estimated values for three rotation angles and three translations, and the

measured distances between the three points, the point source locations are calculated

using the following method. The points are assumed to form a triangle, with the first

point at the origin. Because the distances between the points are known, the lengths of

the three sides of the triangle are also known. The second point is assumed to lie on the

x-axis, such that its position is defined by the coordinates (D01, 0, 0). The position of the

third point can be calculated, and must be at (x2, + ND.’ —x; , 0), where x2 =

2 2 2Dº – D. + Do
2D . We select the positive value for the y coordinate, and then rotate the

01

points on the triangle about the z-, y-, and x-axes, sequentially. The final step is to

translate all three points in the x, y, and z directions.

A1.3.2. Calculation of cost function

The cost function is the objective of the minimization routine. It is basically the

Summed Square error between the estimated u and v coordinates of the point source

2 º'
º, &

**

Fºr
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ºr(■- i.

N
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locations, and the measured u and v coordinates (Eq. 3.1). Calculating the cost function

involves calling the function Cost, as well as several subroutines. The first step is to

calculate the location of the point sources in the (x, y, z) coordinate space using the

function Pos, given the values of the 6 parameters used to define the point source

locations. The second step is to loop through the projection views, compare the measured

u and v values with the estimated values, and add the square of the difference to the

output. Finally, the values of the geometric parameters are compared to the limit values,

and a penalty proportional to the square of the deviation is added if the parameter values

are outside the limits.

A1.3.3. Minimization of cost function

The value of the cost function was minimized by changing the geometric parameters

and the point source location parameters. The minimization was performed using an

implementation of Powell's algorithm taken directly from Numerical Recipes in C[2].
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2.

Appendix 2: Ray-driven Projector

A2.1. Overview

A projector (or forward projector) is an algorithm to estimate the measured projection

data given information about the imaging system and the object being imaged. Projectors

are an important part of iterative reconstruction algorithms, and are also useful for

generating simulated projection data used for evaluating imaging systems. This appendix

describes a ray-driven projector based on ray casting which was written in the C

programming language as part of this thesis project.

Ray casting is a general technique used to model the path of light in optics. In this

technique, rays are “cast” from a detector element towards the object. If the ray

intersects a source of photons, then the detector elements “sees” these photons, and its

output is adjusted accordingly.

We implemented various versions of the program. Several versions of the projector

were implemented. The various versions differ in how they model the collimator, and

also how many geometric parameters (e.g., detector twist and tilt) are modeled. In this

appendix, we will describe a version of the projector (called projection4b) that models an

ideal pinhole, in other words, a pinhole with an infinitesimally small opening. The other

versions are used in a similar manner.

A2.2. Usage

All versions of the program take a text based parameter file and a binary input file

describing the radionuclide distribution, and output simulated projection data for a

pinhole collimator system. Some versions will also require another input file describing

* . .*…
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the photon attenuation characteristics. This section of the appendix will describe the

program inputs, details of the implementation, and the output format.

A2.2.1. Program input

Most versions of the projector program require three inputs: a text parameter, a file

describing the source distribution, and a file describing the photon attenuation of the

object being imaged. The file names are specified when running the program. In other

words, in order to run the program projection4b, the user will type:

projection 4b parameter_file input file output file.

The name of the attenuation map file is omitted in this case, because this version of the

program does not model photon attenuation. Each input file will be described in turn.

A2.2.1.1. Parameter file

The parameter file is the first input file, and is a text file containing the names of the

various parameters and their values. The name of the parameter file is given as the first

argument after the program name at the time of execution.

Each line in the parameter file consists of a parameter name, followed by the equal

symbol (=), followed by the parameter value. The program is case sensitive, and the

equal sign must follow the parameter name without a space. The parameter names,

followed by a description of the parameters, are given in Table A2.1.
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Table A2.1: Parameter names for projector

Parameter Name Description (units)
PH2COR Radius of rotation (cm)
DET2PH Focal length (cm)
shift Lateral shift (cm)
twist Detector twist (degrees)
Eu Electrical shift, u (cm)
EV Electrical shift, v (cm)
Tilt Detector tilt (degrees)
nÁngles Number of projection angles
range Angle range (degrees)
DET WIDTH Width of detector (cm)
DET HEIGHT Height of detector (cm)
direction Rotation direction (-1 or +1)

A2.2.1.2. Input file

The input file consists of a representation of the source distribution in the binary “IM”

format. The IM format is a binary format with a 48 byte tagged header that was

developed, and is still used in the UCSF Physics Research laboratory. The data are

arranged in a 3-dimensional image matrix of numbers in either floating point or unsigned

short integer format. The name of the input file is the second command line argument

when running the program.

A2.2.1.3. Attenuation map

The attenuation map is an image file in the binary “IM” format described above. The

dimensions of the attenuation map need to be the same as the input file. The voxel values

in the image are floating point numbers that represent the linear attenuation coefficient in

units of inverse cm (cm"). If a model of attenuation is not desired, then an attenuation

map containing only values of zero can be used.
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A2.2.2. Output

The output is a file with the “IM” format described above, and consists of a matrix of

floating point numbers. Each “slice” in the reconstructed image represents a single

projection image.

A2.3. Projector implementation

A description of the implementation of the projector can be divided into two parts,

where the first part describes the rays and the second part describes the projection itself.

A2.3.1. Calculation of rays

The projector was implemented using a ray casting algorithm. The key step to this

implementation is the creation of the rays. Each ray has the form of a linked list, which

are described by House [1]. Each element in the linked list represents a voxel through

which the ray passes, and contains information about the voxel position, the length of the

ray through the voxel, and the distance that the ray passes from the voxel center. Also,

each element contains a pointer (memory address) to the next element on the list, except

for the last element of the ray, which contains has the value NULL in place of a pointer.

The imaging geometry used for ray tracing assumes that the detector is positioned

perpendicular to the x-axis, and that the rays travel from larger values of x to smaller

values of x. Each time the ray passes through a voxel, an element is added to the linked

list. In our implementation, the detector remains in the stationary frame, and the image is

rotated and resampled. This allows a single set of rays to be used for all projection views.

Multiple rays can be generated for each pixel. The specific paths of the rays can be

varied to model collimator behavior and also variations in the imaging geometry. For

example, in the case of an ideal pinhole, multiple rays start on each detector pixel and
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pass through the same point. To model a realistic pinhole, the rays will diverge as they

pass through the pinhole (Chapter 4). Geometric effects can be modeled by changing the

starting or ending points of the ray. For example, detector twist can be modeled by

changing the starting points of the rays.

A2.3.2. Projection

In order to calculate the projection, two steps need to be performed. The first step is

rotating-resampling the image space, followed by “tracing” each ray through the image

space. The first step is done by rotating the input data, then resampling the rotated data

so that the rows of the image matrix are perpendicular to the detector face. This method

is described by Tang [2].

The second step is to trace each ray through the image matrix, and add to the output

value of each detector pixel. The algorithm starts at each detector pixel and steps through

the elements of every ray associated with that pixel. Each ray element represents a

position within a voxel in the image space. The value of the image at that particular

position is calculated using tri-linear interpolation of the image matrix [3], and is added

to the detector output after scaling by the photon attenuation. The effect of photon

attenuation is modeled by calculating the cumulative sum of the product of the

attenuation coefficient and ray length encountered by the ray, and weighting the

contribution of a voxel accordingly [4]. The contribution of the voxel to the output is

also scaled by the length of the ray through the voxel, and a ray weighting factor which

can be used to account for other effects such as the angular dependence of the sensitivity.
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A2.4. Conclusion

We have implemented a projector that creates simulated projection data for pinhole

imaging geometry. The program uses a ray-driven projector, and is capable of including

a model of the photon attenuation.
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2.

Appendix 3: Iterative Reconstruction Algorithm with Collimator
Response and Attenuation Correction

A3.1. Overview

Many different versions of EM reconstruction algorithms were written during the

course of this thesis work. This appendix is directed towards the later versions,

specifically versions of the OS-EM algorithm which used ray-tracing to model the depth

dependent collimator response, e.g. the code contained in the file map3g. c. This

appendix will first describe details about the implementation, and will end with

instructions for using the code.

The reconstruction algorithm described here is an OS-EM reconstruction algorithm

written to reconstruct SPECT data acquired using a single pinhole collimator. It also

includes the option of applying a smoothing prior, in which case the algorithm would be

considered a MAP (maximum a priori) reconstruction algorithm. This algorithm uses a

ray-driven projector/backprojector, and models the depth-dependent collimator response,

and photon attenuation. It can also be used without a model for photon attenuation.

A3.2. Implementation

The objective of ML-EM or OS-EM for emission tomography is to find the activity

distribution, A(b), which maximizes the probability of observing the measured data, n'.

The activity distribution is found iteratively using the following equation, first described

by Shepp and Vardi [1]:

A, (b) = 3.0 ■ .
N n'(d) p(b, d) (A3.1)

Xp■ b.a)
d=1 X3,0)p(y,a)

yL-*
B
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where \k(b) is the estimated radionuclide concentration in voxel b at iteration k, Akt1(b)

is the next estimate of the radionuclide concentration, n'(d) is the value of measurement d,

p(b.d) is the probability of detecting an emission from voxel b in detector position d, and

N and Na are the number of voxels and detector positions, respectively. The different

terms in the equation can also be interpreted conceptually in the following manner. The

measured data, n'(d), is compared with the expected projection data on a given the

current estimate of the activity distribution, which are estimated using the “forward

N

projector” (X, A, (b')p(b',d)). The ratio between the measured and expected projection
b'=l

data is calculated on a pixel-by-pixel basis, and then backprojected into the image matrix

N,
(summation over d). The result is then normalized by X. p(b, d), and then is multiplied

d=l

with the current image estimate to obtain the new image estimate.

In the MAP algorithm, the objective is also to maximize the likelihood function.

However, in the case of MAP, the likelihood function has been changed to include a

priori assumptions or information about the activity distribution. Most commonly, this

likelihood function is chosen to reduce noise and smooth the data. In particular, we have

chosen to implement the MAP algorithm using the smoothing function described by

Nuyts, et al [2]. This smoothing function is known as a prior.

A3.2.1. Calculation of ray weights

The behavior of the collimator is modeled by modifying the orientation and the

weight of the rays. For each detector pixel, a fixed number of rays are defined. The

orientation of each ray is defined by two points, a starting point in the plane of the

detector, and an ending point in the plane of the pinhole aperture. Each ray has a pre
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defined endpoint, representing one of the points in a square grid around the center of the

pinhole aperture. The number of points in this grid is user selectable, and the spacing of

the points is adjusted to ensure that the points cover the pinhole opening. For each ray,

25 different starting points are evaluated. The weighting factor for each combination of

ray starting point and end point is calculated, and the actual starting point is calculated

using a weighted average of the points evaluated. After the starting and end points have

been determined, the ray path through the image matrix is determined, and the weight of

the ray stored in memory for later use.

As mentioned above, a weighting factor is calculated for each combination of ray

starting and ending points. This weighting factor is calculated to account for the

influence of attenuation in the collimator on the ray. The attenuation factor is calculated

by determining the location where the rays enter and exit the collimator. This was done

by checking the ray location at various points along its path, and determining if each

point lay within the collimator material or in air. This is done using user input values for

the pinhole insert thickness, diameter, and keel length. The pinhole acceptance angle is

assumed to be equal to 90 degrees. The attenuation factor can then be determined using

# = exp(-■ ul), where I is the intensity, Io is the incident intensity, Au is the linear
0

attenuation coefficient, and L is the distance traveled.

A3.2.2. Forward projection

Forward projection is performed in the manner described in Appendix #, with the

added step of multiplying the contribution of each ray to the final result by the previously

calculated ray weight.
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A3.2.3. Modeling the depth of interaction effect

The depth of interaction effect is modeled by modifying the projection. The DOI

effect is calculated by tracing a single ray from the center of the pinhole to the center of

each pixel. The ray is then followed into the detector. At 50 intervals in the detector, the

ray position is calculated, and part of the initial projection value is added to the pixel

value in the output image. This is repeated until the algorithm reaches the back of the

scintillator crystal. This process is a numerical model for the depth of interaction effect.

The DOI effect is modeled only in the forward projection process.

A3.2.4. Backprojection

Backprojection is performed in an analogous to forward projection, except that the

values are taken from the “detector”, and added to the image matrix. In order to account

for the effect of detector rotation, it is first necessary to rotate the attenuation map,

perform the backprojection, and then rotate the results to the orientation of the image

estimate.

A3.2.5. Image uniformity and normalization

The data taken from the X-SPECT may or may not have had a flat-field correction

applied to compensate for the non-uniform sensitivity of the collimator. The collimator

response model attempts to model this response. The ray tracing algorithm accounts for

the change in sensitivity with angle for the collimator configuration. However, a cos’,

term is added when making the rays, where () is the angle between the line normal to the

detector and the line from the pinhole to the source. Part of this term (cosº) accounts for

the added distance between the pinhole and the detector face away from the center of the

detector. This added distance means that each ray actually accounts for a smaller solid
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angle in space, and thus should have reduced sensitivity. The other cos () term accounts

for the fact that the rays away from center are not normal to the pinhole plane.

In order to model the sensitivity, a projection is generated at the beginning of the

program using a numerical flat-field source to create a simulated uniformity correction

matrix. If the experimental data are not flat-field corrected, then nothing is done. If the

data are flat field corrected, then the program creates the normalization matrix using the

inverse of the simulated uniformity correction matrix generated above.

The normalization matrix is the backprojection of a uniform matrix of value 1, which

can be understood in the following manner. In the ML-EM equation, it can be seen that

the ratio between the measured data and the estimated projection data is backprojected.

If the measured data are equal to the estimated projection data, then the ratio is one, the

desired result has been obtained, and Akt1(b) should be equal to Ak(b). Thus, the

normalization term should be equal to the backprojection of a matrix of unit value. This

is done for each subset at the beginning of the program, and the results are stored in

memory.

A3.2.6. Updating the image estimate

In a ML-EM or OS-EM algorithm, the image estimate can be updated by using Eq.

A3.1. However, if the algorithm has been modified with the addition of a prior, then Eq.

A3.1 can no longer be used. Nuyts et al show a different approach, where they re-write

the ML-EM equation in the form:

A, (b OL

A, , , (b) = A, (b). "*#;(b) (A3.2)X. p, “
i =l

where L is the likelihood value. We can rewrite this equation by factoring for Ak(b):
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A, (b) = 3. (b) |. 6in (A3.3)
P; kX.

i =

In this equation we can see that the term in the square brackets is equal to the term in the

square brackets in the ML-EM equation. Thus, we have a way of calculating 6A, (b)k

using the forward and backprojectors. Nuyts et al adapt the ML-EM algorithm to form a

preconditioned gradient ascent algorithm:

| 6L , 6M |
A, (b) = A, (b)+ yº) 2.0, (A3.4)

XP, 6°M
A, (b) on, (b)

where M is the logarithm of the prior. The derivatives for M for the prior that we used

are derived by Nuyts et al in their paper, and thus we can calculate all the terms in Eq.

A3.4.

A3.2.7. Smoothing prior

We used the smoothing prior developed by Nuyts et al. The logarithm of the prior is

shown in Eq. A3.5 below.

-

(a,
-

4, }
M(A) = -6XX. (a) Tº), 77,72, (A3.5)

where Nj is the set of neighboring voxels around voxel j. The term B controls the

“strength” of the prior, and the term Y is used to tune the behavior of the prior. When 3 is

equal to 0, then the prior does not contribute to the reconstruction algorithm, and the

algorithm behaves like a regular ML-EM or OS-EM.
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A3.3. Using the reconstruction algorithm

The reconstruction programs are executed from the command line (i.e., a DOS

prompt in windows or from the command prompt in Linux). Image input and output files

are in “IM” format used at the UCSF Physics Research Lab. The command to execute

the program is: map3g par_file inp_file atten file output file,

where the four arguments after the command name are the file names of the parameter

file, input file, attenuation map file, and output file. These will be described in more

detail below.

A3.3.1. Parameter file

The parameter file is a text file, where each line contains the parameter name,

followed by immediately by the equal sign, followed by the numeric value of the

parameter. The parameter names are case sensitive, and are listed in Table A3.1,

followed by their description.
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Table A3.1: Input parameters for reconstruction algorithm
Parameter name Description
PH2ROR

DET2PH

shift

flat

Eu

EV

pixels
pixels-Z
FOV

FOV-Z

range

iterations

DET HEIGHT
DET WIDTH
direction

save intermediate

Projtime
Half-life

Energy

Pinhole

autoROR

PH mu

PH keel

PH thickness

PH diameter

Crystal thickness
Cystal mu
Start angle

nray

nray2
DOI

Weight

Pinhole to center of rotation distance (cm)
Collimator focal length (cm)
lateral shift (cm)
Is input flat field corrected? 0=no, 1=yes
Electrical shift (cm) perpendicular to z-axis
Electrical shift (cm) parallel to z-axis
Output dimension (pixels)
Output dimension, z-direction (pixels)
field of view diameter, optional (cm)
field of view in z-direction, optional (cm)
rotation range of input data (degrees)
Number of iterations

Height of detector (cm)
Width of detector (cm)
Rotation of gantry. -1 or 1. X-SPECT = -1
save intermediate iterations? 0=no, 1 = yes
Time per projection (same units as Half-life)
Half life of radionuclide decay (same units as Proj
time)

Photon energy (keV). If Energy is 27.5, 140, or 208,
then hard wired values for pinhole properties are used
Pinhole size. If Pinhole=1 or 2, then predefined
values for pinhole dimensions are used
Automatically correct radius of rotation? 0=no, 1=yes
Linear attenuation coefficient of pinhole material (cm■
')
Keel length of pinhole (cm)
Thickness of pinhole insert (cm)
Diameter of pinhole opening (cm)
Thickness of scintillator (cm)
Linear attenuation coefficient of scintillator (cm")
starting angle of rotation (degrees). Set to 90 for X
SPECT

Number of rays per pixel
Square root of nray
Model DOI in projector? 0=no, 1=yes
Scaling factor for output
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A3.3.2. Input file

The input file consists of an IM file, which is a binary image file where each slice

represents a single projection. The IM file can be generated from the Interfile output of

the X-SPECT scanner using the rawus2.im utility program to add the appropriate header

to the binary data.

A3.3.3. Attenuation map file

The attenuation map file is also an IM file, and consists of a binary image file where

the value of each voxel is equal to the linear attenuation coefficient in units of cm". The

dimensions of the attenuation map must match the dimensions of the output, and the

attenuation map data should be aligned with the SPECT coordinate space.

A3.4. Summary

Multiple versions of the SPECT reconstruction algorithm have been developed. This

appendix describes the use and implementation of map3g, which includes collimator

response for the pinhole collimator, attenuation correction, depth of interaction, and an

optional smoothing prior.
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