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Abstract

Development of a Silicon Semiconductor Quantum Dot Qubit with Dispersive
Microwave Readout

by

Edward Trowbridge Henry

Doctor of Philosophy in Physics

University of California, Berkeley

Professor I. Siddiqi, Chair

Semiconductor quantum dots in silicon demonstrate exceptionally long spin lifetimes as
qubits and are therefore promising candidates for quantum information processing. How-
ever, control and readout techniques for these devices have thus far employed low frequency
electrons, in contrast to high speed temperature readout techniques used in other qubit ar-
chitectures, and coupling between multiple quantum dot qubits has not been satisfactorily
addressed.

This dissertation presents the design and characterization of a semiconductor
charge qubit based on double quantum dot in silicon with an integrated microwave res-
onator for control and readout. The 6 GHz resonator is designed to achieve strong coupling
with the quantum dot qubit, allowing the use of circuit QED control and readout techniques
which have not previously been applicable to semiconductor qubits. To achieve this cou-
pling, this document demonstrates successful operation of a novel silicon double quantum
dot design with a single active metallic layer and a coplanar stripline resonator with a bias
tee for dc excitation.

Experiments presented here demonstrate quantum localization and measurement
of both electrons on the quantum dot and photons in the resonator. Further, it is shown that
the resonator-qubit coupling in these devices is sufficient to reach the strong coupling regime
of circuit QED. The details of a measurement setup capable of performing simultaneous low
noise measurements of the resonator and quantum dot structure are also presented here.

The ultimate aim of this research is to integrate the long coherence times observed
in electron spins in silicon with the sophisticated readout architectures available in circuit
QED based quantum information systems. This would allow superconducting qubits to be
coupled directly to semiconductor qubits to create hybrid quantum systems with separate
quantum memory and processing components.
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Part I

Introduction
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0.1 Structure of this Thesis

This dissertation is divided into four parts. The first part provides background
about quantum dot systems and circuit QED readout, and presents an overview of the
experiment discussed in this work. This section is intended to provide a basic understanding
of the theory and research history both of quantum dots and two dimensional photon cavities
in relation to quantum information processing.

The second part presents design and measurement details for the double quantum
dot presented here, as well as data from earlier design steps. The third part presents
our microwave resonator design, measurement history, fitting procedure, and data analysis
details. The fourth part presents the technical details of fabrication and measurement for
the benefit of future researchers in the field. The document culminates in a summary
chapter.

This structure is designed to facilitate understanding of our experiment, and to
consolidate practical information about performing this experiment in order to expedite the
progress of future research in the area.



3

Chapter 1

Background

This chapter summarizes theoretical and experimental work conducted over the
last several decades by researchers at many institutions worldwide. The organization and
presentation of information is my own, as are the images in the chapter.

1.1 Reduced Dimensional Conductivity in Semiconductors

Much of the technical advancement of the last half century in the fields of com-
puting, communications, and energy science draws from the ability to control conductivity
in semiconductors. It is of interest to physicists to study electrical systems with unusual
symmetry properties. Microfabrication techniques developed by the semiconductor indus-
try allow us to create electrical systems with fewer than three effective dimensions. This is
usually accomplished using lithography processes on semiconductor heterostructures.

Semiconductor heterostructures are layered stacks of semiconducting and insulat-
ing materials with controllable electrical properties. The interface between two material
layers may allow for surface potentials which trap electrons on a quasi-two dimensional
plane [1]. The spatial extent of the two dimensional conducting surface can be controlled,
usually through lithographic techniques, to define conducting sections of one or zero effec-
tive dimensions [2] [3] [4]. A quantum dot is a system which controllably confines electrons
to a length scale comparable to their Fermi length in all three dimensions. This creates an
effectively zero dimensional electrical system, which is often referred to in literature as an
artificial atom.

Electron transport in bulk semiconductors was studied extensively by developers
of transistor technology in the 60s and 70s [5,6]. As transistor technology developed, study
shifted from transport in three spatial dimensions to two dimensional layers of conductivity
in semiconductors in the 70s and 80s [7]. Conductive regions in semiconductors of even
smaller dimensionality have been studied since as components in nanoelectronic circuits [8]
[9].
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1.1.1 2-D Charge Localization and the Extreme Quantum Limit

A semiconductor is characterized by a full valance band with a small energy gap
separating it from the empty conduction band. Either using externally applied fields or
implanted charged impurities, the Fermi level of electrons at the heterostructure interface
can be raised above that of bulk silicon. When the electron fermi level exceeds the conduc-
tion band minimum, conductivity is induced. In MOSfet devices this is accomplished by
applying voltage to a metal gate separated from the bulk semiconductor by an insulating
oxide layer. At sufficiently low temperatures the thermal occupation of the conduction band
is minimal, and conductivity occurs only as a result of band inversion.

Si
SiO2Al

Econductance

Evalence

2DEGEfermi

Z position
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er

gy

eVg

|z0

|z1

Figure 1.1: Confinement of electrons at the Si/SiO2 interface. Top: conduction band energy
through the semiconductor heterostructure, as it crosses the Fermi level at the interface.
The fermi level of silicon is raised by eVg by an externally applied electric field. Bottom:
the first few energy levels of electrons in the 2DEG conduction band

If the electric field is applied normal to the surface of a semiconductor, the elec-
tron Fermi level will be homogeneous across the two dimensional surface defined by the
heterojunction. The fermi level will have a gradient normal to this surface, parallel to the
applied field. At appropriate field strength, this can create a conducting layer along the
surface of an otherwise insulating semiconductor (figure 1.1). The depth of the conducting
region can be controlled very precisely by the strength of the electric field, and can be made
arbitrarily small until limited by interface roughness or voltage noise.

When the depth of the conducting region is sufficiently small, spatial confinement
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causes the electron position to be quantized in the direction normal to the surface. Kx

and Ky (the electron’s wavenumbers within the conducting plane) remain good quantum
numbers, while the z direction is better described by discrete position states, |zn >. In
this case the electron gas can be said to be quasi-two dimensional, and is referred to as a
Two Dimensional Electron Gas (or 2DEG).

We can describe the wavefunctions of electrons in a semiconducting lattice as free
electrons with an effective mass which depends on the curvature of the conduction band
minimum. In three dimensions, we write

ψ3D(r) =

∫
k
Cke

i(k·r)dk =
∫
kx

∫
ky

∫
kz

C(kx, ky, kz)e
i(kxx+kyy+kzz)dxdydz (1.1)

If these electrons are constrained in one dimensions, the wavenumber in that direction is
no longer a good quantum number. In this direction, the state of the system is quantized
in position rather than momentum space.

ψ“2D”(ρ,nz) =

∫
k
Cke

i(k·ρ)dk
∑
n

Cz
n|zn〉 =

∫
kx

∫
ky

C(kx, ky)e
i(kxx+kyy)dxdy

∑
n

Cz
n|zn〉

(1.2)
The continuous quantum number kz has been replaced by the discreet quantum

number n. The energy spacing of the zn levels increases as the thickness of the conducting
sheet decreases. In some semiconductor heterojunctions at low temperatures, the conduct-
ing sheet can be made sufficiently thin that the thermal energy of electrons is too small to
populate the first excited state.

kBT << Ez1 − Ez0 (1.3)

When this condition is met (as it is in our experiments) the electron wavefunction
will not overlap with any excited state in the constrained dimension. When only the ground
state is occupied, we are left with a fully two dimensional electron system characterized by
the wavefunction below.

ψ2D(ρ) =

∫
k
Cke

i(k·ρ)dk|z0〉 =
∫
kx

∫
ky

C(kx, ky)e
i(kxx+kyy)dxdy|z0〉 (1.4)

When the population of excited states in the z direction is negligible, the conduct-
ing sheet is said to be in the extreme quantum limit, or size quantum limit. The term
2DEG is occasionally used in the literature to refer specifically to two dimensional electron
systems confined to the extreme quantum limit in the third dimension. Most quantum dots
operate in this regime.

1.1.2 1-D Conductance Constrictions and Quantum Point Contacts

After forming a 2DEG by confining electrons in the z direction, it is often useful
to limit the 2DEG’s spatial extent in the x and y directions to further reduce the dimen-
sionality of the conducting region. This can be accomplished with local electric fields from
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lithographically defined metal gates by etching away sections of the 2DEG, or by using
semiconductor nanowires as conductors [10]. At low temperatures it is possible to reach
the extreme quantum limit in this dimension as well, with all the electrons sharing a single
spatial state in the y direction.

We can write a general electron wavefunction in this regime in much the same way
as we did for a two dimensional system. As the electron is constrained, the position state
is quantized.

ψ“1D”(x,ny,nz) =

∫
kx

Ckxe
ikxxdx

∑
n

Cz
n|zn〉

∑
m

Cy
m|ym〉 (1.5)

Again, at sufficiently low temperature and tight enough constriction only the
ground state is occupied in the quantized y dimension.

ψ1D(ρ) =

∫
kx

C(kx)e
ikxxdx|z0〉|y0〉 (1.6)

Equations 1.5 and 1.6 describe a system that extends infinitely in the x direction
and is constrained in the y and z directions. The logical next step is to consider a system
that is also constrained in the x direction. We consider a one dimensional conductor with
finite length with two separate sets of boundary conditions. In the first case, the ends of the
conductor are held at fixed voltage, allowing current to flow. This describes the operation
of a Quantum Point Contact or QPC, described below. In the second case, the ends of
the conductor could admit zero current, allowing free voltage fluctuations. This describes
the operation of a quantum dot, described in the following section.

In the case of a Quantum Point Contact, a 1-dimensional conducting constriction
connects two sections of 2DEG, each held at a constant voltage. Current is allowed to cross
the constriction. These boundary conditions admit traveling wave solutions characterized
by discrete values of kx.

ψQPC(kx) =
∑
kx

C(kx)sin(kxx)|z0〉|y0〉 (1.7)

Only certain kx values are allowed due to the boundary conditions. These are
discrete quantized conduction channels. As we decrease the length of the constriction,
we increase the energy spacing of the conduction levels. For very short constrictions it is
possible to observe individual quantized conduction channels. The first functional QPC was
fabricated and measured in 1993 [11] [12].

1.1.3 Quantum Dots

Instead of connecting a finite 1D constriction to a fixed potential at either end, we
could instead isolate the ends from other conducting regions. Returning to 1.5, we would
then apply boundary conditions of zero current flow at the ends of the conductor. We
obtain the wavefunction of a two dimensional particle in a box, which roughly describes the
electrons on a quantum dot.
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In practice, quantum dots operate in the extreme quantum limit in the z direction
only, with finite spatial extent in both the x and y directions. Small quantum dots, vertical
quantum dots, and dots with very shallow potential wells can often be well approximated
by a 2-D harmonic oscillator potential. Large, well defined, lateral quantum dots are bet-
ter approximated by a circular 2-D square well potential. In either case, single particle
wavefunctions in quantum dots have one radial and one angular momentum component.

1.2 Modeling Quantum Dot Behavior

Dot 1

Left top gate

Dot 2

Ec1 Ec2

Left 
Plunger

Right
Plunger

Right top  gate
Right

Barrier  
Center
Barrier

Source 2DEGrce

Ecc1 c22E

Drain 2DEG

Left
Barrier  

Figure 1.2: Schematic showing transport through a double quantum dot. Electric field lines
are shown to emphasize the effect of metallic gates on quantum dot structure. Red regions
are metal, light blue regions are insulating oxide, and grey regions are semiconductor. Green
regions are semiconductor in which conductance has been induced by externally applied field
from the metal gates.

Quantum Dot

Source Drain

Dot 1

Drain

Dot 2

Ec1 Ec2
Source

Figure 1.3: Schematic showing transport through a single quantum dot (left) and double
quantum dot (right).

In general, to predict the behavior of a quantum dot system it is necessary to solve
Poisson’s equation,
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�2φ =
ρ

ε
(1.8)

using the metal gates as boundary conditions on which

φ = Vapplied (1.9)

to calculate the potential φ throughout the plane of the 2DEG. We then solve the
time indepedent Schrödinger Equation,[

− �2

2m
�2 +φ

]
ψ = Eψ (1.10)

with the potential phi determined from Poisson’s equation to calculate wavefunc-
tions and energy levels associated with the bound states of this potential.

For our particular device geometry we have solved these equations numerically and
we present the results in section 3.5. However, to understand and communicate about how
quantum dot devices work in general, it is useful to write down a simple analytical theory
to describe their behavior.

A quantum dot creates a potential well, trapping otherwise free electrons much
as the positive charge of an atomic nucleus does (leading some in the literature to describe
quantum dots as “artificial atoms” [13]). Quantum confinement causes strong electron-
electron interactions, creating a large energy cost to add each new electron. We call the
energy required to add one additional electron to a quantum dot containing N electrons the
charging energy En

c of the dot.

1.2.1 The Constant Interaction Approximation

Electron-electron interactions dominate the energy spectrum of most quantum
dots. For a given dot potential, there is a stable finite equilibrium number of electrons
such that the energy required to add another electron exceeds the potential energy of the
source electrons. I will show that under the constant interaction approximation, which
applies to most practical quantum dots with more than a few electrons, the charging energy
is independent of the number of electrons on the dot.

Calculating the charging energies of quantum dots in general requires solving
Schrödinger’s equation for the particular dot geometry and gate voltage profile in ques-
tion, taking into account all of the electrons on the dot including their interactions with one
another and spin degrees of freedom. For dots with more than a few electrons this becomes
a full many body problem, and is difficult or impossible to solve exactly.

To make the problem analytically tractable we make a few simplifying assumptions.
Assume each electron on the dot repulses each other electron with the same energy regardless
of geometrical constraints. Electron-electron interactions can then be characterized by a
simple capacitance C. The energy of adding an additional electron to a dot with n electrons
is given by
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Ec = En+1 − En =
e2

2Ctotal
(1.11)

where C is the total capacitance seen by electrons on the dot. We now have the dot’s
charging energy in terms of a geometrical constant C, which can be simulated or (more
commonly) determined experimentally for each dot. The capacitance C depends on the
physical geometry of the dot, which is roughly independent of the number of electrons
on the dot when the dot contains more than a few electrons. The constant interaction
approximation applies only to dots with more than 10 or so electrons.

We further assume that single electron energy levels are unchanged by electron-
electron interactions. This means that electron electron interactions are only characterized
by the Coulomb charging energy of the dot. For the lateral quantum dots we will be
discussing, the charging energy is generally 5-10 times higher than the spacing between
single particle energy levels. These two assumptions validate the constant interaction
approximation.

1.2.2 A Circuit Model of a Double Quantum Dot

Left top gate
Left 

barrier  gate
Left 

Plunger gate
Right

plunger gate
Right 

top  gate
Right

barrier  gate
Center

barrier  gate

�, N �, N

Figure 1.4: A circuit diagram representing a double quantum dot. Crossed squares with
diagonal arrows represent tunable tunnel barriers whose tunneling frequency ω depends on
the electrochemical potential μ at the barrier.

We can model a double quantum dot as an electrical circuit [14]. The device is
broken down into conducting regions, each of which is assigned a circuit element. Sections of
2DEG are assumed to act as equipotential voltage sources, supplying or absorbing electrons
as necessary with no change in electrochemical potential. These are labeled “source” and
“drain” in figure 1.4. Tunnel barriers are characterized by their tunneling frequency ω t,
which determines the timescale at which electrons tunnel across the barrier. This frequency
is determined by the electrochemical potential μ at the barrier, which can be controlled
over several orders of magnitude by varying the voltage on the nearest metallic gate.

1.2.3 Stability Diagrams

The equilibrium behavior of a double quantum dot system at zero bias can be
summarized by a mapping of the potential on each gate to the charge state of the double
dot (i.e. the numbers of electrons n and m on each dot). In equilibrium this charge state
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is fully determined by the gate voltages. Ideally, the charge state of each dot will depend
strongly on the associated plunger gate, and weakly on the voltages on each additional gate.
If we plot the charge state of the system as a function of both plunger voltages, we obtain a
stability diagram for the quantum dot system. These are also referred to as honeycomb
diagrams, because each charge state is bounded by six straight sides of degenerate charge
state, forming a tesselated hexagon pattern as shown in figure 1.5 [14] [15].

(m,n) (m+1,n)

(m+1,n+1)(m,n+1)

�L

�R (m,n) (m+1,n)

(m+1,n+1)(m,n+1)

VL

VR
(m,n)

(m+1,n)

(m+1,n+1)
(m,n+1)

VR

VL

Figure 1.5: Stability diagram for double quantum dot devices. Left: the electron popu-
lation of each uncoupled dot is determined it’s chemical potential. Middle: the electron
populations can be controlled by the two plunger gate voltages. Each plunger gate voltage
is capacitively coupled to the chemical potential of each uncoupled dot. Right: when the
two dots are coupled to one another through a finite tunnel barrier, the numbers of elec-
trons on the dots are no longer independent of one another. This leads to the characteristic
honeycomb stability diagram for double dots.

1.2.4 Hamiltonian of a Double Quantum Dot

With this model in place, we can write down a full Hamiltonian for a double
quantum dot system. This will be useful as a reference when discussing more complicated
phenomena later.

We can write the terms in the double dot hamiltonian from the Coulomb repulsion
as follows:

ĤCoulomb = Ec1
N̂(N̂ − 1)

2
+ Ec2

M̂(M̂ − 1)

2
+ EmN̂M̂ (1.12)

where N̂ is the number operator for electrons on the left dot and M̂ is the number operator
for electrons on the right dot.

From the constant interaction model of quantum dots, we can write the Coulomb
repulsion terms as

ĤCoulomb = Ec1
N̂(N̂ − 1)

2
+ Ec2

M̂(M̂ − 1)

2
+ EmN̂M̂ (1.13)

where Ecn =
e2

Cn
total

is the charging energy of the nth dot determined by the total capacitance

seen by electrons on that dot, Em is the Coulomb repulsion energy between electrons on
adjacent dots.
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The capacitive energy associated with the voltages on nearby metal control gates
is given by

Ĥgates = −N̂Ec1 + M̂Em

e

numGates∑
k=1

Cn
k V n

k − M̂Ec2 + N̂Em

e

numGates∑
k=1

Cm
k V m

k (1.14)

Tunnel barriers can each be characterized by an extra term in the Hamiltonian representing
the energy required for an electron to cross the relevant barrier. We can define creation and
annihilation operators cmi,σ and cm†

i,σ to describe the addition or removal of the ith electron
from the mth dot. We represent the tunnel barrier between the dots by its energy barrier
Bc and transmission matrix element Mi,j,σ to represent the overlap of the ith electron state
on dot 1 with the jth electron state on dot 2. In the regime of the constant interaction
approximation, M is independent of i and j, the number of electrons on each dot.

Similarly, we write the corresponding terms for the tunnel barriers between the
dots and the source/drain connections by their barrier energies BL and BR, with matrix
elements SL

i,σ and SR
i,σ for the ith electron with spin σ on the left or right dot entering or

leaving the reservoir.
The source and drain connections themselves can be modeled by electron reservoirs

at the Fermi energy. The matrix elements S
L/R
i,σ contain information about the density of

states of this idea reservoir. Calculations of these quantities are beyond the scope of this
dissertation. Using these definitions, the contribution to the Hamiltonian from electrons
passing the barriers is given by

Ĥbarriers =
∑
i,j,σ

BcMi,j,σ (c
L
i+1,σ c

R†
j,σ + cRj+1,σ c

L†)
i,σ

+
∑
k,σ

BL SL
k,σ

(
cLk + cL†k

)
+
∑
l,σ

BR SL
l,σ

(
cRl + cR†

l

) (1.15)

This expression can be simplified by assuming that only the highest energy electron on each
dot will have a nonzero transmission matrix element. If we have m electrons on the left dot
and n electrons on the right dot, and applying the constant interaction approximation, we
can write

Ĥbarriers =
∑
σ

BcMσ (c
L
m+1,σ c

R†
n,σ + cRn+1,σ c

L†)
m,σ

+
∑
σ

BL SL
m,σ

(
cLm+1 + cL†m

)
+
∑
σ

BR SL
n,σ

(
cRn+1 + cR†

n

) (1.16)

giving a total dot Hamiltonian of:
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Ĥ = ĤCoulomb + Ĥgates + Ĥbarriers

= Ec1
N̂(N̂ − 1)

2
+ Ec2

M̂(M̂ − 1)

2
+ EmN̂M̂

− N̂Ec1 + M̂Em

e
(Cg1Vg1 + CsVs)− M̂Ec2 + N̂Em

e
(Cg2Vg2 + CdVd)∑

σ

BcMm,n,σ (c
L
m+1,σ c

R†
n,σ + cRn+1,σ c

L†
m,σ)

+
∑
σ

BL SL
m,σ

(
cLm+1 + cL†m

)

+
∑
σ

BR SR
n,σ

(
cRn+1 + cR†

n

)
+ h.c.

(1.17)

1.3 Overview of Quantum Dot Research

Research in quantum dot devices dates back to the late 1980s, and has developed
over the past twenty years to explore new regimes of fabrication, operation, and measure-
ment. Electron confinement in a quantum dot structure was first observed in 1981 [16] using
CuCl nanocrystals. The single electron regime was first reached in a tunable, laterally gated
GaAs dot 19 years later [17]. This section gives an overview of successful experiments and
techniques developed to manipulate electrons in quantum dots over the past few decades.

1.3.1 2DEG Heterostructures Used for Quantum Dots
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Figure 1.6: Comparison of cross section for various quantum dot heterostructures. Left:
A cross section of a typical quantum dot in a GaAs heterostructure. Middle: A depletion
mode dot in Si/SiO2 heterostructure. Right: a simpler structure of a novel accumulation
mode silicon quantum dot, with a single metal gate layer.

The most thoroughly studied semiconductor heterostructure for quantum dot re-
search has been based on GaAs, using AlGaAs as an insulator. InGaAs is also sometimes
employed as a semiconductor in these devices. The AlGaAs layer is usually doped with
positive charge, which accumulates an electron gas on the interface below as shown in fig-
ure 1.6. This geometry requires no global accumulation gate. Depletion gates (which are
held at positive voltage to constrict electron motion within the plane of the 2DEG) are
patterned on a single metal layer above the doped insulating AlGaAs layer.

This design has consistently produced stable quantum dots. GaAs has a direct
bandgap, an isotropic effective mass (figure 1.8), and low interface roughness, which allows
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for the formation of very high mobility 2DEG at low temperatures. This high mobility
2DEG is the basis of many HEMT amplifiers [18], the leading style of cryogenic amplifier
in the microwave regime. These same properties make GaAs one of the best materials for
the formation of quantum dots. However, GaAs has significant drawbacks for quantum
information processing applications, because of its nuclear spin and piezoelectric properties
[19].
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Figure 1.7: Schematic comparing cross sections of quantum dot heterostructures based on
GaAs (top) and Si (bottom)

The silicon MOSfet architecture has been gaining interest as an quantum dot
heterostructure for quantum information research. Silicon is appealing as an abundant,
low-cost semiconductor with an entire industry devoted to its refinement and processing.
The physics and fabrication procedure of silicon MOSfets have been studied extensively [7].
Furthermore, the lack of nuclear spin in silicon makes it appealing for the formation of spin
qubits, which are discussed later in this chapter.

High quality quantum dots in silicon are more difficult to produce than in GaAs,
because the mobility of a 2DEG in silicon, typically around 104 cm

2

V s , is much smaller than

that of low temperature modulation doped GaAs, which can exceed 107 cm
2

V s . Silicon has
more interface roughness than GaAs because of lattice matching between the different semi-
conducting and insulating layers. It also has an indirect bandgap and an anisotropic effective
mass. For a long time it was unclear whether it would be possible to reach the single
electron limit in silicon, until it was recently achieved at the University of New Wales in
both single [20] and double quantum dots [21].

In “depletion mode” silicon quantum dots, silicon is topped with an insulating
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SiO2 layer. The depletion gates are deposited on an intermediate metal layer, which is
separated by a second insulating layer from the global accumulation gate which defines the
2DEG. The necessity of two separate metal layers poses significant fabrication challenges,
which have discouraged the use of this architecture.

This thesis presents measurements of a new “accumulation mode” quantum dot,
with a single metal layer, the details of which will be discussed in future chapters.

Figure 1.8: Left: Conduction band minima for bulk silicon, displaying a six fold valley
degeneracy and an anisotropic effective mass. Purple surfaces show conduction band minima
for a two dimensional sheet of conducting silicon. Right: Surface shows conduction band
minimum for GaAs, showing spherical symmetry in k-space

1.3.2 Charge Sensing

The simplest way to probe a quantum dot system is to apply a voltage across the
dot itself, from source to drain, and measure the resulting current (which is nonzero only
when the dot levels align). However, when the dot is integrated in a larger circuit, it is often
preferable to measure the number of electrons on a dot without passing current through
the dot. This is accomplished by charge sensing, or capacitively coupling the electrons
on the dot to a local sensor. Such a sensor must be highly sensitive and extremely near the
dot in order to detect the electrostatic effect of the presence of single electrons tunneling
onto the dot.

Sensitive local charge sensors are usually implemented as quantum point contacts
lithographically defined near quantum dots. A quantum point contact is an electrical device,
usually defined lithographically in a 2DEG heterostructure, in which conductance is limited
by the impedance of an effectively zero dimensional constriction. The conductance through
the constriction is quantized, and individual conductance quanta can be observed [22].
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When only a few conductance channels are open, the conductance through such a con-
striction is highly sensitive to its electromagnetic environment. Quantum point contacts
(QPCs) are fabricated and measured using exactly the same processes and techniques as
quantum dots. It is usually straightforward to integrate quantum point contacts on chip
with quantum dots. If the QPCs are placed close enough to the dots to resolve the charge
on the dot to the single electron level. QPCs adjacent to quantum dots are currently the
preferred technique for measuring charge on quantum dots. They have been shown capable
of responding to electromagentic signals in less than one picosecond [23] making them suffi-
ciently fast for any currently viable quantum computing scheme, and their contribution to
measurement dephasing is well understood [24].

1.3.3 Microwaves and Photon Assisted Tunneling

Tunneling rates between adjacent quantum dots can be tuned in-situ over a wide
frequency range, mostly in the microwave spectrum [25]. This has lead researchers to probe
quantum dots in the microwave regime since the early 1990s [26–29]. Microwave measure-
ments on quantum dots have since been used in a variety of geometries, with differing light
sources and coupling, to investigate regimes of quantum dot behavior inaccessible to low
frequency adiabatic manipulation [30–32].

The standard way to investigate excited quantum dot states at low frequency is to
introduce a finite source-drain bias window. When this window exceeds the energy spacing
of the dot levels, tunneling resonances corresponding to excited states can be observed.
However, there are often practical limitations to the size of the source drain bias window.
This technique is only effective when the level spacing of the dot is much smaller than the
charging energy. Excitation of higher energy levels through the use of photons from an
independent source lifts this restriction.

In a standard photon assisted tunneling measurement, a double quantum dot is
tuned into the Coulomb blockade regime, in which electron transport through the dot is
inhibited by Coulomb repulsion between electrons. In the presence of incident photons near
the transition frequency to the next highest unoccupied energy level of the dot, an electron
on the dot can be excited leaving an unoccupied level through which conductance can take
place. This lifts the Coulomb barrier and a tunneling resonance can occur.

One application of these microwave photon assisted quantum dot transition mea-
surements has been to investigate phonon emission in GaAs quantum dots [33]. The results
of these experiments are illuminating with respect to the nature of electron-phonon inter-
actions in reduced dimensional conductors, a topic of great relevance to the future success
of the experiment described here. Electron-phonon coupling could limit the lifetime of an
electron state used as a quantum bit. The fact that significant electron-phonon coupling
was observed and studied in GaAs confirms that Si is a better choice of material for our
quantum bit. Electron-phonon coupling in GaAs arises primarily from the material’s piezo-
electric properties [19, 34]. Silicon is not piezoelectric, so this source of electron-phonon
coupling will be absent from our experiment.

Only the most recent experiments have attempted to measure the dot using coher-
ent microwaves; most microwave experiments use relatively distant sources of microwaves
to excite transitions in the dot, leading to tunneling resonances which can be observed with
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low frequency transport measurements [35]. More recent measurements attempt to couple
trapped photons to the quantum states of electrons on the dots [36], so that the photons
themselves can carry information about the dot’s state.

1.4 Quantum Dots as Qubits

Since the late 1990s, the focus of quantum dot research has turned to applications
of quantum dots to quantum computing research. Scalability, coherence times, and readout
fidelity have become figures of merit.

1.4.1 Charge and Spin Qubits

All qubits encode quantum information in isolated two level systems. Semicon-
ductor quantum dots can be classified by the physical degree of freedom used to encode this
information. Quantum dots trap isolated electrons, so the quantum information must be
stored in the electron wavefunction. This allows either the spatial or the spin part of the
electron wavefunction to be used. If the spatial part of the wavefunction is used, the re-
sulting two level system is referred to as a charge qubit, because the spatial wavefunction
defines the charge distribution of the electron, which is what generally couples to readout
and control circuitry. If the spin portion of the wavefunction is used, the resulting system
is called a spin qubit. Spin qubits, especially in silicon, seem a promising focus of research
for scalable quantum computing schemes [37] [38].

When choosing the type of qubit to use, there is generally a tradeoff between long
lifetimes and coherence times on the one hand, and ease of control and readout on the other.
Qubits which can easily be coupled to control circuitry tend to couple more strongly to their
environments as well. Qubits which are sufficiently decoupled from their environments to
provide long lifetimes tend to be difficult to couple to control circuitry. Charge qubits tend
to fall in the former category, while spin qubits in semiconductors fall in the latter.

Charge qubits in semiconductors are relatively easy to couple with electric fields,
but tend to exhibit poor coherence properties [39]. It is difficult to achieve a coherence time
beyond 100 ns with a semiconductor charge qubit. This issue is attributed to charge traps
permeating the semiconductor and semiconductor interface. Defects or uneven potential
surfaces can trap stray electrons near the experiment. These electrons can move or tunnel
to an adjacent charge trap in response to electric fields, causing loss and/or dephasing. The
fields from charge traps couple strongly to an electron charge, but very weakly to electron
spin. Ultimately, it seems likely that this effect will prevent the adoption of any kind of
semiconductor charge qubit as a scalable quantum computing element.

Electron spin in a semiconductor, by contrast, couples very weakly to its environ-
ment (including charge noise due to charge traps)and exhibit very long coherence times [40].
A large body of theoretical work on the principles of using spins as the basis for quantum
computing motivates investigation in this area [38]. Since the beginning of the century,
experiments to measure and control electron spins on semiconductor quantum dots have
progressed rapidly [41]. Coherence times of spins in GaAs have been limited to the microsec-
ond range due to hyperfine coupling to GaAs’s nuclear spin [42]. Isotropically purified silicon
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should be completely free of this complication, allowing very long coherence times. These
long lived, coherent spin states in silicon have recently been experimentally verified, with
quantum states persisting for seconds [20].

1.4.2 Decoherence Mechanisms

Decoherence in semiconductor qubits has been the subject of rigorous study and
debate over the last few decades. Quantum dots boast some of the longest lifetimes observed
in any controllable quantum system [20], but most practical quantum dot qubit implemen-
tations decohere in under a microsecond. There are many different mechanisms contributing
to decoherence in these systems, and which mechanisms dominate varies depending on the
heterostructure and qubit properties. This section discusses several important decoherence
mechanisms relevant to understanding our design choices and interpreting our measurement
data.

The ultimate goal of our project is to create a spin qubit in silicon with integrated
microwave readout. Spins in silicon have been demonstrated to have very long coherence
times, both in theory and experiment [40,43]. Although these decoherence mechanisms are
important to evaluating and diagnosing decoherence in semiconductor qubit systems, most
of them are not drawbacks we plan to live with.

Interface roughness scattering contributes to the decoherence of semiconductor
qubits through spatial variation of the potential of the heterostructure interface on which
the 2DEG is trapped. The uneven potential surface couples electrons on the interface to
phonons in the substrate, limiting the mobility of a 2DEG and the coherence time of a
quantum dot. This effect was studied extensively in the late 20th century while developing
transistor technology. It remains a difficult effect to predict, although it is described both
by theory [44, 45] and experiment in a variety of heterostructures [44–49]. The thermal
annealing of the oxide layer described in later chapters seems to be vital to reducing interface
roughness scattering in silicon.

Coupling of electron states to the nuclear spin bath of the substrate atoms is
another important source of decoherence in semiconductor qubits. In charge qubits this is
a spin-orbit type interaction, though this is rarely considered because it is almost never the
dominant decoherence mechanism for charge qubits. A spin qubit couples to nuclear spin by
a hyperfine type interaction, which often dominates decoherence in spin qubits when nuclear
spin is present. GaAs has a nonzero net nuclear spin, and hyperfine interactions limit the
coherence times in GaAs spin qubits below 20 μs [50] [51], although recent work has extended
that to 200 μs by measuring and compensating for the effects of the nuclear spin bath [52].
Silicon has no net nuclear spin in its most common isotope, so the hyperfine interaction
in silicon spin qubits is orders of magnitude smaller. Using isotopically purified silicon,
hyperfine interactions can be rendered negligible. Without any practical or theoretical
complications due to a nuclear spin bath, spins in silicon exhibit coherence times in the
seconds.

Electron-phonon coupling is an important decoherence mechanism to consider in
any qubit formed from trapping electrons in solid state materials. Beyond the interface
potential scattering already discussed, I will discuss two primary sources of electron-phonon
interactions. The first is electron coupling to acoustic phonons through the piezoelectric
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effect. GaAs is a slightly piezoelectric material, so confining electrons can create a phonon
cavity [19, 34]. Silicon is not piezoelectric, so this particular electron-phonon interaction
does not occur in silicon.

However, electrons in silicon have an anisotropic effective mass, and a sixfold valley
degeneracy (twofold on a 2D plane), and an indirect bandgap. This is expected to contribute
to electron-phonon coupling. An indirect bandgap means that electrons at the top of the
valence band can be excited to the bottom of the conductance band through the emission or
absorption of a phonon. The valley degeneracy and anisotropic effective mass allow phonons
to couple to effective mass excitations. These mechanisms are not thoroughly characterized
either in theory or experiment. Efforts have been made to lift the valley degeneracy in
silicon to ameliorate this problem. [53]

Finally, all charge qubits in semiconductors are subject to charge noise [54]. This
noise is attributed to electrons trapped in local wells in the bulk silicon or on the Si/SiO2

interface moving or tunneling in response to applied fields. This kind of charge noise has
been studied in detail in the superconducting qubit community [55]. We expect this effect
to limit the coherence time of the silicon charge qubit described in this experiment to under
100ns. Higher coherence times can most easily be achieved by implementing a spin qubit.

1.4.3 Existing Semiconductor Qubit Readout and Control Techniques

Although readout for quantum dot qubits has increased dramatically in fidelity
and speed over the last few decades [50], it remains far slower than circuit QED techniques
and thus far remains dissipative in nature.

The state of the art quantum dot qubit readout involves a QPC connected to a
resonator with a central frequency of a few hundred kilohertz. The central frequency of this
resonator is modulated as the conductance through the QPC reacts to charging events on
the dot. This technique is fast enough to observe single charging events [56].

The spins of electrons confined on a quantum dot, especially in silicon, have demon-
strated extremely long lifetimes as qubits. There is currently no satisfactory method to
readout out electron spins on quantum dots directly, although our research points to a
possible avenue for such readout in the future. Currently, readout of semiconductor spin
qubits requires a process known as spin to charge conversion. This method relies on the
Pauli spin blockade [57]. The energy levels of a quantum dot are adiabatically manipulated
into a state in which the charge to be measured can tunnel out of the dot only through
an intermediate state which is preferentially accessible to a certain spin orientation. The
tunneling rate out of the dot becomes very different for the two spin. The spin state of the
electron is then measured based on whether or not it tunnels off of the dot.

Naturally, this process requires the electron being measured to leave the dot. Its
state cannot be monitored further. QND measurement is not a priori possible with this
spin to charge conversion readout method.

As described above, quantum point contacts vary their conductance as a function
of the charge state of a nearby quantum dots through electrostatic capacitive coupling. This
mechanism has been used for decades to measure the charge state of quantum dots isolated
from source and drain leads [22]. When the quantum dots is operated as a qubit, the utility
of this mechanism as a readout channel is limited by its speed. The time it takes to measure
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Figure 1.9: A schematic diagram of a “tank” measurement circuit for a quantum point
contact. The QPC is modeled as a variable resistor. The conductance varies with the
surrounding electromagnetic environment, and can be coupled to the qubit state.

the charge state of the dot must be significantly smaller than the lifetime and coherence
time of the quantum state of interest.

The conductance of the QPC can change on a nanosecond timescale [58]. This
is fast enough to be a very effective readout channel for qubits. However, it is in practice
quite difficult to perform fast conductance measurements in very low noise cryogenic en-
vironments. All measurement lines connecting to the experiment must be filtered to limit
their functional bandwidth and minimize electron temperature at the sample. Ordinary
conductance measurements are performed at very low frequencies, with aggressive low pass
filtering to keep the electron temperature low at the coldest stage. This makes it impossible
to see fast changes in conductance.

This problem can be solved by the use of a tank circuit, which serves a function
very similar to that of the resonator in a cQED setup. A tank circuit is essentially a type
of resonator. The QPC is arranged in series with a lumped element LC oscillator, usually
with a central frequency of a few hundred MHz. The resonant frequency will then change
quickly as a function of QPC conductance. Coaxial cables with bandpass filtering around
the resonant frequency can be used to measure this change in resonant frequency very
quickly without coupling a lot of noise into the experiment, using the same techniques we
use to readout our higher frequency cQED resonators.

This sounds very similar to the function of a resonator in a cQED setup. The
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most important difference is that resonator in a QPC tank circuit has loss engineered into
it. In fact, the loss due to the finite conductivity of the QPC channel is what carries all of
the information about the qubit state. Because this readout mechanism involves resistive
loss, there is no chance of coherently exchanging quantum information between photons in
the tank and electrons on the quantum dot.

1.5 Circuit QED

qubit
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Coupling Capacitors

Drive and Readout 

Figure 1.10: A schematic diagram of a cQED measurement circuit for the qubit in our
device. The double quantum dot is modeled as a variable capacitor. The capacitance varies
with the qubit state.

Existing readout techniques for semiconductor qubit architectures typically require
at least a few μs for a readout, and also tend to be dissipative in nature. In contrast,
readout and control techniques used in the superconducting qubit field are fast, robust, and
dispersive in nature. This type of measurement projects the system onto an eigenstate and
leaves it otherwise unchanged - that is to say, the such a measurement introduces no further
backaction beyond non-unitary projection. Measurements with this property are referred
to as Quantum Non-Demolition or QND measurements. The dispersive nature of the
readout allows for Quantum Non-Demolition readout [59]. This section explores the theory
behind standard superconducting qubit readout techniques.

A measurement is QND if the observable being measured commutes with the
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measurement Hamiltonian. In our case,

[σz, H] = 0 (1.18)

and our measurement is quantum non-demolition. In practice, this is only true if we operate
in a low noise, low temperature regime with negligible stay photon population and no ther-
mal occupation of the excited qubit state. Such requirements can be met with meticulous
control of the measurement environment.

Our readout and control techniques are based on Circuit Quantum Electrodynam-
ics, or cQED. The mathematics of Circuit QED are almost exactly analogous to Cavity
QED, used in atomic physics to describe the interaction between trapped atoms and pho-
tons in a cavity. In our case, qubits take the place of atoms, and on-chip resonators hold
photons instead of an optical cavity.

A quantum two level system coupled to a single mode of a bosonic resonator follows
the Jaynes Cumming hamiltonian:

Ĥ = �ωr(â
†â+
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2
) +

1

2
�ωqσ̂z + �g(â+ â†)(σ̂− + σ̂+) (1.19)

where ωr = 2πf0 is the central frequency of the resonator, ωq is the qubit transition
frequency, and g is the coupling strength between the qubit and resonator. We can simplify
this hamiltonian by applying the rotating wave approximation:

�g(â+ â†)(σ̂− + σ̂+) � g(âσ̂+ + â†σ̂−) (1.20)

This describes a coupled resonator dot system with arbitrary frequencies. In our
case, we aim to operate in the dispersive regime, in which the qubit and resonator
frequencies are detuned from one another significantly, so that the resonator has little to
no observable effect on the qubit unless it has a significant population. In this case, we can
apply the further approximation:
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Inserting this into 1.20, we obtain the Jaynes Cumming hamiltonian in the disper-
sive limit:
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(1.24)

This describes a system in which the resonator has an effective frequency
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ω
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which depends on the qubit state, measured by σz here. The shift in resonator frequency
when the qubit changes state is defined as

κ =
g2

Δ
(1.26)

The signal strength of the measurement can be determined by comparing this shift
with the resonator linewidth K = f0/Q, where f0 is the resonator’s central frequency, and
Q is the quality factor.

The parameter g determines the coupling strength between qubit and resonator,
and is equivalent to the Rabi flopping frequency between the two. This is the frequency
at which a qubit excitation would shift entirely into a photon if the qubit and resonator
frequencies were equal. When this Rabi frequency is greater than the frequency of photon
loss in the resonator K, the frequency of qubit relaxation Γ, or the frequency of photon loss
due to measurement γ (equal to the resonator linewidth in the overcoupled case), we have
entered the strong coupling regime. In this regime, when the qubit and resonator have
the same frequency, excitations can transfer back and forth between then multiple times
before they are lost or measured. When the frequencies are detuned (the disperive regime),
strong coupling means that a change in qubit state shifts the resonator central frequency
by more than a linewidth.

1.5.1 Fast, QND readout

Strong dispersive measurement of this type is appealing for two reasons. First,
it is very fast. Second, it allows for Quantum Non Demolition readout. Dispersive circuit
QED measurements satisfy this property, while previous quantum dot readout methods do
not.

In the strongly coupled regime, the qubit state will be fully projected by a mea-
surement of duration 1

/K, where K is the resonator linewidth. We can control this value by
the design of our coupling capacitors, limited only be the frequency of photon absorption
in the resonator. Of course, as we decrease the measurement time of the resonator, the
requirement for strong coupling becomes more stringent. For a strong dispersive measure-
ment, our readout frequency cannot exceed K, g, or the resonator loss coefficient γ defined
by the fraction of power lost internally within the resonator during one period. Given the
resonator losses observed in our experiment, we expect a minimum measurement time below
100 ns.

1.5.2 Benchmarks from the Superconducting Qubit Community

These methods have been very well developed in the superconducting qubit com-
munity, and have demonstrated far superior readout times and fidelities than any existing
semiconductor readout technique. Using this readout architecture with state of the art
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superconducting qubits, researchers have been able to probe deep into the strong coupling
regime for fast QND readout, which has lead to a wealth of interesting physics over the past
ten years [60] [61] [?].

1.5.3 Interface with other Qubit Architectures

One of the benefits of circuit QED readout is the ability to control coupling between
physically distant quantum systems. By coherently transferring quantum information from
a solid state qubit (e.g. the spin of an electron) to a photon, that photon can then be
selectively coupled to another specifically addressed quantum system. These photons live
in resonators which can span significant physical distances. These can be used to couple
distant qubits together, much like optical fibers connecting distant computing systems with
optical photons [62].

Spins in quantum dot qubits can exhibit long coherence times and may be suitable
for quantum storage [40], but do not seem to be scalable or fast enough to form the basis of
a stand alone quantum computer. The future utility of quantum dot technology will most
likely involve coupling quantum dots to other types of qubits, such as superconducting
transmon qubits. This could readily be achieved if a quantum dot qubit achieves strong
coupling with an on chip resonator.

1.6 Quantum dots coupled to resonators

In this section I review previous attempts to couple coherently electrons on quan-
tum dots to bosonic excitations in resonators. This has been attempted in a variety of
quantum dot architectures, resonator geometries, and coupling mechanisms.

The first application of a resonator to quantum dot readout is the so called RF
QPC [63]. Quantum point contacts are used for charge sensing, as described above. To
improve the measurement speed and signal to noise ration of QPC measurements, the
QPC was integrated as a resistive element in series with a lumped element LC oscillator.
QPC conductance modulates loss in the resonator, so changes in QPC conductance can be
measured by changes in the resonator’s power absorption. These measurements are much
faster than tradition QPC measurements, and use higher frequency signals which avoids 1/f
noise.

This QPC readout technique became the best existing method of reading out a
double quantum dot qubit. It is similar in principle to a circuit QED readout scheme, but
due to the relatively small capacitive coupling between the dot and the QPC constriction
it is impossible to approach the strong coupling regime in this way. Furthermore, the QPC
conductance modulates the loss in the resonator, making this a fundamentally dissipative
readout scheme. Even if strong coupling were achieved, it would be impossible to perform
QND measurements using an RF QPC.

Very recently, a few attempts have been made to couple electrons on double quan-
tum dots coherently to microwave resonators, with similar motivations as described in this
document. In 2012, a group at Princeton was able to couple an RF resonator to a double
quantum dot formed from an InAs nanowire. They achieved sufficient coupling strength



24

to perform charge sensing using the resonator [64], though they did not reach the strong
coupling regime. In the same year, researchers at ETH-Z coupled a microwave resonator to
a GaAs quantum dot [36]. They too achieved impressive and promising results but failed
to reach the strong coupling regime. To the best of our knowledge, no other attempts have
been made to form such a device in silicon.
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Chapter 2

Overview of our experiment

2.1 Circuit QED Readout of a Si Double Quantum Dot Charge
Qubit

This chapter presents an overview of the experiment presented in this dissertation,
which consists of the design, fabrication, and initial diagnostics of a double quantum dot in
silicon coupled to an on-chip microwave resonator. The intention of this chapter is to link
the disparate elements of the device and measurement setup in order to clarify how they fit
together before presenting each in detail.

The device is designed to achieve strong coupling between the photons in the
resonator and the electrons in the dot. Strong coupling would allow for control and readout
of the state of the electrons on the dot, in the style of circuit quantum electrodynamics. I
describe a plan to utilize the device as a tunable charge qubit with integrated RF readout
and control. Further, I present evidence of confinement and control of both electrons and
photons in the device. The coupling between the photons and electrons can be estimated
based on nominal and measured dot parameters, and show that it is sufficient to achieve
strong coupling. The performance of these devices remains limited by fabrication challenges.

As a qubit, the coherence time of this device is expected to be limited by charge
noise [54] [55] [39]. Prospects of upgrading this design for use as a spin qubit with excellent
expected coherence times are discussed.

We write Ψn,m or |n,m〉 to represent the double quantum dot state with n electrons
on the left dot, and m electrons on the right dot. More precisely, Ψn,m is the wavefunction of
the lowest energy (n+m) electron state satisfying the condition Ψn,m(�r1, . . . , �rn+m) = 0 for
any �rj outside the left dot and any �rk outside the right dot, where j < n and n < k < n+m
. In the hexagonal regions of the charge stability diagram the ground state of the double
dot system is Ψn,m, with a different n and m for each hexagon in the honeycomb.

On the borders of the honeycombs there is an electron which can tunnel across one
of the tunnel barriers, onto or off of the dots. The number of electrons on each dot is not well
defined on the borders of the hexagonal unit cells, so Ψn,m are no longer eigenstates of the
quantum dot system. Directly on the borders, the Ψn,m states hybridize maximally and the
eigenstates of the system are symmetric and antisymmetric combinations of these states as
shown in figure 2.4. The energy splitting between the symmetric and antisymmetric states
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Figure 2.1: Left: The average charge on each dot as a function of the difference in chemical
potential between the two dots ΔLR, with the chemical potential of each dot overlaid. Right:
The ground and first excited state energies of the double dot system. Bottom: A close up
view of the avoided crossing with which we form our qubit. Dotted red line shows the
expected charge on one of the two dots.
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Figure 2.2: Schematic showing the coupling of the double quantum dot and an electrical
resonator

is set by the tunneling frequency through the relevant barrier.

2.2 Confining Photons: A 6 GHz Coplanar Stripline Res-
onator

A transmission line is a path along which electromagnetic fields can propagate
with low loss and low dispersion. Transmission lines admit traveling wave and standing
wave solutions. For a transmission line of finite length, the standing wave solutions can act
as resonant cavities. A finite length of transmission line is mathematically identical to an
LC oscillator, with capacitance and inductance distributed along the length of the line. By
minimizing loss and noise in the transmission line we can operate this harmonic oscillator
in the quantum regime to trap and measure individual photons.

We use a coplanar stripline rather than another form of transmission line for
two reasons. Coplanar stripline offers relatively strong field confinement compared with
microstrip lines. Coplanar strip transmission lines also supports a differential mode in which
a strong field gradient is concentrated in a small volume between the strips. Our double
quantum dot qubit will couple to the electric field gradient of photons in the resonator, so
the CPS differential mode is ideal to maximize coupling.

To allow space for the metallic leads which define the dot, we must couple the dot
onto one end of the resonator. Because we are coupling to the dot electrically, we want the
dot coupled at a voltage antinode. The field strength per photon (zero point field)at the dot
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Figure 2.3: Top: Schematic diagram showing the quantum dot capacitively coupled to the
microwave resonator (green, shown as a lumped element LC circuit), with bias tee. Bottom:
The same resonator is shown as a transmission line (red), with the voltage profile overlaid
(green)

is maximized if the dot occupies the resonator’s only voltage antinode. We therefore choose
a quarter wavelength of tranmission line shorted at one end, which supports a resonant
mode with a single voltage antinode at its open end, as shown in figure 2.3.

For maximum coupling between resonator and dot, the two sides of the resonator
are connected directly to the plunger gates which define the two dots. This means that the
resonator strips must be held at separate DC voltages to control the electron populations
the two dots. To accomplish this, we use a bias tee. The “shorted” end of the transmission
line is connected by a 50 pf parallel plate capacitor fabricated on-chip. This has enough
capacitance to act as a short at RF frequencies. A DC voltage source is connected to each
resonator strip through a thin high inductance lead in series with a wirebond to the sample
holder. These have two orders of magnitude higher impedance at 6 GHz than the shorting
capacitor.

2.3 Confining Electrons: A Novel Accumulation Mode Si
Double Quantum Dot

I performed experiments on two fairly different versions of quantum dot design.
The first prototype dots were designed with separate metal layers for depletion and accu-
mulation gates. These devices were fabricated at UCLA, in collaboration with Matthew
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Figure 2.4: A unit cell of a double quantum dot stability diagram, with insets showing the
single electron ground and first excited charge states for the outermost valence electron. In
the hexagonal regions, the energy spacing is constant and equal to Ec. Along the edge in
the center of the image, the two charge states hybridize. s marks the direction in parameter
space normal to this edge, along which the voltages vary due to photons in the resonator

House and Hongwen Jiang. I will refer to these devices as UCLA dots throughout this
document.

Although some useful results were obtained from these devices, it proved difficult
to form a stable double quantum dot in this geometry. It was also a challenge to limit
dissipation of resonator photons due to the quantum dot. Furthermore, fabrication yield
suffered due to frequent shorts between metal layers. Despite these challenges, we were
eventually able to trap charge on both dots while maintaining of a resonator quality factor
above 300.

The second dot design involves a single metal layer with both depletion and ac-
cumulation gates in the same plane. These devices were designed and fabricated at UC
Berkeley EECS Department, in collaboration with Thorsten Last, Steven Wang, and Cheuk
Chi Lo under the supervision of Eli Yablonovich and Jeff Bokor. They will be referred to
as Berkeley dots throughout this document.

This geometry solves several issues with the previous dot. First, the lack of global
accumulation gate allows for complete separation between the resonator and the 2DEG,
which is difficult in GaAs based quantum dots. Second, this geometry allows for much
stronger coupling between resonator and dot than the previous design because the plunger
gates have a substantially higher capacitance participation ratio, as discussed in the follow-
ing section. Finally, the revised design employs fewer fabrication steps, making it substan-
tially easier to limit resonator losses.
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Figure 2.5: A cross sectional view of a coplanar strip transmission line, with approximate
electric field profile

2.4 Coupling Photons to the Electric Dipole Moment of the
DQD

To couple the quantum dot system to the resonator, we are interested in the two
charge states |m,n+ 1〉 and |m+ 1, n〉 corresponding to electron population m on the left
for and n on the right. When both m and n are large enough (i.e. greater than 10 or so,
usually), the constant interaction approximation is valid and the choice of m and n should
not affect the charge transitions of the dot. In this case, we can approximate the multi-
electron state Ψm+1,n describing the full wavefunction of all of the electrons on both dots,
with the single electron state of the valence electron on the left dot. Similarly, we Ψm,n+1

as the single electron wavefunction for the valence electron on the right dot. Given a choice
of m and n, let us define

|L〉 ≡ |m+ 1, n〉 (2.1)

|R〉 ≡ |m,n+ 1〉 (2.2)

By tuning the plunger gate voltages, we can control the chemical potentials of the
two dots, μL and μR. This allows us to move our dot’s state in the plane of the honeycomb
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Figure 2.6: The Berkeley dot design is shown at 3 magnifications. a) Wide view of entire
device. Resonator shown in blue box. b) Intermediate magnification view. Resonator leads
shown in red, 2DEG shown in blue. c) High magnification view of the dot structure itself.

stability diagram. When we operate the dot as a qubit, we are only interested in movement
in the direction connecting regions of |L〉 and |R〉 as ground state, shown as ŝ in figure 2.4.
Moving in this direction preserves the total charge and total energy on the double dot, but
allows tunneling of charge between dots. If we vary the dot potentials only in this direction,
it is convenient to define the difference of the potentials on the two dots:

ΔLR ≡ μL − μR (2.3)

� βL ˆVPL − βR ˆVPR (2.4)

where βL and βR are the capacitance participation ratios of the left and right plunger gates,
respectively.

βL =
CPL
L

C
∑

L

(2.5)

βR =
CPR
R

C
∑

R

(2.6)

(2.7)

Of course, μL and μR depend not only on the plunger gate voltages, but also on the voltage
applied to every other nearby metal gate. Here we are assuming that the side gates and
QPC gates are held at constant voltage, and add only a constant to ΔLR. We also assume
that the barrier gate couples to the left and right dot with equal strength because of the
bilateral symmetry of the system, keeping ΔLR independent of VU (the barrier gate voltage).
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We define the operator M̂ as the number of electrons on the left dot, and N̂ as the
number of electrons on the right dot. When we vary ΔLR, the total number of electrons on
the double dot T̂ ≡ M̂ + N̂ is conserved, and the same information is contained by M̂ and
N̂ .

If ΔLR is small, the valence electron’s ground state is split between the two dots.
The splitting is determined by the tunnel barrier between the two dots, which we charac-
terize by its tunneling time τb or corresponding energy Eb =

�

τb
.

In the ΔLR < Eb regime shown in figure 2.4b, the ground and excited state wave-
functions |g〉 and |e〉 are mixtures of |L〉 and |R〉. We define θ(ΔLR, Eb) as the mixing angle
between these states, such that

|g〉 = cos(θ) |L〉+ sin(θ) |R〉 (2.8)

|e〉 = −sin(θ) |L〉+ cos(θ) |R〉 (2.9)

(2.10)

We control ΔLR using the voltage difference between the plunger gates VPL−VPR,
and control Eb using the barrier gate voltage VU . By tuning these two parameters, we can
independently control the energy splitting Ee −Eg = �ωq and the mixing angle θ. We plan
to use these two parameters to tune the qubit’s operating point.

Photons in the resonator induce an AC electric field across the dot. To describe
the coupling between the dot and resonator, we borrow the mathematical treatment of a
microwave resonator with a superconducting cooper pair box. Following Schuster 2007 [65],
we write the operator describing the coupling of the resonator field to the dot:

Ĥc = βωr

√
e2ZC

2�
(a† + a)σ̂z (2.11)

where a and a† are raising and lowering operators of the resonator, respectively, and σz is the
pauli operator associated with the qubit charge state. Zc is the characteristic impedance of
the resonator transmission line. Cr is the equivalent resonator lumped element impedance
which can be extracted from a SPICE simulation using the resonator’s transmission line
properties [59]. β is the capacitance participation ratio for the double dot as a dipole, which
can be calculated as follows:

β � βL � βR =
CPL
L + CPR

R

C
∑

L + C
∑

R

(2.12)

We can then examine the transition dipole matrix element
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〈e| Ĥc |g〉 = βωr

√
e2ZC

2�
(a† + a) 〈g| N̂ |e〉 (2.13)

= βωr

√
e2ZC

2�
(a† + a) (−sin(θ) 〈L|+ cos(θ) 〈R|) N̂ (cos(θ) |L〉+ sin(θ) |R〉)

(2.14)

= βωr

√
e2ZC

2�
(a† + a)sin(θ)cos(θ) (2.15)

(2.16)

This matrix element has a maximum at θ = π
4 as shown in figure 2.4, which corresponds

to equal mixing between |L〉 and |R〉. This may seem counterintuitive because the classical
dipole moment between ground and excited states 〈e| N̂ |e〉 − 〈e| N̂ |e〉 is zero at this point.
Cross terms still ensure that this is operating point maximizes transitions between ground
and excited states.

We therefore choose to operate our device at θ = π
4 and ΔLR = 0. It is convenient

that at this operating point the device is insensitive to voltage noise in the ΔLR direction
to first order.

We can obtain Zr and Cr from electrodynamic simulations of our resonator de-
scribed in chapter four, and β from electrostatic simulations of our quantum dot design
described in chapter three. For our resonator, we have Zr � 100Ω and Cr � 50fF. In the
Berkeley dot design, simulations show β � 0.4. This yields a maximum coupling strength
g = 150MHz. Realistic fabrication imperfections would likely limit the practically achiev-
able coupling closer to g = 75MHz.

Assuming this value for g, and nominal resonator parameters, the requirements
for strong coupling between the dot and the resonator are very modest:

T1, T2, T
∗
2 > 15ns (2.17)

Qres > 100 (2.18)

Charge qubits in silicon have been realized with coherence times and lifetimes far
exceeding these requirements, and our resonator shows quality factors exceeding 103. The
strong coupling regime of Circuit QED should be accessible in these devices due to the
strong geometric coupling between resonator and qubit.

2.5 Potential for Future Coupling to Electron Spin

Charge based qubits are notoriously susceptible to 1
f charge noise, which seems to

be caused primarily by somewhat mysterious charge traps [55] [39]. Although our charge
qubit’s native operating point is first order insensitive to charge noise, we still expect second
order charge noise to limit the coherence time of our qubit below the microsecond level.
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The spin degree of freedom of these trapped electrons is much more thoroughly
isolated from the surrounding environment than the charge. Spins in intrinsic silicon have
exhibited lifetimes in excess of several seconds [66]. If we could strongly couple the spin of
a single electron delocalized across our double quantum dot to photons in our microwave
resonator, we would have an excellent qubit with integrated readout. This is a promising
future direction of this research.

The Bohr magneton is too small to allow us any hope of reaching the strong
coupling regime for a spin qubit simply by placing the dot near the resonator’s current
antinode. Instead, we propose to modify our existing setup by applying a highly inhomo-
geneous magnetic field across the dot. This could be accomplished by depositing a small
permanent magnet near the dot. The magnetic field gradient from the magnet would allow
the electron spin’s magnetic dipole to couple strongly to the ac electric field. This appears
to be a promising avenue for future research.
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Part II

A Novel Quantum Dot Design
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Chapter 3

Silicon Double Quantum Dot
Design and Simulation

This chapter describes the design and simulation of the double quantum dot devices
used in our experiments. Design of the first generation of devices was performed by Matthew
House and Ming Xiang of the Jiang group at UCLA, while design of the second generation
was performed by Cheuk Chi Lo and Steven Wang under the supervision of Eli Yablonovich
and Jeffrey Bokor at UC Berkeley. Simulations were performed by Loren Greenburg, Dylan
Gorman, and Hanhan Li under the supervision of K Birgitta Whaley at UC Berkeley.

1 mm

a

500 nm

c

5 �m

b

Figure 3.1: Quantum dot device in the Berkeley design. a) Optical microscope image of
entire device. Blue box encloses resonator region. Red box encloses quantum dot region.
b) Intermediate field SEM image of quantum dot region. Red shaded regions indicate
accumulation gates. Blue shaded regions are resonator leads connecting to quantum dot
plunger gates. c) Close up SEM image of quantum dot region.

It is often sufficient to extrapolate general design rules for quantum dots from
literature and common sense. In many cases, especially in GaAs dots, the parameter space
for a functional dot is large enough that an initial layout can be drawn solely based on
these qualitative design guidelines. In our experience using silicon, however, we found that
a carefully tuned gate geometry was necessary to ensure reliable dot performance. We found
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it vital to refine our design using quantitative numerical simulations described below.
The maximum size of quantum dots in silicon is smaller than that of those in GaAs.

Silicon dots also tend to perform less consistently from device to device. Both effects can be
attributed to the higher interface potential roughness and lower 2DEG mobility in silicon.
This presents design and fabrication challenges which make it more difficult to design a
viable dot in silicon than in GaAs. Quantitative simulations proved vital. The first double
dot design used in this experiment was engineered at UCLA based on designs of similar
successful double dot architectures.

Despite the similarity of the design to that of silicon dots in other experiments
which operated consistently, our initial design did not allow us to create sufficiently deep
tunnel barriers to allow trapping of more than a few electrons in each potential well. The
early devices designed and fabricated at UCLA use a two layer, depletion mode design with
a global accumulation gate covering the entire dot region. The depletion gates defining the
dot are typically deposited on a separate metal layer. After measuring many devices in this
geometry, we were unable to find a stable operating regime to form a qubit.

Numerical simulations of the performance of this dot design were subsequently
performed by the Whaley group at Berkeley. These simulations determined that the poten-
tial profile at the interface was qualitatively different from our expectations, and the tunnel
barriers were not deep enough to reach the constant interaction regime.

The Yablonovich group at Berkeley redesigned the dot with the aide of numerical
simulations, using the data we collected from UCLA devices to improve microwave charac-
teristics and maximize resonator dot coupling. The resulting design employs a novel single
layer double dot which isolates the resonator leads from the 2DEG. Devices fabricated with
this new design performed consistently with simulation when we were able to fabricate them
successfully.

3.1 Dot Dimensions

The dimensions of a quantum dot define its energy spectrum. It is easier to reach
the constant interaction regime in larger lateral dots than smaller ones, but there are various
upper bounds on dimensions of a functional dot. The two linear dimensions of a lateral
quantum dot must be smaller than the mean free path, Fermi length, and thermal de
Broglie wavelength of electrons in the 2DEG. They must also be larger than the resolution
of readily accessible lithography techniques, and preferably larger than the lengthscale of
interface roughness. To maximize the spatial resolution with which we control the potential
wells, it is helpful to make the minimum width of metallic gates (and therefore of tunnel
barriers) comparable to the thickness of the oxide layer (100 nm in our case). This size
of metal feature can be defined using a standard electron beam lithography process, and a
mean free path of 100 nm is readily accessible at electron mobilities typical of high quality
silicon MOS devices. The minimum feature size in our design is 40 nm.

Large dots tend to be well described by the constant interaction model presented
in chapter one. In high mobility GaAs heterostructures, the electron mean free path is
sufficient to allow dots as large as 500 nm. In large GaAs dots, it is common to observe
more than 30 consecutive charge states with consistent charging energy.
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In contrast, the behavior of very small dots is dominated by energy transitions
to angular momentum states. In this case, the constant interaction approximation does
not hold. Dots as small as 6 nm across have been fabricated at Delft University in the
Netherlands [67], in which eight to ten single electron angular momentum states can be
measured in a given charge state.

Dots in our design measure approximately 50 nm across, falling in an intermediate
regime. The charging energy of the Berkeley dots is approximately 50 meV. The UCLA
dots showed a variable charging energy between 100 meV and 400 meV. This indicates that
the UCLA dots were generally smaller and are variable in size.

3.2 UCLA Dot Layout

Figure 3.2: Schematic layout diagram of resonator coupled double quantum dot device in
the UCLA design. This design is very similar to the Berkeley design, but the UCLA design
incorporates six Ohmic contacts and a global accumulation gate.

The original design of the silicon double quantum dot used in our experiment was
developed by Hongwen Jiang and Matthew House at UCLA. This design employs a global
accumulation gate which is held at a positive voltage to attract electrons to the interface
underneath, to form a 2DEG. Under the accumulation gate, depletion gates in a separate
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metal layer are held at a negative voltage to repel electrons from the 2DEG underneath.
This creates insulating sections under the depletion gates within a larger conducting 2DEG
region defined by the accumulation gate. The depletion gates are used to define the dot
structure.

The UCLA quantum dot layout can be seen in figure 3.2. In this design, the double
quantum dot is defined by five metal depletion gates. Four side gates isolate a section of
2DEG, and one barrier gate separates it into two distinct dots. Two additional depletion
gates on either side of the dot define quantum point contacts as shown in figure 3.2.

Two of the side gates which define the dots are connected directly to the res-
onator’s coupled microstrip lines at the resonator’s antinode. This allows for a capacitance
participation ratio of β � 0.1. The two resonator strips are held at independent DC bias
voltages. This is accomplished using a bias tee described in chapter five. The other five
metal gates are routed to wirebond pads. The connections to these five barrier gates define
six distinct regions of 2DEG. Each of these regions is contacted by its own doped Ohmic
contact region, as shown in figure 3.2. Therefore, this design requires six measurement lines
capable of small signal measurements.

By design, all of the equilibrium properties of the dot can be measured redundantly
by tuning the gate voltages and performing three conductance measurements. Conductance
between Ohmic contacts A and B is limited by a Quantum Point Contact near the quantum
dot region, which is used as a charge sensor for the left dot. Similarly, the conductance
channel from pad E to F is limited by a second QPC, which acts as a charge sensor for the
right dot. Conductance from contact C to D measures electron transport through the dot.
We use this channel to observe Coulomb blockade behavior.

It is worth noting that during operation the entire region covered by the global
accumulation gate contains active 2DEG. In the UCLA design, this region overlaps the
resonator in a region very close to its antinode. This causes increased coupling between the
2DEG and the microwave photons, discussed in chapter four.

3.3 Berkeley Dot Layout

The second generation double quantum dot design used for this experiment was
designed by the Yablonovich group at UC Berkeley Department of Electrical Engineering.
This design simplifies both fabrication and control of the dot by using a single metal layer
for the entire dot structure. Some of the gates are biased at positive voltage to attract
electrons to the interface underneath and define 2DEG and dot regions, while others are
biased at negative voltage to repel electrons and control the height of the tunnel barriers.

The Berkeley quantum dot design is shown in figure 3.1. In this design, two paddle
shaped gates held at positive voltages define the two dots themselves. Although the metal
leads connecting to these paddles are also held at positive voltages, they are too thin and
too closely flanked by other metal gates to induce conductivity at the interface underneath.

Just as in the UCLA design, the dimensions of the dot are defined by four side gates
and one barrier gate held at low enough potential to repel electrons in the Si underneath.
Electrons are allowed to tunnel onto the dot through gaps in the side gates at the outside
edges of the dots, and between dots by tunneling under the barrier gate.
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To the left and right of the dot, positive voltage accumulation gates create source
and drain regions of 2DEG to supply electrons to the dot. Each of these regions is split by
a narrow gate, labeled QR on the right and QL on the left. These gates are tuned to create
a quantum point contact connections between adjacent sections of 2DEG which are used
for charge sensing on the adjacent dot. Electrons tunnel onto and off of the dots through
the same 2DEG regions used for QPC measurement.

On either side of the QPC gate, the 2DEG region extends to connect to the doped
Ohmic contact regions and wirebond pads. This design has a total of four Ohmic contact
regions. As in the UCLA design, conductance channels connecting pairs of Ohmic contacts
can be used for charge sensing of the two dots or electron transport through the dots. The
Berkeley design has four Ohmic contacts, and therefore requires four measurement lines
capable of sensitive low frequency measurements.

3.4 Calculating the Potential Landscape

Figure 3.3: Potential profile for the UCLA design quantum dot. The potential wells for the
two dots are not well separated.

For any given combination of gate voltages, it is possible to solve Poisson’s equa-
tion,

Δ2φ =
ρ

ε
(3.1)

using the metal gates as boundary conditions,

φ = Vapplied (3.2)

We can then obtain the electric potential throughout the plane of the Si / SiO2 interface.
Loren Greenburg, Dylan Gorman, and Hanhan Li performed this calculation Under the
supervision of K Birgitta Waley for both the Berkeley dot and the UCLA dot at realistic
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voltages, using the finite element simulation software package COMSOL. Steven Wang
repeated the calculation for the Berkeley device under the supervision of Eli Yablonovich.

The UCLA dot potential profile is shown in figure 3.3. It is clear in the figure
that the dots are not very well separated either from one another or from the source/ drain
regions. Our calculations show that the geometry of this device places an upper bound on
the depths of the tunnel barriers. This is consistent with our experience operating these
devices, presented in chapter four. This geometry does not allow for a well defined double
dot.

It does, however, allow for a large and well defined single quantum dot. We were
able to measure the characteristics of a single dot in this geometry, and to extrapolate its
charging energy. Study of the characteristics of this single dot provided us insight into
the functionality of our device. Even a single dot did not demonstrate consistent charging
performance. The plunger gate voltages had a strong effect on the size of the dot, causing
the charging energy to change as electrons were loaded onto and off of the dot. This is
consistent with a shallow dot whole lateral size varies with depletion gate voltage.

The potential profile for the Berkeley dot design in a typical operating voltage
configuration is shown in figure 3.4. Our calculations show that this design allows for a
much larger set of gate voltage configurations in which two dots are well defined than the
UCLA design allows.

3.5 Simulations of Ground and Excited State Wavefunctions

Using the potential profiles calculated in the previous section, our simulation team
solved the Schrödinger equation in two dimensions to obtain the first few single electron
wavefunctions describing the dot’s outermost valence electrons. Figure 3.4 shows the ground
and excited state wavefunctions for a double dot tuned approximately to the operating point
of our proposed qubit. Simulations confirm that the energy spacing between these levels
is tunable from zero to several hundred GHz by changing the voltage on the barrier gate.
This proved impossible in the UCLA dot design.

One electron ground and excited state wavefunctions and energy levels were cal-
culated independently by Hanhan Li and Loren Greenberg under the supervision of K
Birgitta Whaley for the UCLA dot design, and by Steven Wang under the supervision of
Eli Yablonovich for the Berkeley design. The Whaley group went further, calculating multi-
electron wavefunctions and using density functional theory to model electron baths in the
source and drain regions. These advanced simulations are not presented in this document.
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Figure 3.4: COMSOL simulation of UC Berkeley quantum dot performance for a particular
configuration of gate voltages. a) 2DEG carrier concentration. Note that the 2DEG does
not overlap with the resonator leads. b) Potential profile in the plane of the Si/SiO2

interface. White dotted box indicates the quantum dot region, zoomed in the following
three images. c) Numbers in red indicate voltages (in V) applied to each gate in this
simulation. d) Ground state wavefunction resulting from solving the Schrödinger equation
for the potential profile shown in b. e) First excited state wavefunction.
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Chapter 4

Silicon Double Quantum Dot Low
Frequency Measurement and
Characterization

This chapter describes low frequency conductance measurements performed on two
sets of silicon double quantum dot devices, which were designed and fabricated at two differ-
ent facilities. Experimental setup, data collection, and data analysis for these measurements
were performed by myself with the help of Andrew Schmidt and Ofer Naaman.

Two types of conductance measurements with different purposes are described
here. Transport measurements probe conductance across both dots in series. Electrons
pass onto and off of the dots through sections of 2DEG separated from each dot by tunable
tunnel barriers. These measurements observe Coulomb blockade phenomena, which is very
useful in characterizing the charge stability landscape of the dot. Quantum point contact
measurements probe conductance through a narrow dimensional constriction capacitively
coupled to one dot.

Both types of measurement record the current response to a small low frequency
voltage excitation between pairs of Ohmic contacts. This conductance is monitored as a
function of the voltages applied on the metallic gates that define the dot. A DC bias is
sometimes added on top of the measurement excitation, which is referred to as a source
drain bias. Details of the measurement setup, wiring, and filtering for these measurements
are discussed in chapter seven. All of the data presented in this section was collected using
a 10 μV excitation.

4.1 Single Dot Transport - Coulomb Diamonds

The UCLA dot geometry (figure 3.2) allows for the formation of one large quantum
dot, which can then be split into two smaller dots by lowering the voltage on the barrier
gate. We first formed a single quantum dot and performed transport measurements on this
dot.

We measure conductance across a single quantum dot as a function of the dot’s
plunger gate (which controls its chemical potential) and the DC bias voltage between the
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source and the drain reservoirs. In our case, we used the two depletion gates RR and RL
together as a plunger gate for the large single dot. Figure 4.1 shows a few characteristic
plots of conductance as a function of plunger gate voltage and source drain bias.

At zero source drain bias, the Coulomb blockade prevents electrons from entering
or leaving the dot unless one of the dots’ energy levels aligns with the Fermi level of the
source/drain reservoirs. As the plunger gate voltage varies, sharp conductance peaks are
separated by regions of zero conductance.

At finite source drain bias, source and drain are held at slightly different poten-
tials. Electrons tunnel across the dot whenever any of the dot’s energy levels falls between
the Fermi levels of the two reservoirs. Effectively, a source/drain bias opens a window of
conductance which grows with increasing source/drain bias. This leads to the characteris-
tic diamond shape in the conductance plots shown in figure 4.1, which are referred to as
Coulomb diamonds.

Figure 4.1: Conductance across a single large dot as a function of plunger voltage and source
drain bias. The diamonds of near-zero conductance across the middle of the plots should
be identical in size and shape for a dot of constant size in the constant interaction regime.
The two plots show a wide variation of charging energy with top gate voltage. Annotated
plot adapted from work by Matthew House.

When the source drain bias exceeds the charging energy (level spacing) Ec of the
dot, at least one dot energy level always falls between the source potential and the drain
potential. At the upper tip of the Coulomb diamond, the source drain bias is equal to
exactly Ec. The height of the diamond, which we will call ΔSD, is therefore equal to 2Ec.

The separation of conductance peaks at zero source drain bias (the width of the
Coulomb diamonds) represents the amount by which the plunger voltage must change to
alter the chemical potential of the dot by Ec. The ratio of the diamond width to the height
can tell us the capacitance participation ratio directly.



45

ΔSD = 2EC (4.1)

ΔV P =
CP

C∑EC (4.2)

ΔV P

ΔSD
=

CP

C∑ (4.3)

In the constant interaction regime we assume each electron on the dot repels each
other electron with an equal energy. In this case we would predict EC to be the same
for each electron, which would imply that each Coulomb diamond in figure 4.1 should be
identical in size and shape if the dot is operating in the constant interaction regime. This
assumption holds when there are many electrons on the dot and the dot dimensions remain
constant. Outside the constant interaction regime, EC may depend heavily on the number
of electrons on the dot.

Our data show a large variation is Coulomb diamond size. One interpretation of
this would be that the dot contains only a few electrons, so that the constant interaction
approximation does not hold. This is relatively unlikely, because it is usually difficult to
tune a dot into the single electron regime. We would expect the interface roughness of
silicon to make this especially difficult in our device.

Another more likely interpretation is indicated by the change in the shape of our
observed Coulomb diamonds. The Coulomb diamonds in our plots not only vary in size, but
show significant variation in aspect ratio. This implies that the capacitance participation
ratio of the plunger gate varies with electron number. The capacitance participation ratio
is determined only by the geometrical configuration of the dot electrons in relation to the
metal gates. Changes in the participation ratio imply that the location or shape of the dot’s
potential well is changing significantly as we vary the plunger voltage. Our plunger gates
also operate as confinement gates, so if the dot potential well is shallow, the voltages on
these gates may well change the size and shape of the dots significantly. This would explain
the variable shape of the Coulomb diamonds we observed in these dots. This property also
makes it nearly impossible to operate the dot in a stable regime.

4.2 Transport Measurements: Honeycombs and Diamonds

After performing single dot measurements, we separated our single quantum dot
into two distinct dots, and measured the conductance through them. At zero source drain
bias, we measured transport conductance across both dots as a function of plunger gate
voltage on each dot, for a given set of depletion gate voltages. When the dots are well
separated both from one another and from the source and drain, finite conductance is
allowed only when an energy level of each dot aligns both with the other dot and with the
Fermi level of the source / drain reservoirs. This occurs at the “triple points” at the corners
of the honeycomb stability diagram. The width of the conductance peaks at these points is
determined by the electron temperature and by the source drain measurement excitation.
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4.2.1 UCLA dot

We successfully tuned a UCLA device into the double dot regime, and confirmed
isolation of electrons on two separate dots, but we were unable to find a stable region of
parameter space to operate these dots reliably and trap electrons consistently.

Figure 4.2: Honeycomb transport diagram of a UCLA dot showing conductance through
both dots as a function of voltage on the two plunger gates. Isolated points of conductance
indicate that charge was localized on both dots.

The stability diagram for these dots shows that they are not operating in the
constant interaction regime. Furthermore, the dots in this geometry were unstable in the
sense that repeated measurements of the same region of gate voltage parameter space would
yield conflicting results.

From the single dot measurements presented in the last section, we learned that
the size and shape of potential wells in the UCLA quantum dot geometry depend heavily on
the plunger gate voltages, probably because the lateral size and shape of the quantum dots
are not constant. As we tune the potential up and down, regions of the Si/SiO2 interface
transition from insulating to conducting.

Both interface roughness and the presence of defects can create local charge traps
in insulating sections of 2DEG interface. These traps can fill or empty in many different con-
figurations, each creating a different electromagnetic environment. As we sweep the plunger
gates up and down to control the potential at each dot, we rearrange the configuration of
charges in these charge traps and alter the behavior of the dot.

The charge traps that are affected by changes in the plunger voltages are probably
located at the edges of the dots’ potential wells. Due to their proximity to the dot, charges
in these traps will have a strong effect on the electrostatic environment of the dot. The
presence or absence of single electron charges in these regions can change both the geometry
of the dot (and therefore its energy spectrum) and the chemical potential of the dot (and
therefore its electron population).

We would not expect to be able to observe consistent honeycombs in this case, and
indeed we failed to measure more than a few consecutive charge states in a row. We were
unable to reproduce results after sweeping voltages across even modest regions of parameter
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Figure 4.3: A wider view of the honeycomb diagram for the UCLA design shows a highly
unstable double dot. The same region of parameter space shows differently shaped honey-
combs after gate tuning.

space. Without a reliable operating point, it was difficult to test the effects of the UCLA
double dot on the coupled resonator.

Figure 4.4: Honeycomb transport diagram for a Berkeley dot, showing conductance through
both dots as a function of voltage on the two plunger gates, which control the chemical po-
tential of each dot. The isolated points of conductance confirm zero dimensional confinement
of electrons in two separate dots.

There are several factors causing our lack of reproducible stability diagrams. First,
the shallowness of the potential well makes its lateral size vary with its potential. Second,
the plunger gate has a strong effect on the dot size because it also serves as a confinement
gate defining the dot edge. Finally, the interface roughness and/or defect concentration in
these samples.

Interface roughness was a concern when initially considering silicon MOS as a
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possible architecture for this experiment. GaAs quantum dots can usually be made with a
much smoother heterostructure interface, so interface roughness is less commonly a problem
in GaAs nanostructures [47] [48] [44] [46]. Evaluating and overcoming this issue has been
one of the goals of this project.

The instability of dots in the UCLA geometry gave us an idea of the constraints
that interface roughness puts on our fabrication tolerances and geometric design. The
Berkeley design abandoned the idea of using depletion gates as plunger gates and eliminated
the global accumulation gate. The UCLA design also taught us about the coupling of the
resonator to the dot, which will be discussed in chapter six.

4.2.2 Berkeley Dot

Figure 4.5: A wider view of a honeycomb diagram for a Berkeley dot. Isolated strips of
conductance peaks are separated by large, evenly spaced regions without any conductance.

The second generation quantum dot design improved on the UCLA design in sev-
eral ways. By switching to an accumulation mode dot with a single metal layer this new
design ensured that the lateral size of the dot is determined by lithography, and is not
strongly dependent on plunger gate voltage. The barrier gate is placed directly between the
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dots, which makes it easier to separate them and opens a wider usable parameter space.
The plunger gates are placed directly above each dot to increase the capacitance partic-
ipation ratio, which helps stabilize the dot and increase their coupling to the resonator.
Finally, rigorous fabrication standards described in chapter nine helped to minimize inter-
face roughness and defect concentration. This reduced the number of charge traps affected
by changes in plunger gate voltage.

As before, we first measured transport conductance through the double dot with
zero source drain bias to obtain a honeycomb stability diagram. We found immediately
that this design allowed for far easier tuning, larger regions of stability in parameter space,
and more repeatable performance than the previous design. More than 10 honeycombs in a
row were observed with nearly identical charging energy. This demonstrates that the issues
described in the previous section were solved with the novel design.

4.3 Narrow Constriction / Extra Dot Issue

Although we could create honeycomb stability diagrams with fairly consistent
charging energy over a wide range of confinement and plunger gate voltages, we were still
unable to create consistent stability honeycombs while varying the electron number on
both dots at once. We were only able to observe strips of conductance peaks corresponding
to many adjacent charge states on one dot, separated by regions of zero conductance in
the other direction as shown in figure 4.5. As an explanation for this, we hypothesize an
unintentional third dot in our QPC constriction, which is mistakenly in the path of electrons
from the source region of 2DEG.

A third dot in series would modulate the conductance through the two dots with
a Coulomb blockade effect. The chemical potential of the third dot would vary with the
plunger gate voltage on the nearest intentional dot. Only when an energy level of the third
dot aligns with the drain Fermi level could we measure any conductance. If this hypothesis
holds, the strips of conductance peaks observed in the double dot correspond to alignment
of the third dot’s energy level with the drain voltage.

The plunger gate must have a smaller capacitance participation ratio with the
unintentional dot than with the intentional one directly underneath it. As a result, the
conductance peaks on the third dot are much more widely spaced than those corresponding
to charge states on the two intentional dots.

The extra dot hypothesis is consistent with all of our observations, and with the
geometry of the device. The shape of the QPC contact was subsequently updated and
the extraneous dot issue presumably resolved, but another viable sample has not been
successfully measured since the update.

4.4 Quantum Point Contact Measurements

Each Berkeley device includes two quantum point contact constrictions for charge
sensing of the two dots. In order to operate the QPCs as charge sensors, we must first
tune the accumulation gate voltage, the QPC depletion gate voltage, and the source drain
bias to find an operating point at which the conductance through the constriction is highly
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dependent on its electromagnetic environment. It requires some care to accomplish this
while keeping the quantum dot itself at a viable operating point.

In order to use the QPC as an effective charge sensor, a single electron tunnel-
ing onto or off of the dot must have an observable effect on the QPC conductance. We
demonstrate this level of sensitivity in the current design. Evenly spaced step functions in
the QPC conductance indicate charge transitions on the dot as shown in figure 4.7. Signal
to noise ratio is limited in this case by measurement noise, and could be readily improved
without altering the dot geometry as described in chapter seven.
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a b

c d

Figure 4.6: a) Expected transport stability diagram for a stable double quantum dot. Circles
indicate triple points at the corners of stability hexagons, where we measure finite transport
conductivity b) Regions of parameter space in which electrons from the drain are allowed
to tunnel through an unintentional extra dot onto the right dot c) Expected transport
conductance peaks for a double dot in series with an extra dot d) The expected location of
the extra dot
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Figure 4.7: Step functions in the conductance through a QPC region indicate charging
events on the dot.
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Chapter 5

Resonator design

This chapter describes the design of the resonator which serves as a photon cavity
in our experiment, and presents simulations of its behavior. The design and geometrical
layout of the dot was produced by Ofer Naaman and Irfan Siddiqi at the Quantum Nano-
electronics Laboratory at UC Berkeley. Modeling of the resonator performance in response
to a change in qubit state, and simulations of the effects of design changes on the resonator,
were performed by Ofer Naaman and myself. Analysis of loss mechanisms was performed
by Andrew Schmidt and myself.

We begin by choosing a practical central frequency for our resonator. This choice
determines the range of qubit frequencies we can measure efficiently. The bandwidth of our
equipment and the range of transition frequencies we expect to be able to form in our qubit
motivated a choice of central frequency around 6 GHz.

5.1 Resonator Geometry

Resonators in electrical circuits fall into two categories: lumped element resonators
and transmission line resonators. Our resonator geometry is chosen to maximize coupling
to the quantum dot charge state for fast qubit control. The spatial distribution of the
electromagnetic field resulting from photons in a resonator is important both for minimizing
loss in the resonator and for maximizing coupling strength to the dot. Strongly confined
fields lead to high zero point voltages, maximizing coupling to the qubit. Specifically, we
want to maximize the zero point field gradient of the resonator at the quantum dot location.

Our qubit is designed to use electrical (capacitive) rather than magnetic (induc-
tive) coupling. Strong magnetic coupling of an electron spin to a planar resonator in this
frequency range is impractical due to the strength of zero point magnetic fields and the size
of the Bohr magneton. We aim for capacitive coupling of the resonator to the electric dipole
formed by the qubit’s charge degree of freedom. The charge state couples to differential
electric fields, so we want to choose a transmission line geometry with a tightly confined
field gradient. A coplanar stripline geometry creates a strong zero point field gradient con-
centrated in a small region between the resonator strips. A shorted quarter wavelength
resonator design confines its strongest fields to a single voltage antinode which is readily
accessible to quantum dot bias leads.
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Attempts to couple more common coplanar waveguide resonators to quantum dot
charge states [68] have failed to achieve strong coupling. Our resonator geometry creates a
significantly larger zero point field gradient at the dot location than similarly sized coplanar
waveguide resonators. The resonator in our device is specifically designed to be capable of
reaching the strong coupling regime with the qubit. Calculations of expected coupling
strength can be found in chapter three. Fabrication and measurement challenges have
forbidden direct measurement of coupling strength in this design so far, but the resonator
parameters and the capacitive participation ratio of the plunger gates confirm that the
strong coupling regime should be possible in this design.

A shorted CPS resonator supports two sets of modes. Common modes have equal
voltages at each point on the two strips, and differential modes have opposite voltages on
each strip at each point. We want to populate only the lowest differential mode, which
has a frequency around 6 GHz by design. We must take care to minimize coupling to the
resonator’s lowest common mode, with a frequency of 5.15 Ghz. To first order, the photons
in the resonator’s common mode do not couple to the quantum dot charge states or to
photons in the resonator’s differential mode. Nonetheless, significant photon populations in
the common mode can add noise to the experiment and can affect loss and decoherence in
both the resonator and the dot through higher order processes.

5.2 Modeling the Resonator

We choose the central frequency f0 based on our qubit’s intended frequency range
and the bandwidth of our measurement instrumentation. The impedance Z0 of the trans-
mission line which forms the resonator sets the overall size of the resonator. The design
of the resonator itself is fully determined by these two parameters. We then set the cou-
pling between the resonator and the measurement transmission lines. If we can minimize
internal resonator losses, the linewidth of the resonator is determined by this coupling.
This linewidth determines the time it takes to extract information from the resonator. The
design of the coupling capacitors to achieve a given linewidth is discussed below.

We can choose which sets of variables we use to characterize the behavior of our
resonator. The most familiar form to describe an electrical resonator is a lumped element
LC circuit with either a parallel or series resistance to account for loss. In this case the
relevant design parameters are the component values L, R, and C. It is also often useful
to describe such a resonator in terms of the central frequency f0 =

1
2π

√
LC

and the quality

factor Q. Equivalently, we can describe the resonator in terms of the parameters of a
shorted quarter wavelength section of idealized single mode transmission line. This form
better describes the physical form our resonator design takes. In this case, the relevant
design parameters are the characteristic impedance Zo, the electrical wavelength β, and
the loss tangent α. These three parameters contain the same information about resonator
behavior as R, L, and C values of a lumped element resonator. We can extract f0 and Q
in terms of these parameters as well.

The two models are of course mathematically identical. Both describe a loaded
harmonic oscillator. We can use any three independent parameters to fully describe the
resonator behavior.



56

Quantum
 Dot

RF Drive

Quantum
 Dot

Shorted quarter wavelength 
6 GHz coplanar stripline resonator

RF Drive
Node

Antinode

RMS voltage profile

Figure 5.1: Top: Schematic diagram showing the quantum dot capacitively coupled to the
microwave resonator (green, shown as a lumped element LC circuit), with bias tee. Bottom:
The same resonator is shown as a transmission line (red), with the voltage profile overlaid
(green)

In either model, the coupling strength to the measurement lines introduces an
extra parameter. The coupling capacitance Cc, the external quality factor Qext, or the
constant K defined in Cavity QED, equivalently describe this coupling strength.

5.3 Resonator Design Parameters

When we have an idea of our resonator design values in any parameter system,
we determine the transmission line parameters corresponding to that resonator. We then
use the simulation software TXLine distributed by AWR Inc. to find the basic physical
dimensions of a transmission line with these characteristics. These dimensions form the
basis for an initial resonator layout.

A simple geometrical layout for the resonator is drawn based on the dimensions
suggested by TXline. We import the layout files into AWR Microwave Office simulation
software. This software solves Maxwell’s equations using a finite element solver. Given
the three dimensional geometry of our devices and the electrical properties of the relevant
materials (including the input/output port), the simulation software determines the full
electromagnetic response of the sample to an input drive tone at a given frequency. This
includes the relative magnitude and phase of the resulting tone traveling back up the trans-
mission line. This is our output tone, and it will ultimately contain information about the
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state of our quantum system. The simulation software can extract the complex reflection
coefficient, defined as the ratio of the output to input tones, of a given resonator geometry
as a function of frequency.

We can use the simulation results as a guide to refine the geometry. This simulation
includes nearly all features in the final design, including dielectric response of silicon and
oxide layers, a meander in the transmission line, the RF short capacitor, the quantum
dot gate leads, the coupling capacitors, wirebonds, and an idealized version of the 180
degree hybrid which converts a differential signal to a single ended one to couple to a
coaxial transmission line. The simulation can be extended to predict the effects of parasitic
coupling to other nearby dot gates and Ohmic contacts. We use the reflection coefficient
from this simulation to determine the resonator linewidth, and modify design parameters
to ensure that the predicted response will be easily measurable.

Figure 5.2: A cross sectional view of a coplanar strip transmission line, with approximate
electric field profile.

We simulate the resonator response to the double quantum dot state using a very
rudimentary toy model of the quantum dot behavior. Classically, the ground and excited
states of the dot have different susceptibility. In effect, the ground state of the qubit has
a different capacitance than the excited state. We should be able to tune the capacitance
shift by changing the barrier gate voltage on the dot. We estimate that we can achieve a
capacitance shift between states of at least 1 aF and probably closer to 50 aF based on data
from experiments in GaAs at Harvard dots [50]. In our resonator simulation in Microwave
Office, we add a variable capacitor in parallel to our resonator and simulate the shift in
lineshape as the capacitance changes by 10 aF. Our simulations confirm that we should be
able to achieve strong coupling between the resonator and qubit.

5.4 RF short and bias tee

Our quantum dot aims to maximize coupling to the resonator by connecting the
dots’ plunger gates directly to the resonator strips at the voltage antinode. Photons in the
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Figure 5.3: An optical microscpe image of the RF short on the end of our resonator

resonator create a differential voltage excitation between the the plunger gates of the two
dots.

The need to hold the resonator strips at different DC voltages presents a chal-
lenge to resonator design. The DC potentials of the plunger gates determine the chemical
potentials of the two dots, so the plunger gate voltages must be controlled independently
to operate the system as a double dot. However, our resonator design demands a low
impedance connection between the two leads at the voltage node (figure 5.1). We solve this
problem using an on chip bias tee. The two resonator strips are connected at the voltage
node using a 40 pF parallel plate capacitor. Each resonator strip is connected to a large
metal pad. An oxide layer is deposited on top of it, and a large metal pad on another layer
completes the capacitor. Fabrication details are presented in chapter nine.

A 40 pF capacitor at 6 GHz has an impedance of 0.6 Ω. This is much lower than
both the characteristic impedance of the resonator, nominally 120 Ω, and the impedance
of the DC leads. If we make the conservative estimate that the wirebond in series with
the long thin DC connection between the bond pad and the RF short capacitor combine to
at least 5 nH of inductance, which corresponds to 190 Ω of impedance at 6 GHz. This is
several orders of magnitude higher than our capacitance impedance, which shows that our
capacitive connection will indeed act as a short at 6 Ghz.

We confirmed this experimentally by measuring the same resonator with the DC
wirebond pads open and floating on different experimental runs. We observed no change in
resonator performance whatsoever.

5.5 Coupling Capacitors

The resonator is coupled to the RF drive and readout lines using an on-chip finger
capacitor. The capacitance of this finger determines the external quality factor Qext or,
equivalently, the constant κ from cavity QED notation. Both of these characterize the
coupling of the resonator of the measurement lines. If internal losses in the resonator are
small enough that a photon is much more likely to exit the resonator through the coupling
capacitors than any other mechanism, then we say that the resonator is overcoupled. In
this case, Qtotal ≈ Qext << Qint and K is simply the linewidth of the resonance.

By changing the design of the coupling capacitors, we can set K to a convenient
value for efficient readout. If K is too small (Qext too large), only a small percentage of
photons in the drive tone will enter the resonator, and only a small proportion of photons in
the resonator will exit to be measured. The signal will be very weak in that case, and it will
be necessary to average for a long time to resolve a change in qubit state. If K is too large,
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the linewidth of the resonator will be larger than the frequency shift due to change in qubit
state, and we will lose measurement resolution. It has been shown that in a straightforward
dispersive cavity QED readout, signal to noise is maximized when K is approximately equal
to the κ, the frequency shift due to a change in qubit state [59].

The frequency shift χ is given by g2

Δ , where g is the coupling strength between
the resonator and qubit and Δ is the frequency difference between the resonator and qubit.
We should be able to tune Δ in situ by varying the barrier gate voltage. We attempt to
maximize g by design to ensure strong coupling.

Based on our estimates for the qubit resonator coupling g and our group’s ex-
perience with other circuit QED measurement setups, we aim to work at a detuning of
approximately 1 GHz. Using a conservative estimate we believe we can achieve a g of 20
MHz. We expect κ to be approximately 400 kHz. To maximize signal to noise we could
choose K equal to κ, which would require a Qext of approximately 11,000. Although this
value of K maximizes signal to noise in an ideal setup, dispersive readout is possible with
a fairly wide range of K values. When internal resonator loss is significant (as it has been
in our devices), we must satisfy the additional requirement Qext < Qint. This defines an
overcoupled resonator - a resonator in which more photons are measured than are absorbed
internally. An overcoupled resonator is a prerequisite to entering the strong coupling regime.
In our case it was necessary to decrease Qext (increase K) below the ideal value above in
order to achieve this.

5.6 Sources of Loss

The resonators on our devices which we coupled to active quantum dot struc-
tures showed significantly lower internal quality factors than identical resonators fabricated
directly on silicon with no other nearby metallic gates or doped regions. This indicates
that something about the quantum dot or its fabrication process introduces significant mi-
crowave losses around 6 GHz which couple to the resonator. Many iterations of updates to
the experimental apparatus and fabrication procedure were able to mitigate these losses to
a large extent, but further improvement is necessary. Several of our design upgrades are
described below, along with speculation about possible sources of loss which have not yet
been addressed.

5.6.1 Oxide layers

We use two insulating oxide layers near the resonator region in our fabrication
process. Microwave absorption in these oxide layers arises both from dielectric loss and
from the presence of defects. Bulk dielectric losses follow well established models, and are
negligible in comparison with the losses we have observed in our devices. Defects can act as
two level systems which absorb resonator photons if they are near enough to occupy regions
of nonzero field. Defects dominate the microwave loss in oxide layers in our devices.

Not all oxide layers are created equal. Thermal oxides tend to have fewer defects
than deposited oxides. The thermally grown oxide used to create the 2DEG interface and to
insulate the 2DEG from the metal control gates must have high purity in order to support
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a high mobility 2DEG. Oxides grown in this manner have been shown to have very few
defects, and microwave losses tend to be dominated by dielectric loss.

The oxide layer which separates the plates of the resonator’s large shorting capac-
itor is deposited, not thermally grown. In UCLA devices, this oxide was deposited using
atomic layer deposition, while Berkeley devices used chemical vapor deposition. CVD oxides
have relatively high defect densities and microwave absorptivity.

An early resonator design let this CVD oxide layer extend beyond the shorting
capacitor to overlap a large portion of the resonator and quantum dot structure, with the
intention of protecting against ESD damage. These devices had too much internal resonator
loss even to observe a resonance. We have not determined the precise loss characteristics
of CVD oxides layers, but clearly they are significant on the scale of this experiment if the
oxide overlaps resonator fields.

A

Si Substrate
+v -v

SiO2 
Aluminum Top Gate

600 �m

100 nm

20 nm

Sample Holder Copper Substrate

A
+v -v

VT=0

A
+v -v

VT = 1.8V

Figure 5.4: Top: Cross sectional view of a coplanar strip transmission line near the antinode
in the UCLA dot design, in the region in which the accumulation gate overlaps the resonator
leads. Approximate field profile is drawn, showing field concentrated between resonator
paddles and top gate. Figure not to scale. Bottom left: Close up of the resonator strip
region when the accumulation gate is unbiased. Defects in the area of concentrated charge
can absorb microwave power from dipole interactions. Bottom left: Close up of the resonator
strip region when the accumulation gate biased. Defects in the area of concentrated charge
are polarized, decreasing their absorptivity.

In the current design, we expect losses in this oxide layer to be small because the
oxide is geometrically isolated from the fields of photons in the resonator. The CVD oxide is
confined to the space between the capacitor plates which form the resonator’s voltage node.



61

These plates remain at the same voltage at all times, so there should be negligible electric
field within the CVD oxide. We have not determined the extent to which nonidealities
in resonator design cause resonator photons to couple to this lossy oxide, but it does not
appear to limit the resonator quality in our measurements.

5.6.2 Ohmic contacts

The Ohmic contacts require titanium and gold to be deposited on heavily doped
silicon in order to contact the 2DEG interface reliably. Normal metals such as gold absorb
microwave photons, and should generally be placed far away from the resonator to avoid
absorbing resonator photons. We moved the Ohmic contacts several times in our design
steps in an effort to minimize coupling with resonator photons.

5.6.3 2DEG

Photon absorption by a two dimensional free electron gas was recently studied
experimentally in the optical regime at Lawrence Berkeley National Laboratory [69]. This
study directly measured absorption caused by photons exciting higher conduction bands
and subbands. Theory predicted that the microwave absorption would also be quantized in
this regime, and would be given by a relation independent of the type of 2DEG constraining
the electrons. Absorption in a two dimensional conductive sheet was found to be quantized
for each set of interband transitions, consistent with theoretical predictions. Because these
results are predicted to be independent of 2DEG heterostructure, presumably the same
effect is at play to some extent in our quantum dot devices. Inter-subband transition
energies would vary with accumulation gate voltage, which could lead to complex absorption
phenomena. It is unlikely that this effect makes a strong contribution to the microwave
absorption we observed in our devices, based on the energy scale of inter-subband transitions
and the frequency range of the photons in our resonator. Nonetheless, this could be an
important effect to consider for future study of such systems, especially if operated in
somewhat different regimes.
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Chapter 6

Resonator Measurement and
Fitting

This chapter presents the results of microwave reflectance measurements of the res-
onators in our devices. The measurements presented here were performed by me personally,
including measurement setup, data collection, and analysis.

It is straightforward to fabricate a superconducting transmission line resonator
with quality factor exceeding 105 at high power, if the resonator is printed on bare silicon
with minimal processing and only very simple devices attached. Each additional fabrication
step degrades the quality of the resonator to some degree. Quantum dot structures require
a complicated fabrication procedure with many processing steps which inevitably degrade
the quality of the nearby cofabricated resonator to some degree. Ohmic contacts require
multiple processing steps including phosphorous doping, which can affect the microwave
absorptivity of the entire wafer.

Initially, fabrication of the quantum dot structure rendered the resonator com-
pletely nonfunctional. After many design iterations, we achieved a quality factor of 103

with active quantum dot structure attached. This is high enough to form a qubit and reach
the strong coupling regime with our qubit design. Nonetheless, the observed resonator
losses are too high to maximize qubit readout efficiency. It will be necessary to improve the
loss characteristics of the resonator if this architecture is to be used for more complicated
photon qubit operations of interest to the quantum information community.

6.1 Resonator Performance Without Coupled Quantum Dot
Structure

We expected from the earliest design stage that the resonator would be affected
by the quantum dot structure in ways that our simulations would not account for. The
many processing steps and nest of connections necessary to form and operate the dot can
interact with the resonator in complicated ways. It was necessary to study the effects of
various device features on the resonator experimentally.

We fabricated several resonator prototypes with the quantum dot structure omit-
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Figure 6.1: Microwave response of a resonator fabricated in the UCLA facilities with RF
bias tee deposited but no quantum dot structure attached. Colors indicate measurements
taken with DC bias pads for each resonator strip floating and bonded to ground.

ted in order to separate the effects of the dot from any other unexpected issues with the
resonator. We designed and fabricated a series of measurable resonators each with pro-
gressively more fabrication steps applied in an attempt to isolate the effects of each design
element on the resonator performance.

We found the resonator performance to be sensitive to each of the processing steps
applied to the wafer. The effects of each step were inconsistent from device to device, making
it very difficult for us to separate and address them all individually. I present here the few
quantitative and many qualitative conclusions that one can draw from our measurements.

Our first step was to deposit a simple version of the resonant structure as a single
layer of aluminum directly on to bare, unprocessed silicon. The simplified design of this
test resonator replaced the RF shunt capacitor at the resonator’s voltage node with a direct
superconducting connection. We measured the characteristics of this test resonator both in
our dedicated measurement setup and in a separate dilution refrigerator with an entirely
independent measurement setup. We were able to achieve internal quality factors in excess
of 60,000. This shows that the basic geometry of our resonator is capable of operating with
low losses.

The agreement between the measured performance of a high quality resonator
in our dilution refrigerator and in another independent setup is significant. This verifies
that our measurement setup is capable of measuring a high quality resonance, proving the
efficacy of the filtering and sample box design efforts described in the following chapter.

In our next test, we added a shorting capacitor with deposited oxide layer and
wirebond pads, but did not add a quantum dot structure or Ohmic contacts. We measured
this resonator as a function of temperature in a He3 refrigerator. The resonator losses
decreased with temperature, as shown in figures 6.2. We first observe a resonance near
the superconducting transition temperature of aluminum. Near the transition, there is still
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Figure 6.2: Temperature dependence of the internal quality factor of a resonator fabricated
in the UCLA facilities without any quantum dot attached.

significant loss in the metal itself and the resonator is severely undercoupled. At lower
temperatures, the internal quality factor increases rapidly as the metal goes completely
superconducting and other loss mechanisms continue to freeze out. At approximately 500
mK, the resonator passed through critical coupling in which all of the incident photons
enter the resonator. Below this temperature, the resonator showed a clearly overcoupled
lineshape.

In order to confirm that the resonator’s performance is independent of the impedance
on the DC bias bond pads, we measured the resonator twice with the bond pads open and
shorted. There was no observable change in resonance behavior, as shown in figure 6.1.

In this test device we used atomic layer deposition (ALD) to form the insulating
oxide layer for the RF short at the voltage node. Later devices fabricated at Berkeley used
chemical vapor deposition (CVD) for this oxide layer. The change was due to equipment
availability at new fabrication facilities. ALD oxide layers are generally more uniform and
therefore less prone to microwave losses than CVD oxide layers, so we would expect devices
fabricated with ALD oxide to exhibit superior quality factors. We were not able to measure
a resonator with CVD oxide shorting capacitor without a cofabricated quantum dot due to
fabrication challenges, so we cannot make a direct comparison between devices using the two
types of oxide layers for the shorting capacitor. We do not expect the resonator performance
to be significantly affected by losses in the shorting capacitor oxide, because this oxide layer
is confined to the resonator’s voltage node. However, we have not experimentally ruled out
the possibility that the change from ALD to CVD oxide introduces resonator losses.
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Figure 6.3: Left: Initial Ohmic contact layout for Berkeley quantum dot. Right: Updated
Ohmic contact layout with 2DEG area carefully limited.

6.2 Resonator Performance with Coupled Quantum Dot Struc-
ture

As we expected, resonators with cofabricated quantum dot structures showed much
higher microwave losses than those with no dot attached. Several iterations of fabrication
process redesign were necessary before we could even observe a resonance in quantum dot
devices. Based on the sensitivity of our measurement, we could observe a resonance with a
quality factor above 20.

We took several steps to decrease the dissipation that the quantum dot causes in
our resonator. Together these steps were sufficient to achieve a quality factor consistent
with the strong coupling regime. We were unable to determine the relative importance of
each step, only their combined effect.

First, we altered the shape and position of the Ohmic contact regions. We moved
the bond pads for the contacts to the outside of the device in order to prevent accidental
wirebond shorts. More importantly, we reduced the area of covered by the source and drain
2DEG regions. These regions of 2DEG reside near the resonator leads at the antinode, where
the resonator field is strongest. The new design carefully minimizes resonator coupling to
the drain and source 2DEG and their accumulation gates.

We also reduced the size of the wirebond pads which connect the RF drive to
the resonator. The pads were originally designed with dimensions of 20μm × 300μm with
the intention of separating the wirebonds from the resonator fields without introducing
significant impedance. Simulations showed that bond pads of this size exhibit parasitic
coupling with the 2DEG and Ohmic contact regions. We reduced the size of the bond pads
in both dimensions, which reduced the length scale of parasitic coupling.

With these modifications in place we were able to achieve quality factors high
enough to measure the resonator characteristics. We measured resonators coupled to quan-
tum dots in both the UCLA and Berkeley designs.

In the case of the UCLA dot, the resonator losses were too strong and the resonator
dot coupling factor g too small to achieve strong coupling between the resonator and the
quantum dot. In this design, the resonator coupled strongly to the 2DEG outside the dot
structure, overwhelming the coupling to the few valence electrons on the dot itself. Details
of the resonator 2DEG interaction are presented in the next section. Because of these effects
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Figure 6.4: Left: Initial design of RF bondpads. Right: Updated RF bondpad design with
smaller pads to avoid shorten the length scale of spurious coupling

Figure 6.5: Resonator response with coupled quantum dot structure in the Berkeley design.
Three parameter complex Lorentzian fit results are overlaid.

and the instability of the charge states of the UCLA dots, we were unable to observe charge
transitions using the resonator in this design.

The Berkeley resonator shows an internal quality factor of over 1000 at low tem-
peratures. We estimate that we will be able to achieve a g in excess of 20 MHz for the
Berkeley devices, which leads to the requirement Qint > 300 for strong coupling. This
requirement is easily satisfied by our resonator.

The measured lineshape of the most recent resonator designs show no significant
dependence on incident microwave power. This implies that the losses in the resonator were
not primarily caused by two level systems, which tend to saturate at high microwave power.
Interestingly, the resonators in the UCLA geometry did show a significant power dependence
when coupled to a quantum dot. Evidently two level systems contribute significantly to
resonator loss in the UCLA geometry and not the Berkeley geometry.

Very likely, the two level systems which couple most strongly to the resonator in
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the UCLA device are located in the insulating oxide between the resonator strips and the
accumulation gate which overlaps the resonator near the dot structure. This overlap con-
centrates resonator fields in the oxide layer. The Berkeley device has no overlap between the
resonator leads and the accumulation gate, which may explain why two level systems do not
appear to couple strongly. This theory is supported by the fact that resonators fabricated
at the UCLA facilities with the quantum dot structure omitted showed no significant power
dependence.

6.3 Fitting Resonator Data

After measuring the complex reflection coefficient Γ of the resonator, we would like
to extract the resonator parameters f0, Qint, and Qext to compare them to design values.
The reflection coefficient is given by:

Γ =
Zres − Z0

Zres + Z0
=
1− Z0Yres
1 + Z)Yres

(6.1)

The admittance of a resonator with a coupling capacitor is characterized by four parameters:

Yres(R,C,L,Cc) =

(
1

1
R + iωC − iL

ω

− i

ω
Cc

)−1

(6.2)

In practice, it is difficult to fit data to this model consistently. The three param-
eters f0, Qext, and Qint describe the shape of the function very accurately within several
linewidths of the central frequency. Any fourth independent parameter can refine the ac-
curacy of the fit only on the tails of the function, several linewidths away from the central
frequency. Experimental data is generally noisier in these regions, which causes four param-
eter fits to diverge. In our case, the fourth parameter would contain information about the
relative magnitudes of the resonator loss and its characteristic impedance Z0. This ratio
affects the physical size of the resonator and could change the design requirements of the
coupling capacitors, but does not significantly affect the performance of the resonator in
our measurements. We have some design freedom in our resonator without changing its
behavior measurably.

In any case, if the data can be well characterized by a three parameter fit, it will
be inefficient to attempt to fit the data to any four parameter model. It remains to select
a three parameter model which describes the data accurately. The simplest such model is
a complex Lorentzian [65]. We approximate

Yres ≈ 1

R
+ i

2Qint(f − f0)

Rf0
(6.3)

Inserting this into Equation 6.1, we obtain a simpler form for our complex reflection coeffi-
cient:
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Figure 6.6: Power dependence of the quality factor of a UCLA resonator

Γ = A

(
1 +

i(f − f0)

b

)−1

− 1

where:

A = 2
Qint

Qext

(
Qint

Qext
+ 1

)−1

b =
f0

(
Qint

Qext
+ 1

)
2Qint

To account for realistic measurement parameters, we include two additional fit pa-
rameters to account for attenuation, amplification, and electrical delay on the measurement
lines leading to the resonator. These are an overall gain factor h and a phase factor φ,
defined as follows:

Γ = heiφ

(
A

(
1 +

i(f − f0)

b

)−1

− 1

)
(6.4)

These parameters are of no relevance to the physical properties of the resonator
itself, but they account for nonidealities in the measurement lines. Introducing these param-
eters improves the accuracy of the extracted fit parameters without significantly increasing
computation time as they vary very little from one fit to the next.

We used this functional form to extract the parameters of all of our measured
resonators using a nonlinear least squares fitting algorithm.
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6.4 Resonator Response to 2DEG Coupling

The resonator lineshape of the UCLA quantum dot changed significantly as we
applied a positive voltage to the accumulation gate. Resonator central frequency and quality
factor both changed non-monotonically in response to the top gate voltage, as shown in
figure 6.7. This interesting phenomenon merits investigation, as it can teach us about the
formation of the 2DEG and its microwave properties at different carrier densities.

In the UCLA quantum dot design, the accumulation gate overlaps the resonator
strips. This means 2DEG electrons come close to the resonator fields as the accumulation
gate turns on. It is likely that coupling to the nearby 2DEG is responsible for some of
the resonator’s response. Nonetheless, we did not expect any resonator parameter to vary
non-monotonically with the accumulation gate voltage. In order to explore the causes of
this phenomenon, we consider several mechanisms by which the accumulation gate voltage
may affect resonator response.

6.4.1 Dipole Polarization

In the region of the resonator overlapping with the global accumulation gate, the
EM fields of photons in the resonator are concentrated between the resonator strips and the
accumulation gate. The accumulation gate is a factor of 100 closer to the resonator strips
than it is to the backplane formed by the sampled holder, so the field concentration in this
region is much more intense than in any other part of the resonator. Defects in this region
of oxide couple much more strongly to the resonator than in any other section of oxide, and
cause proportionally higher loss.

These defects can be modeled as dipole moments free to rotate. Photons in the
resonator cause high frequency electric fields, which cause these dipole moments to rotate.
When a positive DC bias voltage is applied to the global accumulation gate, the dipoles are
polarized by the strong DC electric field. When the DC field is significantly larger than the
AC field, resonator photons no longer cause the dipoles to rotate significantly. As a result,
the loss decreases due to absorption from these defects.

6.4.2 Charge Trap Submersion

The Si/SiO2 interface where the 2DEG is formed always has a finite interface
roughness (spatial variation in potential). When the 2DEG is not active, individual charges
can be trapped in unintentional potential wells due to the interface roughness. Often the
trapped charges can move between adjacent traps in response to applied fields. These
trapped charges likely contribute significantly to loss in the resonator at low accumulation
gate voltage.

When the 2DEG is activated, the charge traps are submerged in the conduction
band. All of the traps are filled, and electrons jumping between traps no longer cause
significant loss. We would expect this effect to decrease the resonator loss with increasing
accumulation gate voltage. This can partially explain the resonator response to accumula-
tion gate voltage.
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Figure 6.7: Resonator reflection response as a function of accumulation gate voltage (color)
on three different UCLA devices. Phase response is shown on the left, magnitude on the
right. Each row shows a different device, with increasing quality factor.
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Figure 6.8: Response of resonance parameters to top gate voltage at various temperatures.
Left: Resonator central frequency response to accumulation gate voltage. Right: Fraction
of incident power reflected on resonance as a function of accumulation gate voltage

6.4.3 2DEG resistive loss

The momentum states of electrons on the 2DEG can couple to electric fields the
resonator which overlap the 2DEG region. Finite electrical resistance in the 2DEG would
then dissipate energy from the resonator. The sheet resistance of a 2DEG is determined by
its mobility μ, and its carrier concentration n. [44]

We would expect the conductivity of the 2DEG to increase monotonically from
zero as the voltage on the accumulation gate is brought above the threshold value. If the
2DEG is coupled capacitively in parallel with the resonator, we would not expect to observe
resonator loss either for zero or infinite 2DEG conductivity. This implies that there should
be a resistivity which maximizes the resonator loss due to 2DEG coupling. This could
partially explain the nonmonotonic response of the resonator parameters to applied fields.

6.4.4 Screening

As another resonator loss mechanism, we consider the possibility that the con-
ductive 2DEG layer could shield the substrate below from resonator fields. This would
decrease dielectric and defect losses in the substrate in response to increasing accumulation
gate voltage. However, we have shown from previous experiments that the losses in the
silicone substrate are negligible compared to those we measured in resonators with active
quantum dot devices. We can safely conclude that this is not a significant effect in our
experiment.

6.4.5 Inter-Subband transitions

Thin 2DEG regions confine electrons in the z-direction strongly enough to quantize
their position in the z direction. These z-states are sometimes referred to as subbands. In
thin 2DEGs, electrons all reside in the lowest energy subband. It has been suggested that the
loss we observed in our resonator could be a result of of resonator fields exciting transitions
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to higher z states.
The position state of an electron on the 2DEG can couple to electric fields but

not to magnetic fields.The electric fields in our resonator are approximately parallel to the
plane of the 2DEG at all points. As a result, photons in our resonator should not couple to
the z-position of electrons in the 2DEG. We consider it unlikely that this effect can explain
the resonator losses observed in this experiment.
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Part IV

Technical Details of Fabrication
and Measurement
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Chapter 7

Measurement Setup

This chapter describes the measurement setup used to obtain the data presented
in this thesis. I was personally in charge of the design, implementation, and operation of
this setup, with the help and support of Ofer Naaman, Andrew Schmidt, Irfan Siddiqi and
the other members of the Quantum Nanoelectronics Laboratory at UC Berkeley.

Hybrid quantum dot resonator systems require wiring and measurement both at
microwave frequency for the resonator and at low frequency for quantum dot control. We
refer to the low frequency as measurements as “DC”, although we use excitations between
10 and 20 Hz. Both microwave and DC measurement setups present unique challenges.
Both must operate at millikelvin temperatures with very low noise, and must incorporate
appropriate amplification steps to extract very small signals from these cold environments
without overwhelming them with thermal noise.

I describe here the measurement setup used to collect the data presented in this
dissertation, which I developed specifically for this experiment. In doing so I intend to
give an overview of the salient design concerns and practical challenges for both DC and
microwave measurements of a hybrid dot-resonator system.

7.1 Sample Connection and Mounting

Due to their sensitivity, devices of this nature must remain in a controlled electro-
magnetic environment from the moment they are fabricated until the end of their usable
lifetimes. During handling and transport, all of the conducting connections to the samples
should have a low impedance path to ground, as should the person handling the sample, in
order to avoid damage to the device. Ambient EM fields at room temperature will not dam-
age the device, but touching the body of an ungrounded human in a noisy environment will
consistently destroy it. During measurement the sample must be thoroughly shielded from
all environmental EM fields, and must remain well thermalized with the base temperature
of the measurement refrigerator. This section describes the custom mounting hardware and
enclosures we created to keep our devices shielded.
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7.1.1 Fridge-agnostic Sample Holder

I designed and fabricated the sample holders on which the devices were mounted.
By creating this hardware in house, we were able to make it compatible with each of our
measurement setups. Once a sample is mounted on a sample holder and wirebonded, it
need not ever be removed from the sample holder again. Handling and wirebonding can
be hazardous to the samples. A single universal sample holder decreases the number of
handling and wirebonding steps necessary to measure our devices in several independent
measurement setups. This significantly increases yield and decreases the anxiety of graduate
students.

Our holder connects the sample’s DC wiring through a standard twenty four pin
DIP header. It mates with DIP sockets in the sample box on our dilution refrigerator and
on our liquid helium measurement setup. These two setups are described in detail below.
Once the sample is mounted on a sample holder and wirebonded, the sample holder makes
it easy to hold all connections at ground when the sample is not being measured.
The base of the sample holder is a copper blackplane. The copper is mostly of uniform
thickness, with a small raised platform on which the sample itself rests. The sample is fixed
to the copper using Epotek H-20E thermally conductive silver epoxy. This epoxy ensures
that the sample substrate is both mechanically and thermally fixed to the sample holder
body.

Previous samples have been fixed in place using GE 7031 varnish. We found the
varnish to be very effective for thermalization, but was prone to mechanical failure during
thermal cycling. After a fridge cycle we occasionally found the sample detached from the
substrate with all of the wirebonds attached. This never occurred when we used silver
epoxy to fix the sample.

The copper platform on which the sample is fixed is centered along one edge of the
sample holder. The sample is surrounded on three sides by a printed circuit board, which
includes a wirebond pad for each low frequency connection to the device. The bond pads
are routed to pins which protrude through the bottom of the sample holder in the twenty
four pin DIP configuration. It is worth noting here that connecting the sample holder to the
DIP socket forms strong electrical and mechanical connection, but does not make a strong
thermal connection the sample holder’s copper back plane. The thermal connection must
be created separately.

The PCB used on the sample holder is commercially printed on FR4 with bare
copper leads, no soldermask, and an unbroken conductive copper backplane. The PCB is
attached to the backplane using soft solder with a low eutectic point. The solder ensures that
the sample maintains solid electrical connection to the backplane when cycled to cryogenic
temperatures. To ensure solid mechanical connection over many thermal cycles, we also use
a 2-56 screw with a lock washer to apply constant pressure holding the PCB against the
backplane.

The electrical connections on the sample holder are dense and thin, which can lead
to crosstalk between nearby quantum dot traces. To combat this, we separate each adjacent
signal trace with a separate ground trace which is connected to the back plane of the sample
holder at exactly one point. These ground traces serve to shield the measurement lines from
one another.
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Figure 7.1: Sample holder for DC and RF measurement. Above, the sample holder assem-
bled. Below, the expanded view shows the individual removable pieces. 1) Edge mount
SMA coax connector 2) Sample holder breakout PCB, with wirebond pads 3) 24 pin DIP
pins 4) Copper sheet shielding hybrid launch 5) 180 degree hybrid launch, designed and
fabricated in QNL 6) Copper backplane for hybrid launch, through which the sample is
thermalized 7) Copper backplane for sample holder

For RF measurement of the sample, the sample holder is mounted against the
hybrid board described below. The fourth side of the sample, not surrounded by the PCB,
allows wirebond access to the hybrid. Mounting holes on the sides of the sample holder
allow for mechanical and thermal connection to the hybrid.

One major benefit of this custom sample holder design is that it can be used in
several measurement setups without unmounting the sample. To characterize a typical
functional sample we first measure its properties at room temperature for initial diagnosis,
and then connect it to the 4K probe described below for dunk testing in liquid helium. If it
works well, we add the RF hybrid and mount it in the dilution refrigerator sample box and
cool it to 30 mK for measurement. With the custom sample holder, this is possible without
ever handling or bonding to the sample after it is first mounted. No commercially available
sample holder can fit the sample and DC connections into a standard helium dewar for 4K
testing and can also accommodate the thermalization and RF measurement requirements
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Figure 7.2: Circuit layout pattern for sample holder PCB. Red lines indicate measurement
traces. Blue lines indicate ground connections shielding measurement lines from crosstalk.
Below, the wirebond pad region is shown expanded. All traces are bare copper. The
substrate is FR4. No soldermask is applied.

of measuring the sample in a dilution refrigerator. This versatile sample holder constitutes
a very important tool for evaluation and measurement of these devices.

One downside to the design of our device and sample holder is the dense nest of
long wirebonds crisscrossing above the sample’s surface. So long as bonds do not break or
short, the wirebonds carrying low frequency signals will not show significant crosstalk with
one another. Long wirebonds carrying microwave signals can present more of a problem.
Wirebonds carrying high frequency excitations should be as short as possible to prevent
impedance mismatching, as they are not balanced transmission lines. Our device geometry
requires the bonds to be at least 5mm in length. The inductance of these long bonds is
not matched with the characteristic impedance of the incoming RF transmission line. The
wirebonds cause reflections, decreasing the number of incident photons which reach the
resonator and increasing the external quality factor. We use three wirebonds on each RF
pad and keep each as short as possible, in order to lower the inductance of the connection.
After these steps, we compensate for the remaining extraneous inductance by altering the
design of the finger coupling capacitors to obtain external Qs near our design values.

If the RF wirebonds pass near DC leads, the DC control signals can pick up some
RF signal. Depending on which leads are spuriously coupled to the resonator, this could
affect the dot behavior in confusing and potentially problematic ways. We have not charac-
terized quantitatively the magnitude of this effect, but we take care in our wirebonding both
to minimize the length and maximize the clearance of the wirebonds carrying RF signals.
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7.1.2 Superconducting Sample box with Controlled Microwave Environ-
ment

The immediate environment of the sample must be carefully controlled to minimize
pickup of electromagnetic noise either on the resonator or quantum dot wiring, while still
allowing the sample itself to cool to the base temperature of the refrigerator. Although
the refrigerator’s vacuum and radiation shields provide fairly robust shielding from exterior
electric fields, the interior of the fridge still contains significant radiation which enters
through unshielded low frequency wiring and microwave electronics lines.

Figure 7.3: Superconducting shielded sample box, mounted at the coldest stage of our
dilution refrigerator measurement setup. 1) Copper finger, bolted directly to the mixing
chamber of the dilution refrigerator and extending through aluminum shield into sample box
for sample thermalization 2) Superconducting aluminum cap with 0.05” lip to prevent radi-
ation leakage 3) 4)Flexible braided copper coaxial cable with 0.08” outer diameter, PTFE
insulator, SMA male connectors 5) Copper SMA barrel extending through superconducting
aluminum shield 6) Superconducting aluminum cap with hole cutout for micro D connector
7) Sample holder mount, shown in the following figure 8) Aluminum sample box base

The exterior of our sample box was machined from aluminum. Aluminum super-
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conducts at low temperature, so the sample box shields the device from magnetic fields
through the Meissner Effect. Each edge of the sample box incorporates overlapping lips
to decrease any radiation leaking into the box through any gaps left by finite machining
tolerances. I machined the box myself with tolerances of 0.002”. The superconducting
aluminum exterior of the box is broken in three places: a copper thermalization strap, a
micro-d connector, and a coaxial cable feedthrough. These breaks in the superconducting
shield were designed to be small in size and sealed with normal metal. We used Indium to
seal gaps both in flange mount connectors and in our own machined feedthroughs.

Figure 7.4: Sample holder mount, housed within superconducting aluminum sample box.
1) Sample holder, shown in detail in following figure 2) “Eccosorb” absorptive silicone 3)
Copper standoffs providing mechanical support and thermal contact between the sample
holder and the backplane. 4) PCB breakout board, commercially printed on FR4. Con-
nects 24 pin edge mount micro-D connector to 24 pin DIP socket 6) Copper backplane for
mechanical stability and thermalization of sample and breakout board

The electromagnetic environment of the interior of our sample box was controlled
very carefully. Low frequency wiring enters the sample box through a 25 pin micro-d
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connector purchased from Glenair Inc. This connector was designed for the aerospace
industry, and it incorporates a ground spring for robust RF shielding. Inside the box, this
connector breaks out to a commercial FR4 PCB. The PCB has a large bare copper pad
on the backside which is pressed directly against the copper backplane for thermalization.
The shield traces (“cold ground” lines) are connected to this copper backplane through via
holes in the PCB. The signal traces on the PCB are connected to a 24 pin DIP socket, on
which the sample holder itself is mounted.

The sample holder and RF 180o hybrid launch are fixed above this PCB on copper
standoffs. Both the hybrid and the sample itself are mounted on bare copper which has a
direct thermalization path to the mixing chamber through thick copper with low thermal
impedance.

The empty space in the box is filled with absorptive “Eccosorb” silicone1 in order
to suppress resonant modes in the sample box itself and to prevent crosstalk or radiative
pickup in either the RF or DC wiring. This silicone is engineered to absorb high frequency
photons. The presence of this absorptive material does not strongly affect the quality factor
of the resonator, but it appears to improve the consistency of our measurements and may
have an effect on the ultimate coherence time of our device when operated as a qubit.

7.1.3 4K LHe Dip Probe for DC Sample Triage

The ability to test quantum dot samples at 4.2K before cooling them in a dilution
refrigerator saved us a lot of time identifying good devices in a low yield fabrication run. It
is convenient to conduct these measurements by submerging the sample in liquid helium for
fast and complete thermalization. To achieve this we created a custom probe to fit through
the neck of a standard 60 or 100 liter liquid helium dewar (figure 7.5).

Our LHe probe is built from a capped steel pipe perforated with holes to avoid
Taconis oscillations. A shielded loom of 24 twisted pairs of Manganin wire runs the length of
the inside of the pipe, and connects at the bottom to a PCB which routes the connections to
a DIP socket. The sample connects directly to this DIP socket for low frequency conductance
measurements. At room temperature, a small attached breakout box routes the measurment
lines to a 25 pin D-sub connector. Resonator measurements are not possible using this probe.

Once connected to this probe, the sample must be lowered slowly into the Helium
dewar before measurement, and brought slowly back to room temperature in a condensation
free environment after measurement is complete. Rapid thermal cycling can damage the
sensitive quantum dot structure, especially in the Berkeley design in which the smallest
gates are exposed to the elements with no metal layer above. The advantages gained by
fast testing of samples are negated if the testing introduces a significant risk of sample
failure, so care must be taken when measuring Berkeley devices in this setup.

1“Eccosorb” absorptive silicone is available from Emerson & Cuming Microwave Products in several
blends with different properties



81

Figure 7.5: Measurement apparatus for DC characterization of quantum dot while sub-
merged in liquid helium. Perforated tube is designed to fit inside a standard 100L helium
dewar. 1) Endcap holding PCB in place 2) DC sample holder compatible with dilution
refrigerator setup. PCB, copper backplane, and 24 pin DIP connector 3) Standard PCB
commercially printed in FR4. DIP sockets are connected to a 24 pin micro-D connector 4)
Stainless steel tube perforated with holes to prevent Taconis oscillations.

7.2 Low Frequency Conductance Measurements

Conductance measurements between Ohmic Contacts were used to characterize
the charging behavior of the quantum dot. Our devices contain three conductance chan-
nels of interest: the transport channel measuring conductance through both dots, and the
two quantum point contacts for capacative charge sensing of each dot. Conductance mea-
surements of each channel requires filtered, shielded, well thermalized wiring from room
temperature electronics to the Ohmic contacts on surface of the sample itself. To charac-
terize a quantum dot, it is necessary to monitor the conductance through one or more of
these channels as a function of the potentials applied to nearby metal gates. Each of the
metal gates also requires a carefully filtered and shielded wire.

7.2.1 Wiring and Crosstalk

In our experimental setup, twenty four wires are routed from a breakout box at
room temperature to the sample holder on the cold finger of the dilution refrigerator. At
room temperature, we use double shielded 25 pin D-SUB cable with EMI protection to
transmit signals between instruments and to the refrigerator. Inside the fridge, we use
Oxford Instruments pre-wound 24 wire loom, consisting of 12 twisted pairs of 24 AWG
cryogenic wiring. The conducting and insulating materials for these cryogenic wires are
discussed below.
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Each wire has finite capacitive and inductive coupling to the surrounding envi-
ronment. We must protect our signals from spurious coupling to other measurement lines
and to ambient electromagnetic fields (which are dominated by 60Hz line power at low
frequencies).

Proper shielding of measurement cables can limit capacitive pickup of ambient
electric fields. All cables outside of the refrigerator should be shielded with an unbroken
solid low impedance conductor. Even small gaps in the cable’s shield can allow ambient
electric fields to leak in and introduce noise in the system.

Careful grounding of these shields is important in limiting inductive pickup of
ambient electromagentic fields. Our experiment’s grounding setup is discussed below. Each
shield conductor should be connected to ground through exactly one low impedance path.
When the electrical conductivity of a cable’s shield must be broken for grounding reasons,
care should be taken to minimize the size of the insulating gap between the two conductive
shields.

The dilution refrigerator’s steel dewar and vacuum can form excellent electro-
magnetic shields, preventing ambient noise from outside the refrigerator from entering the
cryogenic environment. Inside the fridge we allow the measurement lines to run unshielded
from the room temperature vacuum feedthrough to our custom filter boxes on the cold
stage. The filter boxes are discussed in detail below. All cables connecting the filter boxes
to the sample box are shielded using double layer stainless steel braid.

Although the refrigerator itself shields the cables from ambient fields in the room,
the wires can still pick up any fields which may exist inside the refrigerator. These may
come from noise in the microwave electronics, refrigerator thermometry, amplifier bias lines,
or (in the case of a cryogen-free dilution refrigerator) the pulse tube cycle. We attempt to
limit these noise sources as much as possible, but we ultimately rely on filtering at the the
cold stage to protect our sample from any noise picked up on the measurement lines within
the fridge.

At no point are the low frequency measurement lines shielded from one another.
This allows crosstalk between the lines, which can limit control and readout efficiency. By
far the strongest coupling between measurement lines is the capacitive coupling between
the twisted pairs of wires in the Oxford loom, which can exceed 200 pF. Each line carrying
a conductance measurement signal is quite sensitive to signals and noise on its twisted pair.

We solve this problem by adding a shield line for each measurement line. Each
Ohmic contact assigned is given a dedicated twisted pair on the Oxford loom. One of the
wires in this pair carries the signal, and the other is connected to ground. The signal line is
capacitively coupled to the grounded line much more strongly than to anything else in the
surrounding environment. The grounded wire acts as a shield. It is insufficient to ground
these shield wires at room temperature, because the shield would still carry thermal noise
into the fridge. We grounded the shield lines at the coldest stage of the fridge, on the
sample holder itself. This cold ground shield was essential for us to perform conductance
measurements at the pA level. With these shield lines grounded at room temperature, it
was impossible to resolve current signals smaller than 200 fA.

The effects of wiring crosstalk are not important for the lines which control the
dot’s metal gates. These lines are varied slowly to move the dot into a good regime for
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measurement and then left at a constant voltage during device operation.
Cross talk between wires not twisted together was negligible in our experiments.

In the future, if we successfully form a long lived qubit using a setup such as this one,
this crosstalk will likely be observable as a source of qubit decoherence. If this becomes a
problem, we consider replacing the Oxford loom with a bundle of separate small coaxial
cables. This would take up more space and be more difficult and expensive to engineer, but
would require no other changes to the rest of the measurement setup and would effectively
eliminate cross talk issues.

The wire material for each section must be chosen carefully. Copper wire is used
for all cables that do not carry a thermal load (i.e. when both ends of the cable are held at
the same temperature). This includes all room temperature cabling, and all wiring at the
cold stage following the cold filter box.

The finite thermal conductivity of the oxford loom requires thermalization at each
temperature stage to minimize the thermal load on the base stage, and to allow the filter
boxes to remove the thermal noise coming from room temperature. We achieve this by
sandwiching the loom between sheets of copper lined with thermally conductive silicone.

7.2.2 Filtering of DC Control Signals

Filtering of the low frequency wiring in our experiment takes place in shielded filter
boxes at progressive temperature stages. At room temperature, each lines passes through
a custom shielded filter box before they are combined onto a single twisted cable. This
room temperature filter box contains a single pole lumped element RC filter on each line,
with a time constant adjustable between 0 (no filtering) and 100 ms. The reference shield
of the BNC connectors on the input of this filter box are isolated from the box and from
subsequent circuitry. This is necessary because the reference shields of the BNC outputs of
the Stanford 870 lock-in amplifier were found not to be fully isolated from the instrument’s
ground. Leaving these shields connected, even through resistive filtering, created ground
loops and persistent 60 Hz pickup. The room temperature box also houses our op-amp
based voltage addition circuitry described below.

Inside the refrigerator, all filtering takes place in two separate shielded filter boxes
thermalized at the coldest stage of the refrigerator. One box contains a lumped element
resistive pi filter with a cutoff frequency of several kilohertz. The series resistance of this
filter is 9 kΩ. This filters out noise from the cutoff frequency up to several tens of megahertz,
where lumped element filtering of this size ceases to be effective. The second filter box
passes the wires in a meander pattern through a specially formulated silicone designed for
absorption of high frequency photons, designed to reduce noise at higher frequencies.

Stainless steel braided shields surround the loom which connects the two filter
boxes to one another and to the sample box. This prevents any noise from being picked up
along the filtered cables.

7.2.3 Conductance Measurement Setup

We evaluate conductance using a voltage biased current measurement. The refer-
ence voltage from the lock in amplifier is passed through a passive resistive voltage divider,
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Figure 7.6: A filter box in which 24 copper wires woven in a loom are sandwiched between
layers of absorptive silicone. This filter was mounted at the coldest stage of our dilution
refrigerator, and was connected in series with the low frequency quantum dot measurement
and control lines. 1) Copper lid, with 0.05” lip to seal filter box from radiation 2) “Eccosorb”
conductive epoxy with high absorptivity above 50 MHz. 4) Oxford wiring loom consisting
of 24 copper wires woven in 12 twisted pairs 5) 25 pin micro-D connector 6) Filter box base,
machined from a single piece of copper

reducing its amplitude by a factor of 103. The divider then adds another pole of passive
filtering with a cutoff frequency of 1200 Hz. The Stanford 880 lock-in amplifier has a min-
imum reference output of 4 mv, which gives us a minimum measurement excitation of 4
μV. We have not had need for smaller excitations than this. Most of our experiments were
performed with an excitation of 10 μV.

The voltage excitation is applied to the measurement line which connects to the
Ohmic contact on one side of the conductance channel to be measured. The other side of
the conductance channel is connected to the virtual ground on an Ithaco current amplifier2.
We set the current amp with a transimpedance gain of 109 VA . The voltage output of the
current amplifier connects to the lock in input, to be mixed with the reference signal for
the final conductance measurement.

The resistive impedance of the filters and lines throughout the measurement setup,
discounting the sample itself, is approximately 18.4 kΩ. This is dominated by lumped

2“Ithaco” is a historical name for the DL 1211 current amplifier
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Figure 7.7: Lumped element resistive filter box. Above, the filter box assembled. Below,
the expanded view. This filter was mounted at the coldest stage of our dilution refrigerator,
and was connected in series with the low frequency quantum dot measurement and control
lines. Each of the 24 lines is passed through a 2 pole symmetric RC filter with a cutoff
frequency of 9 kHz. 1) Copper lid 2) “Eccosorb” absorptive silicone 3) PCB with edge
mount 25 pin micro-D connectors. Surface mount lumped element components form the
filter. 4) Copper endcap with 0.05” lip to prevent radiation leaks into filter box 6) Copper
base

element resistors in the resistive pi filter box at low temperature. With a measurement
excitation smaller than 100μV, this limits the current through the sample to a maximum
of 5 nA (a power of 100 fW) even if the resistance of the 2DEG itself is negligible. This is
a useful safeguard to prevent high currents from damaging the device during measurement.
As a result we cannot resolve 2DEG resistances much smaller than 18 kΩ. The impedances
of tunnel barriers in quantum dots is rarely smaller than 1 GΩ, so this constraint is not of
practical concern for us except when opening many conductance channels at once.

The lock in amplifier mixes the voltage output of the current amplifier with the
reference voltage to measure the full complex impedance of the measurement chain. We
operated our experiment at 13 Hz for most of the data presented here, though our most
recent measurements were taken at 1230 Hz after some upgrades to our filtering.

7.2.4 Voltage Addition

While operating quantum dots it is often useful to add a DC bias voltage to a
small amplitude, low frequency excitation signal. We built custom electronics to add these
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Figure 7.8: Schematic of low frequency conductance measurement setup inside the refriger-
ator. 1) Sample box 2)Lumped element DC filter box 3) Microwave circulator 4) 50 Ohm
termination 5)High frequency DC filter box 6) Microwave attenuator 7) HEMT amplifier
8) Thermalization for DC wiring 9) Thermalization for microwave wiring 10) Hermetic
feedthrough
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Figure 7.9: Schematic of low frequency conductance measurement setup at room
temperature
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Figure 7.10: Schematic of voltage addition circuit

voltages with minimal added noise.
We use voltage addition circuitry described here for two primary purposes. The

first is to add a DC bias between the source and drain sections of 2DEG during a conductance
measurement. In single quantum dots, this allows us to create Coulomb diamond diagrams,
as shown in chapter four. To create these diagrams we tune the source drain DC bias voltage
as our independent variable while simultaneously measuring the differential conductance
from source to drain using a smaller amplitude modulation. The DC source drain bias
must be able to exceed the charging energy of the dot (in our case around 30 meV , and as
high as 400 mV in some other experiments [70]), and must retain sufficient resolution to be
tuned close enough to zero so as not to limit the linewidth of zero bias conductance peaks.
The ac measurement modulation should be at least two orders of magnitude smaller than
the full scale RF bias, but large enough for the response to exceed the noise floor. In our
experiment we used an AC modulation of 10 μV, but raised it to 50 μV when our system
was experiencing higher than usual environmental noise pickup.

We have also used our voltage addition circuitry to add an AC modulation to
the DC voltage on a metallic gate. In this measurement configuration we bias the 2DEG
constrictions with a DC voltage and measure the current response while modulating a nearby
gate voltage using the reference signal from our lock in amplifier. The lock-in amplifier can
then isolate the portion of the current signal that is coherent with the gate modulation.
Instead of locking in on the response of the source drain current to changes in source-drain
voltage, we now lock in on the response to changes in gate voltage. We can use this technique
on confinement gates, top gates, or plunger gates. This can be useful for measuring relative
capacitances and for finding regions of parameter space in which a certain conductance is
strongly dependent on a certain gate voltage. It is an especially useful technique in biasing
and operating quantum point contacts.

We combine the voltages using a simple operational amplifier based voltage ad-
dition circuit build with low noise op amps (figure 7.10). In order to prevent introducing
supply noise or ground loops into the measurement system, the op amps must be powered
from a well isolated, filtered power supply.

The ground reference of the addition circuitry is also a source of noise. We reference
this to the fridge’s cold ground, filtered and buffered as described in the section on room
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temperature filtering.

7.2.5 Grounding

Extreme care was necessary in properly grounding the experiment to achieve a
noise floor low enough to perform picoamp conductance measurements at practical timescales.
This section describes the ground configuration of our experimental setup.

The breakout box at room temperature and the shielded cables connecting it to
the fridge are electrically isolated from the electronics rack on which they are stored. The
chassis of that box, and the outer shield of the BNC connectors mounted on it, are referenced
by a single grounding strap to the metal plate at the top of the dilution refrigerator. This
is connected to the earth with a local grounding rod. Proper grounding and isolation of the
room temperature electronics was necessary to resolve quantum dot features.

Before connecting a sample to the measurement setup, we verify that our ground-
ing setup is sound in order to avoid exposing a good device to any noise pickup which could
damage it. To verify the grounding setup, we first use an Ohmeter to check that all room
temperature shields are connected with no more than a few Ohms to earth ground through
exactly one path. Floating shields and unshielded cables cause electric dipole coupling with
environmental radiation. We then disconnect the main grounding strap on the dilution
refrigerator, and check that all wiring shields are now disconnected from earth ground.
Multiple ground connections create closed conducting loops which magnetically couple en-
vironmental radiation onto the measurement lines. Care must be taken to eliminate all
extraneous ground connections.

The procedure for diagnosing and eliminating ground loops is as follows. The entire
wiring cabling setup is connected according to the diagram in figure 7.8. For diagnostic
testing, a 50 MΩ resistor is connected in place of the sample, across the path of conductance
measurements. One Ohmic contact line is connected to the Ithaco current amplifier, while
all other gates and ohmic contact lines are grounded at room temperature. The output of
the current amplifier is observed on an oscilloscope running on an isolated power supply. To
ensure that the oscilloscope itself is not causing ground loops, a battery powered multimeter
is used to verify readings. When the oscilloscope is line triggered, coherent oscillations can
be observed at 60 Hz and its harmonics. These indicate pickup of electromagnetic noise
from the building’s AC power infrastructure.

The 60 Hz oscillations are reduced in magnitude as we eliminate coupling of en-
vironmental noise to our measurement lines. This must be done by trial and error. It is
useful to observe the lineshape of the noise pickup while searching for ways to reduce it.
Often touching or even moving near the dominant noise source will alter the lineshape of
the noise pickup significantly. Because of this, it is preferable to use an oscilloscope to view
the full lineshape while minimizing noise pickup rather than relying on an RMS reading.
While observing the oscilloscope, we completely disconnect one part of the experiment at a
time until the noise pickup mechanism is identified. Tracking down and eliminating ground
loops ensures that there is a single measurement ground for the experiment, connected to
earth at a single point.
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7.3 Quantum Dot Evaluation and Characterization Proce-
dure

A series of standardized tests was performed on each device at each stage of mea-
surement. These tests served both to diagnose potential problems with the device and to
determine the observable characteristics of the dot system as quickly and precisely as pos-
sible. Understanding the specific operating parameters of each device helps us to bias and
operate it without damaging it.

7.3.1 Room Temperature Tests

When a new device is first mounted and connected at room temperature, simple
electrical tests are performed to determine if it is a suitable candidate for cooling and fur-
ther measurement. In the Berkeley dot design, our first measurement confirms conductivity
across the narrow regions of accumulation gate over the quantum point contacts. These are
often the first regions to break when the device is damaged, and they are necessary to pop-
ulate and control the dot structure. We apply only very small currents in this conductance
measurement to keep from breaking a functional constriction through measurement.

Transistor functionality for the 2DEG is tested next. We apply an increasing pos-
itive voltage uniformly to all metallic gates regardless of function, and observe conductance
through pairs of Ohmic contacts. We verify that conductance can be observed through each
pair of contacts. We note the gate voltage at which conductance is first observed (called
the turn on voltage). This is usually less than 1 V at room temperature. The turn
on voltage decreases with temperature, and is higher for better quality interfaces. At a
given temperature, the turn on voltage can be a rough indicator of relative interface quality
between devices.

We then tune each gate voltage just above the turn on voltage. One by one,
we lower the voltage on each gate until we observe any observable change in conductance
through a nearby conductance channel. This verifies that each gate lead is unbroken and
the wirebonds are intact. We verify this for each gate.

Finally, we measure the current drawn by each gate as we apply positive and
negative voltages up to 4 V with all other gates grounded. If any gate draws more than
1 nA of current, there is likely an intermittent short or charge leak. Smaller currents
are observed due to photoelectric currents and thermally activated charge leaks which will
disappear in vacuum at low temperature. Currents as high as several hundred picoamps
are regularly observed in this step when the sample is exposed to ambient light. It may be
possible to determine the physical location where the gate is leaking electrons by floating
each gate in turn and observing when the current ceases.

If no important gates are leaking, each gate appears connected, and the device
turns on as a transistor, we move forward to liquid helium testing.

7.3.2 4.2K Tests

While it is generally impossible to form a quantum dot at liquid helium tempera-
tures, it is possible to diagnose problems in a dot at that temperature before investing in a
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dilution refrigerator run. Using the Berkeley dot design, the dense metal leads in the dot
regions can be destroyed by thermal cycling in this step unless the dot is cooled carefully
and slowly. When cooling Berkeley devices by submersion in liquid helium, Cheuk Chi Lo
observed that approximately 40% of otherwise functional devices were destroyed. For de-
vice safety, we refrained from submerging the last few rounds of Berkeley devices in liquid
helium. This 4.2 K diagnostic step proved less important for devices in the Berkeley design
than for UCLA devices.

In the UCLA design, the dots were very robust over thermal cycles because the
accumulation gate shields the tiny quantum dot leads from electrical or mechanical damage.
These devices could be measured repeatedly at 4.2 K with no significant failure rate, so each
UCLA device was tested in LHe before and after it was cooled in a dilution refrigerator.

When testing at 4.2 K, we first repeat the measurements taken at room tempera-
ture to verify that the device and wirebonds survived the cooling process. A higher voltage
is necessary on the accumulation gate at 4.2 K than at room temperature. We then proceed
to look for some indication of quantum mechanical behavior. This usually takes the form of
Coulomb oscillations, which refers to any non-monotonic response of 2DEG conductance
with respect to accumulation gate voltage. To observe Coulomb oscillations we tune the ac-
cumulation gate until we observe conductance through a particular channel (pair of Ohmic
contacts), then we reduce the voltage on the nearby depletion gates until conductance is
cut off. We then increase the accumulation gate voltage slowly. As conductance turns
on, any non-monotonicity is a hallmark of interfering conductance channels, which indicate
quantum-level confinement has been achieved in some form. This usually verifies that there
are no gross unobserved fabrication problems with the device. Devices which show Coulomb
oscillations with all gates and Ohmic contacts functional are then wirebonded to our hybrid
launch for microwave measurements and prepared for cooling in the dilution refrigerator.

7.3.3 Cold Tests

When the fridge reaches its base temperature, we begin conductance measurements
to evaluate the low temperature behavior of the dot structure. We begin by repeating the
measurements taken at room temperature, in more detail than before. If thermal contact is
weak between the device substrate and the mixing chamber of the refrigerator, it can take
hours for the sample to reach base temperature. The first few conductance measurements
are repeated until they yield consistent results.

After cooling a device, we test the leakage current from each gate to the 2DEG as
we apply positive and negative voltages of up to 4 V. Any measurable current drawn by a
gate connection which persists for more than a second is usually caused either by ruptures in
the insulating SiO2 layer or unintended connections between gates. Leakage current drawn
by biased gates should be immeasurably small unless the conductive regions of the sample
are not properly insulated from one another. Small leakage currents measurable at room
temperature disappear on cooling, once thermal energy is no longer sufficient to induce
conductivity. If a connection between gate and 2DEG does persist at low temperature, or
between gates which require different bias voltages, it usually renders the device inoperable.

Occasionally such devices can be salvaged or studied for insight into fabrication
improvements. If the gate which leaks to the 2DEG is floated, the rest of the device can
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usually still function. The noise floor of conductance measurements performed with one gate
shorted to the 2DEG and floating at room temperature was approximately 10 times higher
than a standard measurement in our setup. This was still sufficiently low to characterize
and operate the dot, to the extent that that is possible without the faulty gate. If two metal
gates are shorted together near the quantum dot, one can be floated at room temperature
and they will act as a single gate, without introducing significant extra noise.

When a device has a leaking gate, it is common to observe higher than usual
current noise in all other conductance measurements, even those not involving the region
surrounding the leaking gate. A leaking gate causes persistent currents to flow through
the device, much larger than those induced by our measurements. This current makes any
sensitive conductance measurement impossible, and can damage the device if it flows too
close to the dot region. The leaking contact itself usually overloads our current amplifier
unless the leaking gate is floated. This property can be used to determine which Ohmic is
leaking, and through which gate.

Many gates have a voltage range in which they can operate with negligible leakage,
but have both positive and negative threshold voltages beyond which leakage current in-
creases abruptly to levels which can damage the device. We perform gate leakage tests with
a compliance current not above 1 nA to prevent device failure when a gate leaks. Biasing a
gate beyond its leakage threshold without limiting the current will destroy a device. Gates
which leak at high voltage may operate successfully if their range of operation is below
threshold.

If the location of the leakage is near the quantum dot itself, the leakage threshold
voltage of each gate may depend on the voltages on the nearby gates. The electromagnetic
environment in the dot region is strongly dependent on the voltages on all nearby gates by
design. Sometimes it is necessary to carefully map out the region of parameter space in
which gates do not leak in order to find a region in which a dot can be formed without risking
accidental gate leakage. The dependence of leakage through one gate on the voltages on
nearby gates can give insight into the location of the leak, which in turn guides our intuition
on how to mitigate it. It is sometimes possible to deplete the 2DEG under the break in the
oxide layer while still forming a functional quantum dot. When this is possible, it can help
us to ascertain as much information as possible about a faulty device.

If each gate shows acceptable leakage characteristics, and all gates and Ohmic
contact connections have survived cooling, we move on to quantum dot characterization.
After turning on conductance by increasing all gates together, we keep the accumulation gate
voltage constant and decrease depletion gate voltages corresponding to each tunnel barrier
one by one to find the voltage necessary to cut off conductance. This gives a reasonable
starting place in parameter space to form quantum dots. We can then form and release
each tunnel barrier separately.

After the accumulation gate is biased, any large change in the gate voltages will
repopulate local charge traps at the 2DEG interface near the dot. Repopulating these traps
changes the response of the dot to a given configuration of gate voltages. For repeatable
operation of the dot, charge trap repopulation must be kept at a minimum. The range over
which gate voltages can be tuned without causing significant repopulation of charge traps
depends both on the geometry of the dot structure and on the interface roughness of the
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heterostructure. This means that throughout operation of the dot, gate voltages must be
changed only incrementally, never floating nor returning to ground between setpoints. In the
UCLA dot design and fabrication procedure, this charge repopulation issue prevented any
stable measurement of the dot even within relatively small sections of parameter space. The
Berkeley dot design showed sufficient stability from charge trap repopulation for repeatable
dot formation and measurement over regions of parameter space useful for dot operation
(provided all gate voltage remain in this range).

The next step is to form a single quantum dot. A single dot is formed by closing
two tunnel barriers and leaving the third open. We measure conductance through both
dots. If the middle barrier is opened, we form one single large dot. If the source or drain
tunnel barrier is left open, we form only the left or right dot. Coulomb diamond diagrams
can then be measured, from which we can extract the charging energy and plunger gate
participation ratios of each dot. To form a stable dot, these values should be repeatable
and locally independent of nearby gate voltages.

Closing three tunnel barriers leads to the formation of a double quantum dot.
We then sweep both plunger gate voltages to measure honeycomb diagrams. Considerable
tuning is usually necessary at this point to find barrier heights and excitations appropriate
for double dot measurements.

When a honeycomb diagram is successfully formed, but before attempting to form
a qubit, we attempt to operate our QPC channels for charge sensing. The procedure to
set this up is similar to dot formation. We first measure conductance through the QPC
constriction while the QPC barrier gate is held positive. We then decrease the voltage on
this gate until the conductance through the QPC constriction becomes small but nonzero.
We select a QPC barrier gate voltage at which the conductance is strongly dependent on its
electromagnetic environment. A large change in conductance in response to QPC barrier
gate voltage is desirable. We vary the plunger gate on the nearest quantum dot and watch
for abrupt changes in conductance corresponding to charging events.

This measurement will be rather noisy without a cold tank circuit to filter noise.
QPC conductance must be highly sensitive to all nearby electric potential variations in
order to be sensitive enough to pick up the capacitive effect of a single electron charge on
the dot. Sensitive QPCs also react to voltage noise on nearby gates and population of local
charge traps.

It is important to set up QPC measurements before the final selection of double
dot bias point. Changes in the QPC barrier voltage can change the characteristics of the
dots, which may require retuning of the dot. It may take some time to find a regime in
which QPCs and dots are simultaneously functional. If this proves impossible, we abandon
the QPC measurements. They should not be necessary for the proper operation of the
device.

After activating the QPCs, we proceed to measure a double dot honeycomb stabil-
ity diagrameither suing charge sensing or transport conductance. It remains only to select
a bias point along the appropriate charge transition.
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7.4 RF Readout and Control Electronics

The high frequency measurement setup for controlling and probing our resonator
is shown in figure 7.11.

7.4.1 180 Degree Hybrid

Coplanar strip resonators support two standing wave modes: a differential mode
in which the two strips carry opposite voltage at each point along their length, and a
common mode in which they carry identical voltage at each point. The common mode is
very similar to a conventional microstrip resonator. Microstrip transmission lines have poor
field confinement, making it difficult to isolate them from their environment due to poor
field confinement. We expect the common mode of our CPS resonator to have similarly
poor field confinement. In order to couple to the electric dipole of the double quantum
dot, we must excite the differential mode of our resonator while minimizing the number of
photons entering the resonator’s common mode.
We use coaxial microwave cables to carry signals to and from the sample. These cables
carry single ended signals, in the sense that the outer shield remains near equilibrium while
the voltage on the inner conductor carries most of the information in a waveform. In order
to excite the resonator differentially, it is necessary to use a 180o hybrid, which converts
single ended signals to differential signals. We use a custom rat race hybrid design shown
in figure 7.12.

The incoming signal from the coax cable is coupled to a matched 50 Ω microstrip
line, which is then split into two 77 Ω microstrip lines. Approximately half of the incoming
power takes each route, and ideally there is not reflectivity at the junction. The two 77 Ω
lines curve in a large circle to meet each other. The circle at the center of the hybrid is de-
signed as a microstrip transmission line with periodic boundary conditions and an electrical
length of 3π at the resonator frequency. At electrical lengths of π

2 and 3π
2 in the counter-

clockwise direction, the signals traveling in opposite directions interfere constructively and
are opposite in sign. At these two points, a 50 Ω microstrip lines recombine signals flowing
around the circle in either direction. These two microstrip lines carry the differential signal
which excites the resonator.

For increased common mode rejection, we connect a 50 Ω resistor to ground halfway
between the other two output ports, at an electrical length of π in the counterclockwise
direction (2 π in the clockwise direction) from the connectorized single ended port. At
this point the signals traveling in both directions interfere constructively. This resistor
dissipates only unwanted common mode signal, and should not affect the bulk of our signal
which resides in the differential mode by design. At the differential port we couple the two
differential microstrip lines together in a short section of differential mode CPS line. This
section of line does not support a common mode near the resonator frequency. Our final
hybrid design showed a common mode rejection ratio of over 25 dB, with an insertion loss
of less than 3 dB. Early versions of this hybrid launch design without these common mode
rejection improvements showed a common mode rejection ratio of less than 15 dB, which
was insufficient to measure our resonator effectively.

This hybrid was designed, simulated, fabricated, and tested in house at the Quan-
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Figure 7.11: Schematic resonator readout and control electronics at room temperature
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Figure 7.12: 180o hybrid launch for the differential excitation of our resonator, designed
and fabricated in house. Left: early design of the launch, with less than 15 dB of common
mode isolation characteristics. Right: final version of launch design, showing over 25 dB
common mode isolation. Nominal electrical lengths are indicated in red
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tum Nanoelectronics Laboratory at UC Berkeley, using an LPKF prototyping machine and
Roger’s TMM6 microwave substrate. The design of the hybrid used in this experiment was
developed by R. Vijay, myself, Michael Hatridge, and Daniel Slichter.
One drawback to this hybrid design is poor field confinement. EM fields from photons
passing through the hybrid cover several centimeters around the device, causing spurious
coupling of measurement photons with everything else in the sample box. To alleviate this
issue, we enclose the hybrid in a shield of folded copper sheet stock approximately 1.5 cm
in height, as shown in figure 7.1. This box is not completely sealed, but serves to block the
vast majority of coupling between the hybrid and its environment.

7.4.2 Amplification, Attenuation, and Filtering

The microwave tone entering the fridge is attenuated at each temperature stage
to reduce thermal noise. A total of 60 dB of attenuation is applied between 300 K and 30
mK. The attenuation factor must be at least equal to the ratio of temperatures through
which the line is cooled in order to preserve signal to noise ratio.

0.080 inch diameter coaxial cables with solid shields are used to carry all microwave
signals between instruments in our experiment. Copper cable is used for all connections
which do not span different temperature stages. Materials for cables which run from one
temperature stage to another are chosen as described below. We use stainless steel coax
cable for our excitation lines. Steel cables have significant microwave loss, but we choose
this material for its low thermal conductivity at cryogenic temperatures. Cable loss can be
considered part of the thermal attenuation for input lines.

The material for the output lines which carry the reflected signal from the refriger-
ator out of the fridge is chosen to maximize signal to noise ratio. Any microwave loss in the
coax cables along this section degrades the signal irreparably. We use cables manufactured
by Nippon Cryogenic Ltd, with an outer conductor of silver plated cupro-nickel and an
inner conductor of unplated cupro-nickel. These cables have an insertion loss of 1.25 dB/m
at room temperature.

Two circulators in series are used to couple this tone into the sample box, and to
route the reflected tone to a separate set of output coax lines which are thermalized at each
temperature stage. One of the circulators uses a 50 Ohm resistor to dissipate any power
traveling back down the output lines toward the sample box in order to isolate the sample
from amplifier noise.

The photons returning from the device contain information about the quantum
state of the dot-resonator system, as well as noise. The signal to noise ratio of this mea-
surement data can only decrease as new noise sources couple to the transmission line at
each stage of the measurement setup.

Before other noise sources (including thermal noise) can degrade our measurement
efficientcy, the signal must be amplified sufficiently that the original noise floor multiplied
by the amplifier gain exceeds that of all other subsequent noise sources. The signal to noise
ratio is then diminished only by the added noise from this amplifier.

We amplify our reflected signal first with a HEMT amplifier inside the vacuum can,
thermalized at approximately 1 K. Our HEMT is a two stage broadband amplifier based
on a high mobility GaAs transistors. These amplifiers have low noise and good linearity
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for the same reasons GaAs quantum dots are robust and easy to characterize; it is possible
to create a very high mobility 2DEG in GaAs with minimal interface roughness. The two
stage HEMT amplifiers we used were manufactured at CalTech, and they typically perform
with a gain of approximately 40dB.

7.4.3 Spectroscopy

In spectroscopic measurements, we measure the steady state response of the system
to constant microwave drive tones. We simply measure the complex reflection coefficient as
a function of frequency. When the quantum dot is configured as a qubit and coupled to the
resonator, there is also a small spectroscopic response at the qubit frequency due to second
order tunneling of off-resonant photons through the resonator to excite the qubit. In most
cases, this response is too small to resolve.

We use a slightly more complicated measurement scheme to observe a qubit using
spectroscopy. A constant microwave tone is applied at the resonator frequency, so the
reflection coefficient can be monitored continually. A second tone is applied simultaneously,
and the frequency of the second tone is swept in the range in which we expect to find
the qubit. When the second tone reaches the qubit frequency, photons tunnel through the
resonator and excite the qubit. Excitation of the qubit causes a response in the resonator’s
central frequency, which we can observe as a change in the reflection coefficient at that
frequency. We can use this spectroscopy method to track the frequency of a qubit as we
tune it in situ, in our case by varying the barrier gate voltage.

Although our quantum dots never formed controllable qubits in devices in which
the resonator was also functional, we did verify that our measurement setup was sufficient
to perform these measurements by using it to control an analogous quantum system whose
characteristics were known. From previous experiments we verified the characteristics of
a superconducting transmon qubit coupled to a coplanar waveguide resonator. The qubit
properties we measured agreed with independent measurements made in a separate dedi-
cated superconducting qubit measurement setup.

7.4.4 Time Domain Manipulation and Heterodyne Detection

When a fully functional dot-resonator system is measured, spectroscopic measure-
ments will be insufficient to operate the quantum dot as a functional qubit. It will be
necessary to conduct measurements in the time domain as well as the frequency domain in
order to characterize and operate these devices. We integrated and tested a robust time
domain measurement setup capable of performing such measurements, which is described
here.

Two microwave drive tones are generated using two separate signal generators.
One tone is tuned to the resonator frequency, while the other is tuned to the qubit frequency.
The resonator tone is split, and one half of the generated power is passed through a delay
line to be mixed with the reflected signal. The other half of the resonator tone is combined
with the qubit tone. The combined signal is mixed with an envelope waveform generated
by an arbitrary waveform generator, which allows us to create an arbitrary pulse sequence.
In this step, it is important to verify that the excitation tone is sufficiently attenuated when
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mixed with an “off” signal, and sufficiently strong when mixed with an “on” signal. The
ratio of these signals is called the on-off ratio. Technical limitations of the mixers and the
waveform generators limit the on-off ratio, which can make it difficult to empty the resonator
of photons. When necessary, we use two mixers in series for superior isolation. The two
tones are combined additively using a splitter, and are then attenuated as necessary before
entering the refrigerator. All of the wiring inside the fridge is identical when used for time
domain and frequency domain (spectroscopic) measurements.

The reflected signal exits the fridge and is amplified at room temperature. The
return signal is then mixed with the delayed half of the original resonator tone. The reflected
tone has acquired a phase shift which carries information on the qubit state. By mixing the
phase shifted signal with the original signal, we are left with a DC signal proportional to the
phase shift. This is our qubit measurement signal. More details about this measurement
process can be found in a variety of reviews and theses in the field of circuit QED [65] [59].

This measurement setup employs the exact same principle as the lock-in measure-
ment techniques we use for low frequency for the quantum dot conductance measurements.
The equipment, wiring, and design concerns are extremely different in the two frequency
ranges, but the mathematical basis of the two measurements are identical. In both cases,
we mix the response signal with the excitation signal to examine only coherent responses
to the applied stimulus, and record the quadratures of the coherent response signal.
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Chapter 8

Fabrication Details

8.1 Fabrication Process Overview

This chapter provides an overview of the fabrication process of the most recent
version of our devices. The process presented here is the result of many iterations of testing
and redesign over the course of the project. I worked closely with the fabrication teams
during this period, measuring each progressive design and providing feedback about failure
modes and performance issues. Fabrication of the devices took place in three facilities.
Early samples were fabricated by the Jiang group at the UCLA Nanoelectronics Research
Facility. Matthew House and Ming Xiao were in charge of the UCLA fabrication efforts.
Later samples were fabricated at UC Berkeley in collaboration between the Quantum Na-
noelectronics Laboratory and the Marvell Nanofabrication Laboratory, with help from the
LBNL Molecular Foundry. Cheuk Chi Lo and Steven Wang were in charge of the Berkeley
fabrication efforts. The final fabrication procedure is described in detail in the dissertation
presented by Steven Wang to the UC Berkeley Department of Electrical Engineering and
Comuper Sciences.

8.2 Fabrication Process for Berkeley Quantum Dot Devices

This section contains an overview of the fabrication process flow for the second
generation (“Berkeley design”) resonator coupled quantum dot devices which were designed
and fabricated in collaboration with the EECS department at UC Berkeley.

Devices were fabricated on standard 4” silicon wafers polished on one side. We
expect that it will be eventually be necessary to use isotropically purified silicon for our
devices to eliminate nuclear spin and thereby maximize qubit coherence. We did not use
isotropically purified silicon for the experiments presented in this dissertation, in which
we did not spin-orbit dephasing to affect our results. We do not expect the fabrication
procedure to change significantly with the use of isotopically purified silicon wafers.
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8.2.1 Ohmic Contact Preparation

Fabrication begins with defining Ohmic contact regions, which allow wirebond
connections to the 2DEG. Phosphorous donors are implanted to create n+ doped regions
of permanent conductivity. These regions overlap both with the Ohmic contact wirebond
pads and with the accumulation gates, allowing electrons to pass from the Ohmic contact
pads to the undoped conducting 2DEG underneath the accumulation gates.

The placement of the Ohmic contact pads proved important to the device per-
formance in unexpected ways. Placing the pads too far from the dot region requires long
thin metal leads to connect the gates to the ohmic contacts. These have a tendency to
break during liftoff steps, or during rapid thermal cycling. Care must be taken at every
step to ensure that the connection between the ohmic contact and the resonator gate does
not break.

8.2.2 Gate Oxidation

The second fabrication step involves growing a 100 nm thermal oxide on top of
the bare silicon. The 2DEG will reside just at the interface of this oxide with the silicon
substrate. The quality of this interface is paramount to obtaining high mobility devices with
sufficiently low interface roughness to trap electrons controllably. Thermal oxides have been
shown to create higher quality interfaces than CVD oxides. Native oxide must be etched
before the gate oxide is grown to create a controlled semiconductor-insulator interface.
Device yield was found to be highly dependent on the quality of this oxide interface.

The thickness of the thermal gate oxide grown in this step is a very important
design parameter for our devices. A thin oxide layer is ideal for device performance, allowing
strong capacitive coupling between gates and 2DEG regions. However, thin oxide layers are
prone to electrical shorts between the accumulation gate and the 2DEG layer underneath.
This was a very common failure mode in all devices we measured, though it was more of an
issue in the UCLA devices which employed two overlapping metal layers. Thick oxides are
more robust, but decrease the spatial resolution with which we can define and control the
shape of the quantum dot region. A thick oxide layer would also decrease the capacitive
participation ratio of the dots’ coupling to their plunger gates, so thicker oxides require
higher gate voltages to induce conductivity on the interface below. The oxide thickness
must be chosen carefully to balance fabrication yield against device performance.

A thermal anneal step following thermal oxide growth has been employed in other
silicon MOS devices to improve the quality of a Si/SiO2 interface. The Berkeley fabrication
team experimented with various thermal anneal parameters. After thorough experimental
investigation, we ultimately concluded that this high temperature anneal step was decreas-
ing yield in our devices and may increase microwave absorptivity without improving the
quality of our 2DEG significantly. Our final fabrication process employs no thermal anneal
step.

8.2.3 Metal layer 1: Ohmic Contact Pads

The Ohmic contact wirebond pads are the first metal layer deposited. The pad
regions overlap the n+ doped regions, but do not overlap the area where the accumulation
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gates will be deposited. Each pad consists of a thin layer of titanium followed by a thicker
layer of gold. The titanium layer contacts the conducting silicon, while the gold layer is
easy to wirebond and makes a good connection with the titanium layer.

This Ti/Au metal stack proved vital to maintain robust electrical connectivity
with the 2DEG across multiple thermal cycles. Ohmic contact pads of aluminum or gold
only were sufficient for room temperature testing, but wirebond to these pads did not
consistently maintain a connection to the 2DEG when cooling to cryogenic temperatures,
so consistent wirebond integrity was important to our measurement strategy. Each failed
wirebond costs substantial measurement resources. Evaluation and characterizing the de-
vices involves thermally cycling each sample multiple times with the same wirebonds, and
selective failure of wirebond connections is very difficult to diagnose. The failure rate of
wirebond connections must be very low for efficient device characterization to be possible,
so a fabrication process allowing clean deposition of titanium and gold is necessary.

8.2.4 Metal layer 2: Quantum dot and resonator

In this step an aluminum layer is deposited which defines the resonator and all
quantum dot gates, leads, and metal gate wirebond pads. The entire pattern is defined
in a single step using electron beam lithography. The lithography details are presented in
Steven Wang’s dissertation.

The quality of the deposited aluminum layer in this step is vital both for the
microwave properties of the resonator and for the quantum dot quality and yield. Care
should be taken to ensure smooth, high purity aluminum deposition. We use the aluminum
e-beam evaporator described in Slichter 2010 [59], which at the time of our device fabrication
had never been used to evaporate any metal other than aluminum. This evaporator allows
us to deposit higher quality aluminum layers than were possible in other facilities available

to us. We used evaporation pressures below 10−7 Torr, with rates in the range of 5-8 Å
s .

Liftoff often presents difficulties in this step. This step is the most prone to failure
in the fabrication process, and liftoff problems in the quantum dot region constitute the
most common failure mode. SEM inspection of each device at this point is recommended
to triage failures. If the quantum dot region appears to have been deposited successfully,
all gate traces should also be inspected thoroughly for breaks and peeling. These failures
are relatively common, and if they are not identified through imaging they can be difficult
to diagnose until the sample is cooled to cryogenic temperatures.

It is possible that electron bombardment during this inspection step can adversely
affect the quality of the interface, increasing the surface roughness and the density of local
charge traps. We have not investigated this possibility except to find that we can still form
fairly stable dots after SEM inspection using our fabrication process.

During SEM inspection we also measure the average grain size of the evaporated
aluminum, which is a rough metric for the quality of the deposited metal layer. Figure
8.2 shows the grain size difference between aluminum evaporated in the multiuse thermal
evaporator at the Marvell Nanofabrication Laboratory and the dedicated aluminum e-beam
evaporator at the Quantum Nanoelectronics Laboratory. It appears that a single use alu-
minum evaporator increases the quality of deposited metal significantly.
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8.2.5 Metal layer 3: Shunt Capacitor

All devices which pass visual and SEM inspection undergo two final deposition
steps to add an insulating oxide layer and metal shunt capacitor across the shorted end of
the resonator. To protect the sensitive metal regions deposited in the previous step from
any high temperature processes, the oxide in this step is not thermally grown but deposited
by chemical vapor deposition. CVD oxides tend to have higher microwave absorptivity than
thermal oxides, so they are usually avoided in low loss microwave electronics design. The
CVD oxide layer in this step must be confined to regions which do not overlap with the
electromagnetic fields of photons in the resonator. One intermediate design of our advice
allowed this CVD oxide to cover the entire device region, intending to protect it from
electrostatic discharge damage, but the microwave losses due to this oxide were so high that
no resonance could be measured even at millikelvin temperatures.

In the current design, the CVD oxide is confined to the voltage node of the res-
onator. The oxide is confined to the region between the plates of the large shorting capacitor,
with a very low impedance at microwave frequencies. By designing the capacitor as a mi-
crowave short, we ensure that no appreciable voltage (or electric field) is induced across
the capacitor by microwave photons. This fabrication step was completed at the Quantum
Nanoelectronics Laboratory by myself.

8.3 Failure Modes

8.3.1 Lithography & Liftoff

Many of our samples failed during liftoff of the metal layer in which the quantum
dot itself and the thin gate leads are defined. If the resist stack, the dosing, the e-beam
focus, the development parameters, and the liftoff procedure are not each carefully tuned,
the quantum dot structure will not survive. Peeling of metal gates is a common symptom
of this failure mode, as is shorting between adjacent nearby gates. The minimum clearance
between adjacent gates in our design is 40 nm. This is within the range of standard e-beam
lithography, but is nonetheless difficult to achieve consistently.

8.3.2 Electrostatic Discharge

Our quantum dots are specifically designed to concentrate electromagnetic fields
into the dot region which contains delicate, densely spaced metal structures. These are
the perfect conditions for damage by electrostatic discharge. Our devices, especially the
Berkeley design, are extremely sensitive to this type of damage. Electrostatic discharge was
one of the most common failure modes in our experiment. Extreme care must be taken
when handling, processing, and mounting the samples to avoid exposure to electric shocks
from static charges. Grounding straps and insulating groves should both be worn at all
times while handling samples, and all gates should be connected to ground for as much of
device’s lifetime as possible.

Cleaving the wafer using a standard wafer saw was an unexpected source of ESD
damage to the Berkeley devices. Using wafer saws to cleave these devices resulted in a yield
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Figure 8.1: SEM images showing damage to a device due to electrostatic discharge

of less than 25%. Imaging the damaged samples showed evidence of destruction by electro-
static discharge. Apparently grounding techniques for these instruments are insufficient to
protect our devices. All of our samples were subsequently cleaved by hand. With proper
grounding this produced no ESD damage.

8.3.3 Oxide Shorts

In the UCLA geometry, a thin insulating oxide separates the 2DEG and depletion
gates from the accumulation gate. It is very common for this oxide to be punctured, allowing
electrical shorts between the accumulation gate and the electric structures underneath. If
the accumulation gate leaks charge to the 2DEG interface, it is impossible to maintain
a voltage bias sufficient to induce a carrier concentration on the 2DEG. In this case the
device is entirely nonfunctional. This problem can generally be diagnosed during room
temperature leakage tests.

In the Berkeley design, oxide shorts are much less of an issue because of the single
metal layer. Nonetheless, closely spaced metal traces do still short to one another. We
test for leakage current from each gate before measuring any of these samples, and we have
found several failures due to oxide shorts between adjacent gates. Rapid changes in gate
voltage should be avoided, especially at low temperature, because this can cause shorts to
develop in previously functional samples. Software was developed to protect devices by
making rapid changes to gate voltages impossible.

8.4 Evaluating Device Performance through Imaging

Fabrication yield was the limiting factor in the success our experiment, so the
efficient triage of potentially viable devices was vital for maintaining efficient process flow.
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Over the course of this experiment we developed a series of tests to diagnose malfunctioning
devices as quickly as possible without harming any functional devices through the testing
process.

The first diagnostic to assess the functionality of a newly fabricated device is imag-
ing the quantum dot region in a scanning electron microscope. Lithography and liftoff errors
are common in this step, and imaging is the least time consuming method of diagnosing
these problems. Typical images are shown in figure 8.1.

Figure 8.2: SEM images showing grain size of aluminum evaporated at different facilities.
On the left is alumimum deposited at the Berkeley Nanolab, the middel shows aluminum
deposited at the LBNL Molecular Foundry, and the right shows aluminum deposited in a
dedicated aluminum evaporator at the Berkeley QNL. Scale bar is 200nm.

Imaging can also help make a rough assessment of the quality of the deposited
aluminum. When viewed under an electron microscope, a thin layer of deposited aluminum
appears granular in structure. Regions of smooth aluminum are separated by apparent
barriers of slightly less reflective metal. The size of the grains can be used as a qualitative
metric of the quality of the deposited aluminum. For the purposes of this dissertation, this
metric is purely empirical. The word “quality” is used as a vague metric for the overall
likelihood that the device will function with favorable DC and microwave characteristics. No
claims are made as to the nature of the aluminum grains, the mechanism of their formation,
or the quantitative extent to which they correlate with device performance.

Electron bombardment has a noticeable effect on the reflectivity of the sample
both to visible light and to incident electrons. Regions that have been imaged under an
electron microscope can be readily identified both under optical and electron microscopes.
It is possible that imaging each sample after aluminum deposition may have an appreciable
effect on the quality of the Si/SiO2 interface. The quality of this interface determines both
the 2DEG mobility and the spatial variation of the potential landscape in the plane of the
2DEG [71]. We have not determined the important of this effort in our measurements.

The interface quality is most likely to be degraded by electron bombardment in
areas on which aluminum has not been deposited. Because only the quantum dot region is
imaged at high intensity, the only highly bombarded regions relevant to device performance
are the tunnel barriers between the dots and source and drain regions. If the potential
landscape in these regions is too rough, it becomes difficult to control the dots and increases
the likelihood of forming extraneous extra dots. The extent of this effect has not been



106

Figure 8.3: SEM images showing quantum dot devices with different aluminum grain sizes.
One is clearly better defined than the other. Scale bar is 100 nm.

measured. However, we feel that limiting electron bombardment during this diagnostic
step, or developing new diagnostic methods not reliant on electron beam bombardment,
would be promising avenues for research seeking to increase the yield and consistency of
this type of device.
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Chapter 9

Conclusion and Future Outlook

9.1 Novel Design for Hybrid Quantum Systems

I have presented a robust design for a novel double quantum dot in silicon coupled
to a microwave resonator. This design constitutes an improvement over previous hybrid
dot-resonator systems in several respects. By working in silicon, we avoid the coherence is-
sues inherent in quantum systems based on GaAs heterostructures, which ultimately opens
the door to utilizing the long spin lifetimes observed in silicon electron systems. Our dif-
ferential resonator geometry with vertically coupled plunger gates allows for much stronger
coupling of the resonator to the dot is possible in other geometries, creating the possibility
of achieving strong coupling than with even modest resonator characteristics. Our design
can be fabricated using standard e-beam lithography techniques in a relatively simple fabri-
cation process. All geometric features of the resonator-dot system are deposited on a single
metal layer, simplifying fabrication and decreasing the possibility of oxide shorts. Wafer
level processing techniques in silicon, and on-chip transmission lines capable of transferring
quantum information between qubits, make this a promising technological architecture for
scaling up to many interconnected qubits. This design represents a significant step toward
using quantum dot systems in a practical integrated quantum computation system.

9.2 Charge Trapping

We have demonstrated stable and controllable charge trapping on both dots in-
dependently. This was confirmed by drawing repeatable stability hexagon diagrams with
approximately even potential spacing over several charge states. When a device is success-
fully fabricated, mounted, and cooled, it is relatively easy to find a functional region of
parameter space to observe characteristic quantum dot behavior.

9.3 Resonator Capable of Strong Coupling

We have presented reflection data from the integrated 6 GHz resonator, and
demonstrated that we have achieved sufficiently low loss to achieve strong coupling with the
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quantum dot. This coupling was not directly observed only because fabrication and mea-
surement issues prevented us from measuring any device in the current design with both
dot and resonator simultaneously functional. A research group with sufficient fabrication
resources to invest in creating and measuring these devices should be able to observe Rabi
splitting between the quantum dot system and the resonator. In order to aid such efforts,
I have presented tools for design, modeling, measuring and fitting this resonant structure,
and have presented a framework for modeling and ameliorating microwave losses in the
system.

9.4 Future Research Directions

9.4.1 Observe Rabi Splitting in a Charge Qubit

The next step is to observe strong coupling between a resonator and a double
quantum dot in silicon. The devices we describe in chapters 5 and 6 of this thesis have been
demonstrated to be capable of reaching this regime if they are fabricated and measured
without damage. No notable improvements to the methods described in this document are
necessary to observe strong coupling between the dot and resonator. Coherence times for
these devices are expected to be limited by charge noise when operated as charge qubits.

9.4.2 Decrease Resonator Loss for Improved Readout

Although we have demonstrated that the loss in our resonator is sufficiently low
to allow for strong coupling to our qubit, we still have too much loss for ideal control and
readout of the device. Before it is possible to measure a qubit with a long coherence time, it
will be necessary further to improve the resonator loss characteristics. Ideas for dominant
loss mechanisms and ways to address them have been presented in chapters five and six.

9.4.3 Deposit Nanomagnet to Couple to Spin Degree of Freedom

In order to take advantage of the very long lifetimes and coherence times of elec-
trons in silicon [40], we ultimately need to couple to the electron spin, not the position of
the electron charge. The Bohr magneton is too small to allow us to couple to electron spin
directly using the resonator magnetic field. However, if we deposit a small region of perma-
nent magnet near the dot structure using standard metal deposition procedures [72], the
resulting inhomogeneous magnetic field would allow us to couple strongly to the electron’s
spin degree of freedom.

Initially it should be possible to attempt this with very little substantive change
to the device design and fabrication process. If successful, it would then be possible to relax
several design constraints chosen to maximize coupling to the charge state. This would
allow enough flexibility to integrate this device into a larger quantum system, perhaps with
several more quantum dots or other qubits. Integrating superconducting qubits which allow
fast and easy manipulation with semiconductor qubits which promise long coherence times
would be an especially promising area of future research.
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