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ABSTRACT OF THE DISSERTATION

Infragravity Runup Methods: 1D or 2D?

by

Cassandra Starr Henderson

Doctor of Philosophy in Oceanography

University of California San Diego, 2024

Mark A. Merrifield, Chair

Infragravity (IG) waves are long period ocean waves (nominally 25 to 250 seconds)

generated by nonlinear, long period variations in the momentum flux of incident sea swell

(nominally 4 to 25 sec) wave groups in shallow water. IG waves are ubiquitous on the

shoreline, can dominate the runup during storms, and contribute to wave driven flooding.

Predicting IG waves with numerical wave models or empirically are a current research

topic in Nearshore Physical Oceanography.

In chapter 1, we initialize the the nonhydrostatic numerical wave model SWASH

with measurements in 6m depth and compare model predictions to LiDAR observations of

wave runup and overtopping in Imperial Beach, CA. SWASH (1D) skillfully predicts wave

xiv



by wave runup and overtopping.

In chapter 2, we challenge the 1D assumption inherent in chapter 1 by examining

the impacts of infragravity edge waves propagating alongshore (in 2D) as well as cross-

shore, using observations over 2 months at Torrey Pines. Edge waves can be up to 25% of

the runup variance, and are most significant (sometimes¿ 80%) for alongshore velocities.

SWASH 1D lacks 2D edge waves, but partially compensates by overpredicting non-edge

(e.g. leaky ) IG waves. Edge waves contribute to errors in 1D methodologies.

In the appendix, SWASH 2D is used to simulate infragravity edge waves, and

demonstrate a need for further development of modeling methodologies.
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Introduction

Since the first observations of infragravity waves by Munk (1949) and Tucker and

Deacon (1950), IG waves have been a key topic in nearshore physical oceanography, owing

to their contributions to surfzone dynamics and wave impacts alike. These long period

(25 to 250 second) waves arise from nonlinear interactions between short period waves

(4 to 25 seconds). Where short period waves (a.k.a. sea swell waves or SS waves) are

generated offshore by wind, infragravity waves (IG waves) are generated through nonlinear

interactions in the surfzone (for mathematical developments, see Biesel (1952); Longuet-

Higgins and Stewart (1964); Hasselmann (1967)). In many cases, IG waves grow larger

than SS waves in very shallow water, and are primary contributors to wave runup and

overtopping (see chapter 1, but also Bertin et al. (2018)). They are strongly affected by

changes in depth, and therefore mostly trapped in shallow water, but some travel into

deep water and can be detected in the deep ocean (Webb et al., 1991) and even in ice

fields (Bromirski et al., 2010).

Oceanographers also took interest in edge waves, which are solutions to the shallow

water equations describing trapped waves that travel parallel to shore (Stokes, 1846; Ursell,

1952). Edge waves are a resonant mode of the surfzone, arising from multiple constructively

interfering waves (Schäffer and Jonsson, 1992) which experience the beach as a wave guide.

These waves were discovered to be highly energetic at lower-than-IG frequencies (5 minutes

to 10 hours) (Munk et al., 1964), and they were first attributed to wind gusts or hurricanes

(Munk et al., 1956). Eventually Gallagher (1971) connected the dynamics of IG waves to

edge waves, leading to lab (e.g. Bowen and Guza (1978)) and field studies (Huntley (1976);

1



Huntley et al. (1981); Oltman-Shay and Guza (1987) and many more) of infragravity edge

waves. Edge waves were thought to be a significant contributor to surfzone physics. Of

edge waves, Walter Munk said “it has turned out that the linear edge waves provide a

linear core to the highly nonlinear coastal and littoral dynamics” (Munk, 2000).

Recently, to account for the nonlinear interactions between individual waves, nu-

merical models which resolve individual waves have come into prominence (e.g. SWASH

(Simulating WAves till SHore); Zijlema et al. (2011)). These models have high skill at

predicting wave runup using only wave action along a cross-shore transect (hence they are

1-dimensional), which by definition excludes edge waves (which are 2-dimensional).

In Chapter 1, one of these nonlinear models (SWASH) is tested for suitability for

simulating wave runup from offshore wave measurements along a cross-shore transect

at Imperial Beach, CA, and compared to LiDAR observations. SWASH-predicted and

LiDAR-observed runup time series are in-phase and coherent in both the sea-swell and

infragravity frequency bands. The ability of a 1D model to explain nonlinear dynamics of

infragravity waves raises the question: what about edge waves?

In Chapter 2, an array of sensors is deployed at Torrey Pines State Beach, CA,

to study infragravity edge waves, similar to Oltman-Shay and Guza (1987); Huntley

et al. (1981), but with longer spacing, deeper sensors, and more data. Also, rather than

using linear array methods as done previously, Bayesian statistics are used to combine all

measurements (regardless of sensor location) to estimate the intensity of edge waves (as

called for by Huntley (1988)).

Chapter 2 is extensive, and spans a major field experiment, the development and

adaptation of a statistical method from deep water oceanography (Bayesian Maximum

a Posteriori, see Kachelein et al. (2022)) to shallow water, and the exploration of the

results for understanding edge wave physics. We demonstrate that edge wave strength is

associated with high tide, supporting the hypothesis that edge waves are enhanced with a

steeper slope and stronger shoreline reflection.

2



Significant attempts were also made to model edge waves in SWASH, and some

success was achieved, shown in Appendix B, but significant challenges arose with the

offshore boundary condition and domain shape, so these results are limited.

We find that linear edge waves explain a significant fraction of infragravity energy,

depending on location, up to 25% of the infragravity wave runup and up to 50% of the

alongshore velocity infragravity variance offshore. Yet 1D methods still perform well, and

the margin of error from infragravity edge waves on runup is comparable to a variety of

other error sources, suggesting edge waves are a higher order effect on most beaches.
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Chapter 1

Phase resolving runup and overtop-
ping field validation of SWASH

Abstract

Time series of storm wave runup and overtopping observed on a sandy beach

with a scanning LiDAR are compared with predictions of the phase-resolving numerical

model SWASH 1D. SWASH is initialized 300m offshore (8-m depth) with phase-resolved

estimates of shoreward and seaward propagating waves, observed with a co-located pressure

sensor-current meter. During 5 hours of storm conditions (2.4-m significant wave height,

17-sec peak period, high tide) swash zone bed level erosion of 80cm was observed with the

LiDAR and included in SWASH simulations. Model offshore bathymetry is an ensemble of

historical surveys. SWASH-predicted and LiDAR-observed runup time series are in-phase

and coherent in both the sea-swell and infragravity frequency bands. Overtopping was

intermittent and occurred only for the largest runups that were at suboptimal viewing

angles. SWASH overpredicted by a factor of two the number of overtopping events observed

with LiDAR and a single point pressure sensor. Phase-coupling between infragravity and

sea swell waves at the offshore boundary and shoreline erosion both significantly affect

model runup and overtopping. SWASH prediction misfits of 5-6% in runup sea-swell

and infragravity heights are encouragingly small given the uncertainty in underwater

bathymetry, 1D dynamics assumption, and default model representations of wave breaking
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and bottom friction.

1.1 Introduction

Climate change will raise sea level, alter waves and beach morphologies, increase

flood risk, and require costly adaptations (Nicholls and Cazenave (2010); Hinkel et al.

(2014), and many others). On the US west coast, coastal erosion and flooding during storms

are driven by coincident high waves and tides. Wave runup and overtopping of coastal

defenses sometimes are included in predictions of future flooding (O’Neill et al., 2018;

Barnard et al., 2019), but sometimes only setup is used (Vousdoukas et al., 2016) owing

both to fundamental deficiencies in runup modeling (Gomes da Silva et al., 2020), and a

general lack of high-resolution bathymetry required for detailed flood modeling (Gallien

et al., 2018). Additional challenges in modeling extreme runup include a sometimes rapidly

eroding shoreline, significant along-shore variability, and uncaptured impacts associated

with groundwater and sediment properties.

For practical purposes, runup on sandy beaches is often predicted using an empirical

parameterization (Stockdon et al. (2006)) that uses bulk offshore wave conditions (H0 and

L0), and a single beach slope to represent topographic effects. Sometimes more information

is available and an empirical method can be calibrated using the conditions of the beach (e.g.

EurOtop; Pullen et al. (2007)). Empirical models of runup (i.e. Stockdon) or overtopping

(EurOtop) are good options where site information, such as offshore bathymetry and

incident wave energy spectra, is unavailable for initializing a numerical model. However,

empirical runup estimates tend to have high errors, especially for extreme events (Gallien,

2016; Fiedler et al., 2018, 2020). Improving empirical models presents many challenges,

including accounting for aleatory (random) uncertainty (Torres-Freyermuth et al., 2019)

and variations in beach profile (Gomes da Silva et al., 2020; Soldini et al., 2013).

Numerical models of nearshore processes vary from phase-averaged shallow water
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or Boussinesq equations models (e.g. XBeach hydrostatic; Roelvink et al. (2009), SWAN;

Holthuijsen et al. (1993)), to phase resolving models (SWASH (Simulating WAves till

Shore); Zijlema et al. (2011); XBeach non-hydrostatic; Smit et al. (2010); to full Reynolds-

Averaged Navier Stokes (RANS) equation solvers (e.g. OpenFOAM; Jasak et al. (2007)).

RANS and VOF solvers accurately predict surfzone wave transformation and some fine

scale processes (e.g. turbulence) but are computationally expensive and impractical for

modeling many realistic wave and beach conditions. Individual infragravity (IG) waves are

resolved in some phase-averaged models (XBeach) and omitted in others (SWAN). Phase-

averaged models lack 2-way nonlinear coupling between sea-swell (SS) and IG frequencies.

Significant work has been done to improve phase-averaged model parameterizations of

infragravity waves and overtopping (Lashley et al., 2020; Roelvink et al., 2018).

Models that resolve phases of both SS and IG waves are a compromise where

important physics are retained with (relatively) modest computation requirements. Fully

phase-resolv-ing numerical models for runup and overtopping have been extensively vali-

dated in the laboratory: XBeach; Lashley et al. (2018); Roelvink et al. (2018); de Ridder

et al. (2021); SWASH: Ruju et al. (2014); Smit et al. (2014); Suzuki et al. (2017); Lashley

et al. (2020); and in the field: XBeach; McCall et al. (2014) (XBeach-G), de Beer et al.

(2021), SWASH: Torres-Freyermuth et al. (2012); Nicolae Lerma et al. (2017); Gomes da

Silva et al. (2020). Field validating 2D runup models is a longstanding challenge (Battjes

and Gerritsen, 2002), and is often limited to bulk statistics.

Numerical models are limited by simplified dynamics of modeling assumptions

required by lack of processing power and limited dynamical understanding. For example,

the commonly used 1D assumption, valid in the narrow flumes used often for model testing,

is known to overestimate IG energy by ignoring directional spread (Herbers et al., 1999; de

Bakker et al., 2014). Bed roughness (i.e. friction) significantly impacts higher frequency

runup (Torres-Freyermuth et al., 2019), but is difficult to directly observe and is sometimes

tuned to improve model fit (e.g. Fiedler et al. (2018)). Infiltration into the sand bed
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is also important (Villarroel-Lamb et al., 2014). Depth-averaged models do not resolve

the turbulence important for sediment transport (Briganti et al., 2016). Amplitudes and

phases of shoreward propagating IG and SS waves (as well as spectra) at the offshore

boundary are ideal, but rarely measured. Limited boundary condition information limits

model accuracy (Fiedler et al., 2019, 2020; Gomes da Silva et al., 2020). Various surfzone

dynamics such as bore-bore capture (Stringari and Power, 2020) and wave groupiness

(Roelvink et al., 2018), depend on phases.

Model testing also is limited by the lack of accurate runup measurements. Video

imagery is commonly used, with runup obtained by sensing the visible runup toe (Holman,

1986; Foote and Horn, 1999; Salmon et al., 2007; Almar et al., 2017). Depth of the detected

runup line from this method is known only approximately. Detecting rundown from a foam

line can be even more challenging, increasing noise (Aagaard and Holm, 1989). LiDAR

(used here) improves runup observation (e.g. Almeida et al. (2013)), but can be costly and

require extensive signal processing (section 2.2).

Gallien (2016) used runup model predictions with Xbeach in both hydrostatic

(phase averaged) and non-hydrostatic (phase resolved) modes, to predict street flooding

at Imperial Beach. Observed and modeled spatial extent of street flooding in this study

agreed well, despite variations in flood volume of an order of magnitude. On one transect

the total flood estimated volumes were: EurOtop: 160,000 l/m, nonhydrostatic XBeach:

35171 or 8595 l/m depending on domain length, and hydrostatic XBeach: 4531 l/m. These

large discrepancies highlight the need for additional overtopping model validation with

more detailed field observations as presented here.

Fiedler et al. (2018) modeled runup with SWASH on a 1D transect initialized

with co-located pressure and current meters in ∼10 m depth at two US West Coast

beaches, and compared the 10 cm runup depth line between SWASH and LiDAR-observed

runup, showing agreement in observed bulk runup statistics (e.g. R2%). Fiedler et al.

(2020) developed an empirical runup formula specifically for Imperial Beach using 20 years
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of wave hindcasts, historical beach profiles, and SWASH. They showed good agreement

between bulk runup statistics predicted by the empirical formula and the storm observations

discussed here. Street flooding forecasts based on this analysis were developed by Merrifield

et al. (2021) and available here: https://climateadapt.ucsd.edu/imperialbeach/forecast/.

Here, we utilize field observations of runup and overtopping to validate SWASH

during an extreme event. The model shows considerable skill for predicting phase-resolved

runup and number of overtopping events, demonstrating that SWASH run on a 1D transect

can be used to predict individual overtopping events in the field during storm conditions.

We focus on the number of observed individual overtopping events as our model validation

for overtopping. Five hours of observed storm waves and runup (Sections 1.2.1, 1.2.2) are

used to initialize SWASH (Sections 1.2.3, 1.2.4). SWASH is compared to observations in

detail, including runup (Section 1.3.1), and overtopping (Section 1.3.2). Sources of error

are considered (Section 1.3.3), and the offshore conditions between observation and model

are compared (Section 1.3.4). Model sensitivity to removing information is discussed

(Section 1.3.5). Conclusions are in Section 1.4.

1.2 Methods

1.2.1 Observations and Study Site

Imperial Beach, a low-lying beach community in southern California, experiences

chronic street flooding during coincident high waves and high tides, with impacts sometimes

compounded by pollution (Steele et al 2018). Significant overtopping and backbeach erosion

were observed on January 18, 2019, when high spring tides (with a range of ∼2.6 m)

coincided with energetic swell (Figure 1.1). At a buoy in 20 m depth, directional spread

(17 deg) was relatively low, and significant wave height (2.4 m) and wave period (17 s)

were moderately high for this site (Figure 1.2). Shoreward propagating waves observed

with a co-located pressure and current sensor in ∼8 m depth about 300 m offshore were
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used to initialize SWASH (PUV located in Figure 1.3a. Observed waves in Figure 1.4).
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Figure 1.1. Time series of tide and
√
H0L0, noting date of Imperial Beach study. (a)

Water level (MSL, end of Scripps Pier ∼40 km north of the study site) (b)
√
H0L0, a key

parameter in empirical runup formulae, at offshore CDIP buoy 155 (20 m water depth).
January 18, 2019, shown with white star, was a spring high tide.

The 1 km of the coastline of Imperial Beach most prone to flooding is backed with

riprap, a roughly 2 m tall pile of ∼1 m diameter rocks placed between the sandy beach

and community infrastructure. In some locations the landward side of the riprap is backed

by structures (e.g. apartment buildings) which impede overtopping but can be damaged.

In other areas overtopped water flows directly into the street (e.g. our focus site, Cortez

Ave., see Figure 1.3a). The along-shore variability in flood dynamics is not addressed here.

A scanning LiDAR (RIEGL VZ-2000, 1550 nm wavelength) deployed on a 2nd

story condo 20 m north of Cortez Ave. (Figure 1.3) observed a single crossshore transect

at 10 Hz (lines per second) for a single high tide in nine 28-minute bursts. The scanned

region extended from the seaward side of the riprap (which extends up to ∼2 meters above

the sand level and ∼5 m above the water level) to ∼100 m offshore. Sand levels during
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Figure 1.2. Historic wave conditions from 2006-2020 at CDIP buoy 155 (near Imperial
Beach CA), compared to present conditions. White star is 18 Jan 2019. (a) peak period
(Tp) versus significant wave height (Hs). (b) average wave direction versus directional
spread. Waves were relatively energetic, long period and directionally narrow. Directional
spread is defined for buoy data in van Kuik et al. (1988).

the storm, measured in the swash zone during wave downrushes with the LiDAR, eroded

80 cm over 5 hours (Figure 1.5). These same data are used by Fiedler et al. (2020).

Bed elevations from the backbeach to ∼10 m depth have been collected since 2009

with a GPS-equipped ATV and push dolly, and a jetski outfitted with acoustic sonar (Ludka

et al. (2015)). A 2012 beach nourishment, intended to widen the subaerial beach and prevent

street flooding, was mostly eroded but remained detectable in 2019 (Ludka et al. (2019)).

Owing to beach closure from pollution, October 2018 was the most recent subaqueous survey

prior to the January 2019 LiDAR observations. Winter profiles of beaches in San Diego

are characteristically eroded (see: https://siocpg.ucsd.edu/data-products/beach-report/),

so to avoid running the model on an unrealistic accreted October profile, an ensemble of

observed eroded profiles from previous years are used for underwater SWASH bathymetry

(Figure 1.3b).
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An RBRsolo3 D pressure sensor was mounted at the base of a signpole behind the

riprap at the base of Cortez Avenue (Figure 1.3a), which slopes down ∼40 m towards the

main street, Seacoast Drive, and the Tijuana River Estuary behind it. The pressure sensor

detected overtopping waves, but could not be used for volume estimates. Water from

overtopping pooled at the Seacoast Drive-Cortez Ave. intersection and drained slowly into

the estuary.

Over the whole observation period, waves were consistently large (Hsig ≈ 2.4 m).

Overtopping was controlled by the tide, and peaked (1.015 m relative to MSL) at high tide

around 14:00 (UTC) and stopped around 18:00, when the tide had dropped back to MSL.

1.2.2 LiDAR Processing

LiDAR observations were binned temporally at 10 Hz and spatially in 10 cm-wide

cross-shore bins. The dynamic sand bed level was defined as the running 2-minute minimum

for each cross-shore bin, and was used to estimate the depth of the runup tongue. More
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Figure 1.5. LiDAR observations of 80 cm of backbeach erosion over 4 hours. The slope in
the swash zone erodes from 0.14 to 0.10 over the observing period. (a) smoothed median
depth profiles for 28 min. segments, colored by time. MSL (0 elevation) is cross-shore
location 0 in Figure 1.3. (b) median profiles with riprap flattened for each segment; yielding
the depth profiles used in SWASH. Vertical lines indicate locations of riprap (x=44 m)
and the empirical overtopping threshold (x = 43 m). Times given are in UTC.

sophisticated algorithms are sometimes used for bed detection, such as variance thresholds

over 4 second windows (Almeida et al. (2015)), but were not practical given the data

quality.

We used 30 cm for our runup threshold depth to detect the runup line (Figure

1.6), which is larger than previous thresholds (e.g. 10 cm by Fiedler et al. (2018), 5

cm by Raubenheimer et al. (1996), 2 cm by Almeida et al. (2013), or 1.5 cm by Brodie

et al. (2012); Martins et al. (2015)). The same 30 cm runup threshold is used in both the

model and observations, so it is a valid model test. Shallower thresholds (¡15cm) used

elsewhere are not viable because of O(5 cm) error in bed level extraction and because the
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Figure 1.6. Example timeseries of LiDAR runup observations vs SWASH, with over-
topping measurements. (a) Sample vertical runup versus time for 400 sec around 13:00
(UTC). LiDAR-observed (blue) and SWASH-modeled (orange). The runup edge is defined
with 30 cm minimum depth. Shaded vertical bands indicate when an empirical horizontal
runup threshold (x = 43 m, see Figure 1.5) is passed, chosen to correlate with RBR
overtopping. The dashed horizontal line (elevation 4.1 m) is the elevation at the riprap
base. (b) RBR pressure (behind the riprap) versus time, with grey lines showing times
of overwash. Though in this sample the LiDAR runup has higher peaks, other segments
show the opposite behavior.

narrow beach imposes an upper limit on the instantaneous shoreline (i.e. the instantaneous

shoreline reaches the backbeach riprap during overtopping, where it is capped). Changes

in observed and modeled runup with threshold depth between 0.15 - 0.35 m (not shown)

are similar to previous studies. Model-data comparisons do not depend critically on the

30cm threshold.

The unquantified LiDAR errors are an analysis shortcoming. The LiDAR grazing

angle, shadowing by the riprap, and noise from sea spray or vibrations of the balcony

degraded data quality. Additionally, the 1550 nm wavelength used is not ideal for the

water and wet sand; a shorter 905 nm wavelength (as used by Blenkinsopp et al. (2010))

may have performed better.
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1.2.3 Runup Model

SWASH, a non-hydrostatic unsteady wave-flow numerical model designed for surf

zone processes, was run with two vertical layers, a compromise between accurate linear

frequency dispersion and the computational load of many layers (Zijlema et al. (2011)).

SWASH was run on a 1D transect, though we used the 2D engine to take advantage of

variable cross-shore grid spacing, which varies from 2 m at the seaward boundary to 20

cm at the shoreward boundary. The simulation has 3 along-shore grid points spaced at 1

m, making the model effectively 1D (Fiedler et al., 2018).

SWASH was initialized with the time series of shoreward propagating surface waves

observed by the offshore co-located pressure and current sensors (PUV in Figure 1.3a, η+

in Figure 1.4), surface corrected and separated into shoreward and seaward components

(Guza et al., 1984; Fiedler et al., 2019).

Model bathymetry was an ensemble of 8 representative underwater eroded winter

profiles on this transect (Figure 1.3b) combined with subaerial profile evolution observed

with LiDAR (Figure 1.5). The model back beach bathymetry was the smoothed median

bottom profile observed by the LiDAR for each 28-minute burst. Errorbars are the RMS

error from different model realizations using different subaqueous bathy-metries. This

variation in bathymetry was the largest easily quantifiable source of uncertainty in this

analysis.

We use the recommended settings for nonhydrostatic phys-ics and numerics based

on the SWASH user manual (as presented in Zijlema et al. (2011)), with wave breaking

parameters optimized for 2 vertical layers developed by Smit et al. (2013). Fine tuning

model parameters for this study would have risked overfitting because the processes

parameterized were not directly observed and many additional factors were not included

in the model (see discussion and conclusions).
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1.2.4 Overtopping

To simulate overtopping, the beach profile was flattened landward of the riprap

base (i.e. riprap removed) (Figure 1.5), and the flux onto the riprap estimated. This

does not account for how riprap (and whatever is behind it) impedes overtopping, so we

consider these estimates to be an upper limit on overtopping volume.

The LiDAR did not directly observe overtopping because the riprap seaward side

was shadowed and out of view. As the upper beach eroded over the 5-hr observation

period, this shadowed area grew to 70 cm seaward of the riprap (Figure 1.5a). The RBR

pressure sensor detected the larger overtopping events at a single point (Figure 1.6b), but

it did not accurately measure water depth.

To use the modeled runup line for predicting overtopping at Cortez Ave. specifically

(and taking account of the protection offered by riprap which we do not model), it was

necessary to relate direct observations of overtopping (the RBR) to related observed

phenomena which could be modeled (i.e. runup). RBR overtopping event counts (RBR

observed pressure anomalies) were compared with the observed LiDAR runup line. A

2-second boxcar filter was applied to the runup line time series, to reduce jitter. A

distance threshold was determined to match numbers of observed lidar runup maxima to

overtopping events observed with the RBR. This threshold is when the 30 cm LiDAR runup

line reaches within 1 m of the base of the riprap, which is a plausible proximity threshold.

This threshold was then used to compare modeled runup to observed overtopping (Figure

1.8).

1.3 Results

1.3.1 Runup

A representative 400 s time series shows good agreement of SWASH-predicted and

LiDAR-observed runup time series (Figure 1.6). There is an unresolved ∼20 sec time
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Figure 1.7. Spectra, coherence and phase, compared between 4 hours of LiDAR-observed
and SWASH-modeled runup at Imperial Beach, CA. SWASH uses a model ensemble (using
8 historic bathymetries), and computations use a 30 cm runup line. (a): Vertical runup
spectra Erunup(f). (b): Erunup(f) error (in physical units) using RMS scatter from different
model bathymetries, which is by comparison around 10% with a maximum at 20% of
the total energy at peak sea swell energies. (c): Coherence and (d): Phase difference
(observed-model) when coherence is above the 90% significance. Errors in panels b, c and
d are all from RMS scatter of different model bathymetries.

delay between RBR and LiDAR observed overtoppings which we do not know the source

of, which may be an instrument clock error or associated with the ∼25 m offset of RBR

and LiDAR (Figure 1.3a). Negative pressures and smaller than expected (based on visual

observation) depths are possibly associated with (compressible) air bubbles in the frothy
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overwash trapped in the intermittently exposed pressure orifice.

For the entire 252-min record, model and observed runup are in-phase and coherent

in both the sea-swell and infragravity frequency bands (Figure 1.7). SWASH overpredicts

sea swell energy but agrees better with the observed infragravity energy. In terms of runup

parameters, predicted IG and SS wave heights are within 5-6% of observed, but setup at

the shoreline is overpredicted by ∼40% (∼20 cm). The overprediction of shoreline setup

and sea-swell energy may be related.

The approximately linear phase drift with frequency (to ∼40 deg at 0.1 Hz) is

consistent with a ∼1 s time shift of unknown origin, small compared to the ∼60 s travel

time from the offshore PUV to the shoreline.

Spectra (Figure 1.7) have ∼36 degrees of freedom, use 14 minute segments with 50%

overlap and a cosine taper, and are not sensitive to details in spectral analysis. Errorbars

in SWASH sea swell and infragravity wave heights from the RMS of the bathymetry

ensemble are plotted in Figure 1.10 (orange), with more modeling scenarios included (see

Section 1.3.5). LiDAR errors are unknown.

1.3.2 Overtopping

The empirical method discussed in Section 1.2.4 is used to estimate an overtopping

rate from the LiDAR-observed runup line, which is tuned to agree with the RBR. The same

method is then applied to the SWASH-modeled runup line. Although the overtopping rate

inferred from the LiDAR runup line closely agrees with the RBR, SWASH over-predicts

overtopping by a factor of 2 (Figure 1.8a). Along with the overprediction of setup, this

suggests that dynamics not included in the model are important for accurate overtopping

predictions (See Section 1.4).

Only a few overtopping events, which include the largest bores, were matched by

all three of SWASH, LiDAR, and RBR. The modeled discharge rate (taken as water flux

onto the riprap, which is the upper limit of overtopped volume) peaks at high tide at
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Figure 1.8. Overtopping rates measured and predicted by SWASH. (a): Number of
overtopping events per minute versus time (UTC), estimated from LiDAR, SWASH model,
and RBR (see legend). (b) SWASH model flux onto riprap. For errorbars, we use the
RMS of the ensemble of SWASH results using different model bathymetries. Using this
method, SWASH overpredicts the overtopping rate by about a factor of 2. The errorbars
from the bathymetry ensemble only account for about half the misfit.

3080 l/m/min or 51.3 l/m/s, with an average of 1690 l/m/min or 28.2 l/m/s over the 252

minute record (Figure 1.8b).

1.3.3 Error from Bathymetry

The infragravity runup component is sensitive, to unknown and varying degrees, to

the subaqueous and subaerial bathymetry. We test for sensitivity using a limited range

of variable bathy-metry, plausible for the study beach. For this site, runup is relatively

insensitive to offshore bathymetry
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Errorbars for SWASH in Figures 1.7, 1.8, 1.9, 1.10 (except for phase error) and

1.11 are adopted from the RMS error of the 8 member underwater bathymetry ensemble,

which is the most significant source of easily quantifiable uncertainty, given that the

underwater bathymetry was not recently measured. Spectral uncertainty from bathymetry

for the 5-hour period in runup is 5-20% of spectral energy density (Figure 1.7b). Runup

component uncertainty is 2% for HIG, 6% for HSS, and 5% for setup. The errorbars are

too small to explain the misfit from SWASH overpredicting overtopping and setup. The

misfit in overtopping rate is ∼2 times larger than the errorbars on overtopping rate, and

for setup the misfit is ∼7 times larger than errorbars. This remaining misfit to LiDAR is

significant and attributable to the many factors we do not account for, such as LiDAR

observation error, 2D surfzone effects, porosity of the beach and reflection on riprap.

1.3.4 Offshore Conditions

PUV observations were decomposed into shoreward and seaward wave components,

used to estimate observed reflection coefficient (Figure 1.9). The shoreward component

was used to initialize SWASH. SWASH output at the boundary was also decomposed into

shoreward and seaward wave components. The shoreward component equals the PUV

by definition. The seaward component is the SWASH modeled reflected/radiated wave

energy.

Here SWASH overpredicts IG wave reflection coefficient by ∼40% (Figure 1.9d),

despite the fact that the IG component of the 30 cm runup line energy was predicted

accurately. Variance from unknown bathymetry was only ∼10%, not enough to explain

the misfit. We suspect error specifically from unaccounted 2D dynamics, a known cause of

infragravity wave overprediction.

The spectra were made with 20 minute segments with 50% overlap and a cosine

taper (for a total of 29 segments) but were not sensitive to details of spectral analysis.
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Figure 1.9. Sea surface elevation spectra at the offshore boundary (8 m depth, 300 m
offshore) observed by co-located pressure and current meter (PUV, black) and modeled
by SWASH (orange ) over 5 hours. (a): Total waves. (b): Shoreward propagating waves.
Agreement is expected because PUV spectra are used for model boundary conditions. (c):
Seaward propagating waves. (d): Reflection coefficient, the ratio of Seaward / Shoreward
spectra. In all panels SWASH is plotted as the region between the mean plus and minus
the RMS error from different model bathymetries.
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1.3.5 Cases With Reduced Information

Because detailed observations of backbeach erosion or phase-resolved ingoing waves

are often not available in field conditions, we also considered modeling cases where the 80

cm of backbeach erosion (Figure 1.5) is ignored (Figure 1.10, red), or ingoing wave phases

are randomized (Figure 1.10, purple).

In the case of non-eroding bathymetry, the same ensemble of underwater bathyme-

tries was used to estimate uncertainty, but a non-eroding backbeach was used. Overtopping

in this case is suppressed (Figure 1.11), perhaps because the erosion decreases the beach

slope (from β ∼0.14 to ∼0.10). With a lower slope, less momentum is required to reach

the top of the beach and overtop. The difference between the estimates grows as the

erosion progresses, and reduces the rate of overtopping by up to half by the third hour.

This demonstrates at least that short term erosion can be a significant factor in flood

volumes, though model validation is still limited.

The observed erosion decreased the beach slope by stripping away the back beach.

Though a parametric model like Stockdon 2014 would indicate a lower R2% from decreased

beach slope, the berm height to be climbed by overtopping is decreased, and (in the

SWASH model) more overtopping occurs. The apparent improvement in model fit results

from error cancellation.

In the case of randomized phase, a grid of 64 models (8 bathymetries by 8 randomized

phase sets) was used. This test examines the (common) case when only wave spectra

(lacking phase information) are available at the outer boundary. When initial phases are

assumed random, the accuracy of runup simulations decreases.

To randomize phase, waves are assumed to be linear and uncoupled at the 8 m

deep boundary (rather than assuming any nonlinear wave shape), and the same offshore

spectrum (η+ in Figure 1.4) is used to generate a time series of ingoing waves. To determine

error from one source, the ensemble is averaged on the other source.
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Figure 1.10. Overview of observed and SWASH-modeled bulk parameters, with un-
certainties, for different modeling configurations. (a): setup at the shore line, and sea
swell and infragravity wave heights (divided at 0.04 Hz or 25 seconds) derived from the
vertical runup line, and (b): overtopping rate per minute. Left to right are LiDAR
observations (blue), SWASH using all available information (orange), removing backbeach
erosion information (red), and removing phase information (purple). Except for the last
case (purple), all errorbars represent RMS error from the underwater model bathymetry
ensemble. In the case of removed phase information (purple), the left errorbar corresponds
to the RMS error from the randomized boundary condition phase ensemble (averaged on
bathymetry), and the right errorbar corresponds to the RMS error from the bathymetry
ensemble (averaged on phase). Notably the error for overtopping rate from randomizing
phase is about 2x larger than the error from unknown bathymetry. For all SWASH models,
setup was predicted to be about 1.5x larger than LiDAR observed.
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Figure 1.11. Overtopping rates predicted by SWASH with an eroding (orange) or static
(red) backbeach bathymetry versus time (UTC). Over 4 hours, 80 cm of erosion were
observed by LiDAR (see Figure 1.5). By the end of the simulation (where the difference
between the eroded and non-eroded backbeach is greatest) static backbeach SWASH
predicts ∼50% less overtopping than eroding backbeach SWASH.

For example, consider the case of calculating bathymetry RMS error. For each

bathymetry, there are model outputs from 8 different randomized-phase boundary con-

ditions. These 8 model outputs are averaged, leading to one model output for each

bathymetry, averaged on phase. The RMS of this 8-member ensemble is the uncertainty

from varied bathymetry.

Notably, the uncertainty from the randomized phase (∼20%, Figure 1.10, purple,

left) is not large, but is larger by a factor of 2 than uncertainty from the bathymetry

(∼10%, Figure 1.10, purple, right). Randomizing phase also leads to greater overprediction

in infragravity runup, increasing the misfit from ∼6% to ∼20% (shown as the increase

in infragravity height of the random phase case in Figure 1.10a). This shows how phase-

related errors would become the most significant source of uncertainty in the model if

phase was randomized.

The effect of errors in infragravity offshore boundary conditions (phase and ampli-

tude) on runup is not well understood (Gomes da Silva et al., 2020). Nonlinear effects
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couple infragravity and sea swell phase (i.e. groupiness), and the relatively short model

domain (∼300 m) is insufficient for waves to evolve from unrealistic randomized phasing

(used in this randomized phase test) to realistic coupled phasing (observed by the offshore

instrument). We believe this explains the additional misfit in infragravity runup from

randomized phases in the boundary conditions. Note that moving the offshore boundary

condition to deeper water would decrease the importance of including phase-coupling at

the boundary, but increase the importance of neglected 2D effects.

Overall, reduced information did not alter bulk runup statistics much, suggesting

other unaccounted factors were more significant. The relative importance of errors in wave

boundary and/or bathymetry that degrade 1D model performance vary on the conditions

and their relative uncertainties. For example, Gomes da Silva et al. (2020) showed that

runup is substantially altered by changes in subaqueous bathymetry much larger than

considered here.

1.4 Discussion & Conclusion

Five hours of runup and overtopping observed with a scanning LiDAR and backbeach

pressure sensor agree with predictions of the numerical model SWASH in 1D, initialized

with a time series of shoreward propagating waves observed ∼300 m offshore. Previous

field studies showed SWASH yields good estimates of runup bulk characteristics (e.g.

Smit et al. (2014), Rijnsdorp et al. (2014), Buckley et al. (2014), Fiedler et al. (2018,

2020)). We show the model-data agreement also includes runup phases and overtopping

within a factor of 2. Enabled by improved (LiDAR) observations, the model-observation

misfit is smaller than in previous field estimates (Gallien, 2016), and comparable to lab

studies (Suzuki et al., 2017) , though still significant. Overtopping predictions vary widely

from empirical parametrizations (Shaeri and Etemad-Shahidi, 2021), to numerical models

(Matias et al., 2019), to qualitative predictors (Stokes et al., 2021). Quantitative field
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validation of overtopping models are rare, and understanding of the relative influence of IG

wave phase is limited. The runup model performance is surprisingly insensitive to changes

in subaqueous bathymetry as well as the wave-by-wave match with observed runup, given

the not particularly narrow wave directional spread

We also show that poorly modeled dynamics can cancel, especially for bulk statistics

with limited validation. For example, omitting short-term erosion improved the apparent

accuracy of the model overtopping estimate, but this is not model improvement. We

might have increased model friction to improve fit, and friction is certainly an unknown

factor, but the misfit could equally well be from lack of 2D dynamics. In a model with

many simplifications, chasing optimal model fit by parameter tuning or adding empirical

corrections can be problematic, because the quality of validation prevents adequate

separation of error sources.

We also tested the impact of randomizing phase, and showed that in our case a lack

of phase coupling in boundary conditions can be more important than unresolved variations

in bathymetry. However, this test was limited by a relatively short 300m cross-shore

model domain. Sensitivity to phase-coupling at the offshore boundary was much reduced

when the offshore boundary was located 1200m offshore of a low-soope, high energy beach

(Fiedler et al., 2019).

Work remains to improve both the model and validation. Model physics would be

improved by accounting for wave reflection and blockage by riprap, seepage into permeable

sand, and 2D dynamics, either by modeling these dynamics directly or quantifying their

contribution towards model uncertainty when omitted. Model validation would be improved

by studying LiDAR error and expanding to more sites and wave conditions. Realistic

error estimates for the dynamics underlying bulk statistics are a necessary prerequisite for

identifying model deficiencies.

This qualitative model-data overtopping comparison represents a significant step

forward towards quantitative validation of phase resolving wave models in field conditions.
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These improvements are enabled (and limited) by the model and observations used.

Significant unresolved challenges in 2D modeling precluded straightforward exten-

sion of our 1D simulations. Preliminary 2D model tests raised issues of model domain size,

frequency resolution, periodic alongshore boundary conditions, numerical instabilities, and

large computational costs, which are particularly vexing for IG waves. Further progress also

will require improved observations of the offshore boundary conditions and 2D bathymetry.

Nevertheless, the encouraging comparisons between the 1D model and observations at

Imperial Beach suggest that quantitative phase resolving model simulations are achievable

in realistic field settings.
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Chapter 2

Bayesian Analysis of Infragravity
Edge Waves

Abstract

Infragravity edge waves on a moderately sloped ocean beach are characterized using

60 days of observations with low-to-moderate energy incident waves. Pressure (P) and

colocated biaxial current meters (UV) were deployed from the shoreline to 30m depth,

with an 8-element PUV array in 7 m depth spanning more than 1 km alongshore. Data

were analyzed with a Bayesian Maximum a Posteriori method (MAP) that inverts (into

linear shallow water modes) observed PUV cross-spectra including sensors separated in

both alongshore and cross-shore directions. Estimates with MAP concur with previous

studies using Maximum Likelihood Estimator and suggest edge waves often contain up to

50% of the along-shore velocity infragravity variance in 7m depth. When compared to

non-hydrostatic numerical wave model SWASH (run on a 1D transect, initialized in 15

m depth, 1 km offshore), MAP estimates low mode edge waves are 10-25% of the runup

variance. 5 days with LiDAR runup observations give similar results. Edge waves are more

energetic at high tide (when the shoreline slope is largest), possibly due to a steep beach

supporting multiple constructively interfering shoreline reflections, which are required to

form edge waves with ray theory. SWASH in 1D generally overpredicts infragravity waves

while by definition excluding edge waves, errors that partially cancel in predicted runup
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frequency spectra.

2.1 Introduction

Infragravity (IG) waves are long period waves (25 to 250 second) generated by

nonlinear, long period variations in the momentum flux of incident sea swell wave groups

in shallow water. In this near-resonant triad, two incident sea swell (SS) waves with

similar frequencies interact with a long third wave at the difference frequency. IG energy

is ubiquitous on the shoreline, can dominate the runup during storms, and contributes to

overtopping.

Model forecasts of runup of wave overtopping are often based on simplistic empirical

models that consider only incident wave bulk properties (e.g. wave height and peak period)

and neglect the effect of sandbars and offshore depth variations (e.g. Stockdon et al.

(2006)) More sophisticated dynamics-based spectral models that include cross-shore depth

variations and nonlinear IG wave generation and dissipation accurately predict infragravity

wave runup and overtopping in laboratory flumes (Lashley et al., 2020). Waves incident on

the domain are specified for both IG and SS waves. In these so-called 1D models, SS and

IG waves propagate in the cross-shore direction only. However, natural SS waves are spread

in direction with finite crest length. Existing observations show that infragravity waves

are also directionally spread, with energy sometimes concentrated on the ky-f dispersion

curves of topographically trapped edge waves.

First identified by Stokes (1846), edge waves are a normal mode of the surfzone.

Infragravity edge waves were first connected to surf beat / nonlinear forcing by Gallagher

(1971), and various linear array techniques (cross-shore: phase, node/antinode structure

(Guza and Thornton, 1985) and alongshore: MLE and IMLE (Huntley et al., 1981; Oltman-

Shay and Guza, 1987), and both (Sheremet et al., 2001)) were used to estimate that edge

waves can occupy up to 50% of shoreline variance, though usually significantly less. Despite
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this, edge waves are systematically ignored by 1D methods, which perform well without

them (e.g. Chapter 1). Our study builds on previous techniques for characterizing edge

waves and compare results with a 1D method (SWASH) to ask: where is the contradiction?

Field observations and methods designed to determine the importance of edge

waves to infragravity wave elevations and horizontal velocity are described. IG waves are

briefly reviewed in the remainder of section 2.1. In section 2.2, the Runup Bathymetry 2D

experiment (RUBY2D) is presented and observations are summarized. In section 2.3, Edge

wave shapes are computed for Torrey Pines using observed bathymetry and a Bayesian

cross-spectral inverse method for detecting and differentiating shallow water modes is

presented. The forward (mode amplitudes to observed cross spectra) and inverse problems

(observed cross spectra to mode amplitudes) are discussed. In section 2.4, edge waves

are quantified and compared to SWASH and a technique adapted from Oltman-Shay and

Guza (1987). Edge waves are estimated to be 10- 25% of runup and 25-35% of IG variance

in 7m depth. In section 2.5, we relate edge wave excitation to tide level and incident

wave size, and rationalize the relative accuracy of runup predicted by 1D phase-resolving

models (SWASH 1D), despite neglecting edge waves. The appendices includes details of

the instrumentation, processing, and SWASH 2D model test results.

2.1.1 IG Energy Balance

Generation by groups of sea and swell, dissipation, shoreline reflection, and refractive

trapping have all been suggested to contribute significantly to the infragravity energy

balance in shallow, nearshore waters (Munk, 1949; Longuet-Higgins and Stewart, 1964;

Gallagher, 1971; Suhayda, 1974; Huntley et al., 1981; Herbers et al., 1994, 1995a; Ruessink

et al., 1998; Henderson and Bowen, 2002; Janssen et al., 2003; Battjes et al., 2004). The

nearshore dynamics of IG waves have been widely studied during the past decades through

theoretical, laboratory, field and numerical efforts (see Bertin et al. (2018) for a recent

review).
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Various theories have been developed to explain the substantial growth of IG waves

in the nearshore (Symonds et al., 1982; Schäffer, 1993; Janssen et al., 2003; Nielsen and

Baldock, 2010; Contardo et al., 2021; Liao et al., 2021). Such theoretical background

combined with numerical modeling (Reniers et al., 2002; Van Dongeren et al., 2003; Lara

et al., 2011), laboratory experiments (Boers, 1997; Baldock et al., 2000; Baldock and

Huntley, 2002) and field campaigns (Okihiro et al., 1992; Herbers et al., 1994, 1995b,a), has

significantly advanced our understanding of the IG wave patterns, growth rates, dissipation

and phase relationship with SS wave groups (Battjes et al., 2004; Van Dongeren et al.,

2007; De Bakker et al., 2016).

A weakly nonlinear IG wave energy balance based on near-resonant triads explains

much of the observed cross-shore variation of IG energy flux (Henderson and Bowen, 2002;

Henderson et al., 2006; Ruju et al., 2012; Guedes et al., 2013; Rijnsdorp et al., 2015;

Mendes et al., 2018). De Bakker et al. (2015, 2016) used a nonlinear Boussinesq energy

balance to show that nonlinear interactions between two IG and one SS component can

become significant and must be included to explain the loss of IG flux near the shoreline

where the IG and SS wave heights are similar. Interactions between three IG components

have also been detected on mild sloping beaches (Van Dongeren et al., 2003).

In deep and intermediate depths, the non-resonant triad results in a relatively small

(formally 2nd order) bound IG wave in antiphase with groups of SS waves (Longuet-Higgins

and Stewart, 1964). Observed bound wave crests coincide with a minimum in the sea-swell

envelope (Okihiro et al., 1992; Herbers et al., 1994). Previous studies have shown the

bound Infragravity energy in 10-15 m depth in Southern CA is typically only 10-30% of

the energy. The remainder is free infragravity waves believed to be refractively trapped

on the shelf, seaward of 10-15m depth (Okihiro et al., 1992; Herbers et al., 1995b; Lange

et al., 2023b).

The bound wave is sometimes described as being “released” when the coupled SS

wave group breaks or as “progressively released” in shallow water regardless of breaking
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(Baldock, 2012). A spectral energy balance (Rijnsdorp et al., 2022) accounts for all

mechanisms potentially transferring energy between SS and IG waves, including shoaling

bound waves, excitation of free IG waves over a sloping bed and breakpoint generation.

However, in the spectral approach these mechanisms are represented as either contributions

to nonlinear flux gradients or nonlinear interactions, and the dominant mechanisms driving

the interaction are not identified. Numerical simulations suggest inclusion of an offshore

bound wave is often not necessary to reproduce observed energy balances in the inner

surfzone (Fiedler et al., 2018).

2.1.2 Reflection, Tides, and Edge Waves

Infragravity waves can strongly reflect at the shoreline, but also can gain and lose

energy through nonlinear transfers with sea swell waves and perhaps break in the inner

surfzone (Sheremet et al., 2002). On beaches with a convex profile, the inner surfzone and

shoreline slopes are low at low tide, and favor high dissipation and nonlinear transfers from

IG to SS waves (Thomson et al., 2006). Tidal changes in depth profile, and IG energy and

reflectance (often quantified as the reflection coefficient, the ratio of outgoing to incoming

energy flux) are well documented (Okihiro and Guza, 1995; Thomson et al., 2006; Smit

et al., 2018; Bertin et al., 2020; Matsuba and Shimozono, 2021)

This reflected energy propagates seaward and can either travel freely from the

shoreline across the shelf to deep water (known as ‘leaky’ waves, Webb et al. (1991);

Aagaard and Holm (1989); Ardhuin et al. (2014); Lange et al. (2023b)), or become

‘trapped’ along the shelf, due to back-refraction by the increasing water depth (Huntley

et al., 1981; Guza and Thornton, 1985; Oltman-Shay and Guza, 1987; Oltman-Shay and

Howd, 1993; Thomson et al., 2006). These trapped waves are sensitive to geography, with

the amount of trapping depending on the continental shelf and beach topography (Herbers

et al., 1995b; Smit et al., 2018).

Torrey Pines State Beach, CA has long been a study site for refractively trapped
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waves (Huntley et al., 1981; Guza and Thornton, 1985; Oltman-Shay and Guza, 1987;

Okihiro et al., 1992; Thomson et al., 2006), with significant trapped IG energy detected

shoreward of 15 m water depth. This refracted energy then propagates back onshore as

free waves. These trapped waves are not phase-coupled to local (instantaneous) SS wave

groups because they are not locally generated. Our inverse model estimates ambient IG

edge wave energy, but the energy source is not identified.

A sloping beach is a wave guide for edge waves, with shoreline reflection and

refractive trapping offshore creating cross-shore standing, alongshore propagating waves

confined to shallow water (Eckart, 1951). Edge waves can be derived as sums of trapped

(oblique from shore-normal), fully reflected free waves which constructively self- interfere.

Edge waves, nearshore free waves, are quantized into modes, with mode 0 having the

shortest alongshore wavelength y (and largest alongshore wavenumber ky). The mode

number counts the number of zero crossings before the edge wave decays. At a single

frequency, non-decayed edge waves have similar cross-shore structures, with nodes and

antinodes at approximately the same locations, making them difficult to differentiate in

the cross-shore.

Gallagher (1971) first noted that infragravity edge waves can be theoretically

generated through nonlinear difference wavenumber/frequency interactions at the edge wave

wavenumber and frequency. Infragravity edge waves may also be generated by breakpoint

forcing (Lippmann et al., 1997), refraction and scattering on irregular bathymetry and by

tsunamis and wind (effects not considered here).

Previous studies (Huntley et al. (1981); Oltman-Shay and Guza (1987), and many

others) using alongshore linear arrays in shallow water to measure energy at edge wave ky

were limited by array length and depth, but suggested edge waves can be up to 50% of the

runup energy, though typically less Oltman-Shay and Guza (1987). Previous studies also

used cross-shore arrays to examine the cross-structure of edge wave and leaky wave modes

(Gallagher, 1971; Huntley, 1976; Guza and Thornton, 1985). Sheremet et al. (2001, 2002)
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estimated directional spectra, including edge waves, from a 2D (extending both along-shore

and across-shore) array of PUV using a nonlinear least squares, using a relatively dense

but short array, with a particular focus on fitting the unknown cross spectral structure

of progressive waves. The few quantitative observations of infragravity edge waves are

generally consistent with the present results. Edge waves have been shown to become

more important for pocket beaches (Özkan Haller et al., 2001) and estuaries (Uncles et al.,

2014) where they may be selected for by favorable bathymetry.

This study uses a least squares inversion of the second order statistics (the cross-

spectra) observed by a 2D (cross-shore and along-shore) sensor array of pressure and

current meters. Similar techniques have been used for coastally trapped waves (Haines

et al., 1991; Middleton and Black, 1994), internal tides (Kachelein et al., 2022), and

many more (Wunsch, 2006). Specifically, Bayesian Maximum a Posteriori method (MAP)

(Van Trees, 2001) is used. Like Sheremet et al. (2001), this method estimates edge wave

amplitudes with a least squares inversion, but rather than using nonlinear least squares,

a conservative model prior is used, which allows the method to focus on the specific

contribution of edge waves to the cross spectra.

Edge waves in field-like conditions have been modeled numerically with phase-

averaged models (Van Dongeren et al., 2003; AJ et al., 2006), but phase-resolving models

with along-shore variations are still challenged by computational and methodological

limitations, including the wavemaker, offshore boundary condition, and large required

domain size (Fiedler et al., 2018; Van Dongeren et al., 2003). Additionally, the importance

of real (rather than model artifact) alongshore coherence of incident waves is unknown,

but dynamically impactful on alongshore wave processes (Salatin et al., 2021). SWASH 2D

(see Appendix B) was used to simulate lab type infragravity edge waves, but was troubled

by wavemaker issues and higher order harmonic/subharmonic phase-coupled edge wave

motions, which raise questions for future edge wave numerical modeling.
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2.2 Observations

The Runup Bathymetry 2D experiment (RUBY2D) was conducted from October

2021 to February 2022 at Torrey Pines State Beach in Southern California (Figure 2.1a).

The beach is a mixture of sand and cobbles and was relatively alongshore uniform (Figure

2.1b), with a concave cross-shore profile backed by riprap (Figure 2.1c). With 2.5 m

spring tides (from -0.43 m to 2.19 m), shoreline slopes are significantly higher at high tide

(h′(0) ≈ 0.08) than low tide (h′(0) ≈ 0.025) (Figure 2.1). Cobble coverage was intermittent

and typically only seen above MSL (Matsumoto et al., 2020; Young et al., 2023).

Subaqueous bathymetry was measured approximately every other week on transects

spaced 100m apart and extending to 15m depth, spanning 2.3 km alongshore (Figure 2.1b,

MOPs 567-590). Subaerial sand levels were surveyed (usually with a scanning LiDAR)

approximately every other day. The variation of water depth at each sensor with changing

tide and bathymetry was accounted for in estimates of mode structure. Tidal effects are

of interest, and the methods used later require a number of records to be statistically

significant, tidal qunitiles will be used for analysis (1500 hours broken into 5 × 300 hour

chunks, binned by average depth over 90 minute records).

RUBY2D included co-located pressure (P) and current (UV) meters in approxi-

mately 7, 10, 15, and 30m depth (denoted PUV7, PUV10, etc.) and pressure sensors (P0)

at approximately 0m NAVD88 (approximately MLLW). The CDIP wave model output

point (MOP 582, O’Reilly et al. (2016)) is used as the alongshore origin (Figure 2.1b).

The Torrey Pines Outer CDIP buoy in 500m depth is used to characterize offshore sea

swell waves.

PUV array derived bulk wave characteristics are typical of Southern California.

Figure 2.2 shows a subset, and includes significant sea swell (HSS) and infragravity wave

heights (HIG), directional spread, and infragravity reflection coefficient (R2
IG, see Sheremet

et al. (2002)). Infragravity energy and reflection coefficient are highest at high tide, typical
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Figure 2.1. Layout of RUBY2D Experiment. (a): RUBY2D location at Torrey Pines
beach in Southern California. (b): location of sensors; P (pressure) and PUV (colocated
pressure and current). CDIP wave model output is 10m depth on MOP transect 582
(red line). (c): histogram (see color scale) of shoreline slope versus tide during RUBY2D.
Shoreline slope varied between 0.02 (lowest tide) and 0.08 (highest tide). Shoreline slope
is averaged over 20m cross-shore and 1000m along-shore.(d): bathymetric profiles on
MOP 582, with inset near shoreline, show the characteristic Torrey Pines concave/convex
high/low tide bathymetry.
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of Southern California beaches with concave bathymetry and high slope at high tide

(Okihiro and Guza, 1995; Lange et al., 2023b). Two relatively energetic wave events

(HSS > 2.5 m, 10/25 and 12/15) were observed. In the inner surfzone (low tide P0), sea

swell waves are broken and HSS is accordingly small – therefore P0 observations of HSS

are highly tidal. The presence of standing waves, possibly edge waves, were indicated by

nodes and antinodes in the frequency spectra. The quantity
√
H0L0 is used as an indicator

of incident wave energy. This quantity is similar to the Iribarren number and often used

to empirically estimate wave runup (Stockdon et al., 2006), and is used here because it is

also independent of tide. Accordingly large wave observations are associated with higher
√
H0L0. The directional spread narrows as waves propagate into shallow water, and as

tide changes, owing to refraction.

A drone-mounted LiDAR measured wave runup along the MOP582 transect on 5

days, with 5 25-minute hovers daily spanning a range of conditions (Figure 2.3). Data

were collected and processed following (Fiedler et al., 2021). The vertical position of the

runup line is obtained using a running minimum to detect the sand bed, then computing

the moving 10 cm depth line (similar to Henderson et al. (2022)).

Spectra are calculated with 90 minute records and 800 second segments (800 second

segments are then linearly detrended to remove tide), for 6 non-overlapping segments with

12 degrees of freedom at each frequency, with frequency resolution of 0.00125 Hz, and 28

infragravity frequencies between 0.004-0.04 Hz. To preserve maximal phase information,

which is necessary for our method, spectra are not tapered (see Guerci (1999); Dodson-

Robinson et al. (2022)), and therefore not overlapping. Sensor locations and processing

details are in the Appendix.
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months (1500 hours) of observations. Stars indicate LiDAR-observed runup . Data are
divided into 997 (90 minute) records.

2.3 Methods

2.3.1 Edge Wave Shapes & Dispersion

For a fixed frequency, a linear shallow water wave on an alongshore uniform beach

with complete shoreline reflection has velocity potential

ϕ(x, y, t) =
(
−i

g

ω

)
aΨ(x) e−i(ωt +kyy+θ) (2.1)

where a is shoreline amplitude, ω angular frequency, ky alongshore wavenumber, θ (random)

phase, and x, y are cross and along-shore positions (x = 0 is the shoreline). Ψ(x), the

cross-shore standing wave structure (at some frequency ω) satisfies

Ψ′′(x) +
h′(x)

h(x)
Ψ′(x) +

[
ω2

gh(x)
− ky

2

]
Ψ(x) = 0 (2.2)

with cross-shore depth profile h(x), shoreward boundary conditions Ψ(0) = 1 and Ψ′(0) =

− ω2

gh′(0)
(no flow through the boundary), and seaward boundary condition limx→∞ Ψ(x) ̸=

∞. Owing to the linear shallow water equations, particle velocities from ∇ϕ = −→u = (u, v)

are depth-uniform, and surface elevation η = −ϕt/g. Resulting surface elevation and
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horizontal currents are:

η(x, y, t) = aΨ(x) e−i(ωt +kyy+θ) (2.3)

u(x, y, t) = −
(
i
g

ω

)
aΨ′(x) e−i(ωt +kyy+θ) (2.4)

v(x, y, t) = −
( g

ω

)
a kyΨ(x) e−i(ωt +kyy+θ) (2.5)

The above waves are standing in the cross-shore and propagate alongshore. η and u are

also out of phase, while η and v are in phase. Progressive shoreward or seaward IG waves

associated with nonlinear generation, dissipation, and incomplete shoreline reflection are

excluded.

This eigenvalue problem has a discrete set of solutions for Ψ(x), ky that depend

on h(x) and ω, which we obtain using the shooting method. Solutions are either a shore-

normal wave (ky = 0), leaky oblique waves (ω
2

g
> |ky| > 0), or edge waves (|ky| > ω2

g
),

which are trapped in shallow water and decay in x. Edge wave modes are numbered by

the number of zero crossings in edge wave Ψ(x).

Mode 0,1 and 2 edge wave shapes for η(x, y), u(x, y), v(x, y) (highest tide quintile

averaged bathymetry) are plotted in Figure 2.4, showing how Ψ(x) between modes are

similar until decayed (Guza and Inman, 1975). A 3D depiction of the same is given in

Figure 2.5.

Numerical solutions for ky and Ψ(x) use along-shore averaged h(x), with regularly

updated bathymetric observations accounting for erosion/accretion and dynamic tide

levels. Changing tide levels on the concave beach significantly affect mode shape near

the shoreline. Changes in Ψ(x), ky due to tide are demonstrated in Figure 2.6, and are

significant, especially for low mode edge waves and high frequencies.

Another way to examine the impacts of tide is to compare numerically calculated

ky to the analytical case. For a plane beach (slope angle β), the edge wave (mode n)

dispersion relation is ky = ω2

g tanβ(2n+1)
, and the numerically computed ky are used to
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Figure 2.4. Example 0.01 Hz low mode edge waves for highest tide quintile, for surface
elevation (p, top row), cross-shore velocity (u, middle row) and along-shore velocity (v,
bottom row), with amplitude=1 m at the shoreline. 3 different modes are shown (0, 1, 2,
corresponding to first, second, and third columns). Cross shore amplitude structures are
shown in the rightmost column, for modes (0,1,2,3, lightest to darkest) and a shore-normal
wave (black). p,u,v are all maximum at the shoreline but P-U are out-of-spatial-phase
after the first 0-crossing. Note also a slight shoreward procession in zero crossings when
mode number increases.
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Figure 2.6. Linear shallow water modes, versus frequency and tide. (a): Alongshore
wavenumbers ky versus frequency for modes 0 and 2 infragravity edge waves, in 5 tidal
quintiles (see color bar). Mode 1 sits between, dashed (not labeled). (d,g): Effective slope
of edge waves mode 0 (d) and 2 (g) as function of frequency, derived by assuming a plane
beach and back-calculating slope from derived ky, as described by Holman and Bowen
(1979). (b,c,e,f,h,i): Cross shore structures of a shore-normal wave (b,c) and mode 0 (e,f)
and 2 (h,i) edge waves, under changing tides for 0.01 and 0.02 Hz. Instrument positions
are plotted as vertical lines. Note that for same shoreline amplitude (Ψ(0) = 1), lower
tides (light blue) have smaller offshore amplitudes.
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back-calculate the “effective slope” βeffective (as done in Holman and Bowen (1979)) (Figure

2.6d,g), further demonstrating the tidal impacts on low modes and high frequencies.

2.3.2 Bayesian MAP for Shallow Water

Past methods for characterizing infragravity edge waves (MLE and IMLE, Huntley

et al. (1981), Oltman-Shay and Guza (1987)), utilized 1 dimensional arrays with one

data type (typically along-shore velocity). Sheremet et al. (2001) developed and tested

an inverse method using cross spectra from 2 dimensional (cross-shore and along-shore)

sensor array of pressure and currents simultaneously to estimate shallow water mode

amplitudes, using nonlinear least squares. Here we build on previous results by utilizing

modern Bayesian statistics and a large (1.5 by 1 km) array and record length (2 months),

and focus specifically on edge waves.

Starting with a sum of N arbitrary modes, the velocity potential (for a single

frequency) is

ϕ(x, y, t, ω) =
N∑

n=1

(
−i

g

ω

)
an(ω)Ψn(x, ω) e

−i(ωt +ky,n(ω)y+θn(ω)) (2.6)

Note that all equations in this section are for a single frequency, and are frequency

dependent (e.g., a Mode 0 edge wave changes Ψ(x, ω) and ky(ω) according to frequency),

but the ω will be dropped for brevity. We assume modes are uncorrelated (< anam >= 0,

< θnθm >= 0).

We compute the tie Fourier transform of Equation 2.6, and take the expected value

of the covariance of the Fourier coefficients between instruments to compute the expected

cross spectrum (G) at frequency (ω) between two sensors (α and β):

Gαβ =
N∑

n=1

a2nCα,nC
∗
β,n (2.7)
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Where Cα,n is replaced with Pn(x, y), Un(x, y), or Vn(x, y), (α or β referring to both sensor

type and location), defined as

Pn(x, y) = Ψn(x)e
ikny (2.8)

Un(x, y) = i

√
gh(x)

ω
Ψ′

n(x)e
ikny (2.9)

Vn(x, y) = kn

√
gh(x)

ω
Ψn(x)e

ikny (2.10)

Note that in Equations 2.9 and 2.10, U and V assume surface elevation units using the

shallow water dispersion relation, which is not valid at the shoreline and inner surfzone

where beach slope is important, but valid for the present IG currents in 7-15m depth. Note

also that the real part (co-spectrum) corresponds to the sum of up-coast and down-coast

motions, and the imaginary part (quad-spectrum) corresponds to their difference.

Using the “forward problem” (have amplitudes, compute cross spectra) in reverse,

the observed cross spectra can be inverted for amplitudes using matrix calculus. Equations

for the cross spectrum in matrix form are

Hm+ r = d (2.11)

where m, the model parameter vector (size N × 1 for N modes), is

mn = a2n (2.12)

The observation/data vector d is

dm = Ĝαβ (2.13)

and is size D × 1, where D is the number of sensor-sensor cross spectral αβ combinations,

including self-self combinations. Real and imaginary parts of the cross-spectrum are used
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as independent data points in the inversion, so the matrices are all real. Each sensor pair

is only counted once. Therefore, for S sensors, there are D = S2 members of the data

vector. The forward problem matrix H (size D ×N) is defined as

Hm,n = Cα,nC
∗
β,n (2.14)

and r (same size as d) represents random uncertainty.

To invert for mode amplitudes, we use a Bayesian Maximum A Posteriori estimate

(MAP) (Wunsch, 2006; Kachelein et al., 2022; Van Trees, 2001), adapted for shallow

water modes as briefly described here. The goal is a least squares fit for shallow water

mode amplitudes, which uses a prior constraint on mode amplitude to make a fit that is

conservative and stable. Bayes’ theorem states

P (m|d) = P (m)P (d|m)

P (d)
(2.15)

where P (m|d) is the posterior probability distribution function to be maximized, P (m)

the prior on m, and P (d|m) the likelihood function. P (d) is a normalization constant and

is ignored in the standard development. Maximum likelihood estimates (MLE, Davis and

Regier (1977); Sheremet et al. (2001) and many others), maximize P (d|m) (equivalent to

a least squares minimization) whereas Maximum A Posteriori (MAP) estimate maximizes

P (m|d). Our likelihood function is a standard chi square:

P (d|m) ∝ exp
(
−(Hm− d)R−1(Hm− d)T

)
(2.16)

where the matrix R is the covariance of the random uncertainty.

Assuming Gaussian probability distributions using the variance of the cross spectra
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(Bendat and Piersol, 2011), the statistical uncertainty in a cross-spectral estimate is

Rαβ = GααGββ
1

ND

(2.17)

where G is defined in equation 15, and ND is the number of segments (typically 6, when

using 90 minute records and 800 second non-overlapping segments). We assume zero

cross-covariance between the uncertainty of observations of the cross spectra, making R

diagonal. The model representational error, arising from expected motions not included in

the model, is unknown and not included.

For the prior on m, we assume a flat (in mode or wavenumber space) Gaussian (in

amplitude space) prior, centered on 0, with variance σ2 (σ has units m2), resulting in a

model covariance matrix P = Iσ2 where I is the identity matrix and the prior probability

distribution is

P (m) ∝ exp
(
−mTP−1m

)
(2.18)

Without a prior, model energy is unconstrained and may try to fit noise.

The resulting posterior probability distribution function (in logarithm) is

ln (P (m|d)) = −mTP−1m− (Hm− d)R−1(Hm− d)T + constant (2.19)

Minimizing equation 21 yields m̂ , the best estimate of m,

m̂ =
(
HTR−1H+P−1

)−1
HTR−1d (2.20)

The MAP inversion only increases model energy to decrease the misfit.

The model prior size σ is a free parameter that must be chosen. The normalized
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misfit (equivalent to chi square of cross spectra)

J = (Hm̂− d)R−1 (Hm̂− d)T =
(Gαβ, modeled −Gαβ, observed)

2

Gαα, observedGββ, observed

nD (2.21)

is used to evaluate fit from σ values, and the elbow method (Satopaa et al., 2011) is used

to select σ.

A least squares inversion can output negative variances in m̂ (because this is not a

non-negative least squares method), particularly when σ is too large. Negative variances

are unphysical and excluded before computing J , which cross-validates σ.

The resulting shallow water mode amplitudes are conservative, as small as possible

while fitting as much of the data as possible. A typical example record and cross-spectra

fit (Figure 2.7) illustrate the statistical chatter and significant misfit.

Model skill is estimated with the ratio of normalized misfit (Equation 2.21) to the

case with no model estimate, i.e. mn = 0:

s = 1− J / J0 (2.22)

This is the fraction of the weighted cross spectral variance that the model explains. Average

skill as a function of tide and frequency is plotted in Figure 2.8. Across all tides and

frequencies, the average is 0.28. Owing to the unknown contribution of motions other than

linear shallow water modes to the cross spectra, combined with biases from the spatial

arrangement of the sensor array, the expected total skill or contribution of shallow water

modes to the cross-spectra is not known.

The number and types of shallow water modes to include inm andH is an important

method decision. Edge wave modes 0 through 9 are calculated. The shore-normal Ψ(x)

(alongshore wavenumber ky = 0) is used to approximate leaky modes and higher mode

edge waves (with small ky). To account for small errors in wavenumber (arising from
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Figure 2.8. MAP skill (Equation 2.22) versus frequency and tide quintile (color bar).
MAP skill is highest at high tide at IG frequencies between 0.01-0.02Hz.

random error, alongshore variations in bathymetry and other unaccounted factors such as

setup, eddies, nonlinearity, etc), modes with “off resonant” ky are included in the mode fit,

similar to Dushaw et al. (2011), with ky up to one array fundamental wavenumber from

the numerically computed ky. These off-resonant ky modes use the Ψ(x) of the nearest

standing mode in wavenumber space.

The 1.5 km PUV7 array has a fundamental wavenumber of ky,f = 2π/1500 m

≈ 0.004 rad/m. We use a spacing between modes of 0.2×ky,f for a relatively fine resolution,

enabled by the many cross-spectra available (>1000 for each frequency) to distinguish

closely spaced modes (e.g. Figure 2.7b).

2.4 Results

Edge Wave Amplitudes

After inverting observed cross spectra for mode amplitudes, it is straightforward

to extrapolate edge wave sizes to the shoreline (and other locations). MAP estimates of

low mode (0,1,2) infragravity edge wave significant wave height (from 7m depth to the

shoreline) are computed as a time series in 3 depths (Figure 2.9), and as tidally averaged
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frequency spectra (Figure 2.10). Infragravity edge wave swash height for the duration of

the experiment is between 5 and 50 cm, and is highly correlated with tide and
√
H0L0

(as are other infragravity waves). Compared to all standing modes estimated by MAP,

low mode edge waves are only a large fraction or majority at low frequencies. MAP

qualitatively reproduces the observed node/antinode frequency spectrum structure of

standing infragravity modes (Figure 2.10).

Maximum Likelihood Estimator (MLE) and MAP are compared to MAP in Figure

2.11 (see Section 2.4.2 for details). Associated runup frequency/wavenumber spectra from

shallow water standing modes estimated by MAP are also plotted in Figure 2.11.

The estimated fraction of total infragravity variance in edge wave modes is consid-

ered in Figure 2.12. In 2 months of observations in 7m depth, edge waves are estimated to

contain 25-35% of the surface elevation infragravity variance and 35-50% of the along-shore

velocity variance. Though infragravity wave heights are larger at high tide, the variance

fraction of edge waves at the runup line is higher at low tide, owing to a second order effect

(see discussion section) where edge waves decay slightly less at low tide than SWASH 1D

modeled infragravity runup.

Using SWASH 1D as a point of comparison (see section 2.4.3 for details), we

attribute 10-25% of the runup variance to edge waves. As seen before, edge waves are most

impactful on alongshore velocities. MAP is conservative, and only quantifies observable

modes, excluding modes decayed shoreward of the sensor array or with nodes aligning

with sensor positions. Therefore, MAP estimates of edge wave size may underpredict.

2.4.1 Reflectance

Reflection coefficient R2, the ratio of seaward to shoreward wave energy in the infra-

gravity band, is estimated assuming linear waves and cross-shore propagation (Sheremet

et al., 2002). Observed (or modeled) timeseries of co-located sea surface elevation η and

cross-shore velocity u yields the shoreward η+ and seaward η− propagating sea surface
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average infragravity frequency spectra for (a,b) runup (1st row), (c,d) P0, (e,f) P7 and
(g,h) V7 arrays and (i,j) infragravity reflection coefficient. Figure labels are on the right.
Observations (black), SWASH (orange, initialized in 15m, 1 km offshore) and MAP
estimates of low-mode edge waves (blue) and all standing modes (green). Lowest and
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+2.19m] (8.7 m average ) respectively. SWASH 1D compares well with observations at
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elevation.

η± =
1

2

(
η ± uz=0

tanh kh

ω

)
(2.23)

The bathymetric profile is concave, with high shoreline slope at high tide, and convex with

low shoreline slope, at low tide (fig 1c,d). The resulting reflection coefficient averaged

over infragravity frequencies is plotted in Figure 2.2 for PUV7, and tidally averaged in

Figure 2.10. Reflection coefficient depends on sensor position relative to surfzone (as

shown in Sheremet et al. (2002)), and is strongly affected by tides. As will be discussed

later, reflectance may be dynamically important for edge waves.

2.4.2 MAP vs MLE

MAP and Maximum Likelihood Estimator (Davis and Regier, 1977) are conceptually

similar. MLE inverts cross spectra (of a single type independently, i.e. PP, UU, VV) from

a linear array into estimated power at any alongshore wavenumber, including noise, at

some depth, without making any assumptions about wave physics. Our implementation of

MAP, by comparison, inverts all cross spectra (from a 2D array) of all types into one set

of self-consistent waves (at all depths), using shallow water modes with a conservatively

set prior on mode size

The MLE frequency/wavenumber spectra for the P7 and V7 arrays are computed

and plotted in Figure 2.11 and compared to MAP estimated frequency/wavenumber spectra

for lowest and highest tidal quintile averages. In a frequency/wavenumber spectrum, edge

waves are indicated by banding in frequency (due to standing modes) and energy centered

around the edge wave dispersion curve, both of which are most visible in the high tide

alongshore velocity signal for both estimators. The “U” shape visible in the high tide

pressure signal (MAP or MLE) is caused by a slight procession of the node/antinode

structure of shallow water mode Ψ(x) under increasing mode number (visible in Figure

2.4, right column). At 7 m average depth, waves with larger alongshore wavenumbers than
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a cutoff wavenumber are trapped in shallower water. The cutoff alongshore wavenumber

is that of a trapped (as in trapped in shallow water) free (as in freely propagating) wave

traveling parallel to shore. MAP predicts no energy past the cutoff except the decayed

(evanescent) tails of edge waves. Conversely, MLE predicts small but nonzero energy past

the cutoff. Owing to its prior, MAP is also less energetic than MLE overall.

MLE and a related “high resolution” estimator IMLE (Pawka, 1983) were used by

Huntley et al. (1981) and Oltman-Shay and Guza (1987) to estimate edge wave sizes. To

evaluate the performance of our edge wave estimator, we will compare it to a version of

the edge wave estimator implemented by Oltman-Shay and Guza (1987), who attributed

energy from IMLE-estimated frequency/wavenumber spectra to edge waves if it was in

a peak (defined by the half-power-width above a noise floor) which also contained an

edge wave frequency/wavenumber dispersion curve. By instead attributing variance to

edge waves if it is within one fundamental wavenumber of the dispersion curve, similar

to our implementation of MAP, a similar estimate of edge wave variance, inspired by

Oltman-Shay and Guza (1987), would be:

En(f) =

∫ ky,n(f)+ky,f

ky,n(f)−ky,f

E (f, ky) dky (2.24)

Where n denotes edge wave mode, ky,n(f) the edge wave dispersion curve, and ky,f the

fundamental wavenumber (in our case, ky,f = 2π/1500 m ≈ 0.004 rad/m). We follow the

MLE method instead of IMLE because IMLE design goals (“high resolution” or narrow

peaks) are not relevant to the study.

The first 3 infragravity edge wave total variances from MLE and our implementation

of MAP are compared in Table 2.1, are linearly related, and have strong correlations

(coefficient of determination close to 1). Considering all tide stages in 7m depth, the best

agreement between MAP and MLE is when edge waves are not decayed (V7 Mode 1 and

2, coefficient of determination R2=0.94, 0.97, regression slope ≈ 1). The agreement is less
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Table 2.1. Comparison of MLE (computed at PUV7 using Equation 2.24) and MAP
estimated edge waveHIG, in terms of linear regression slope and coefficient of determination
(R2) for edge wave modes 0,1 and 2, observed by the PUV7 array.

Mode 0 Mode 1 Mode 2
Slope R2 Slope R2 Slope R2

P7 0.33 0.85 0.73 0.97 0.73 0.94
U7 0.43 0.86 0.59 0.94 0.64 0.93
V7 0.55 0.88 0.98 0.98 0.94 0.97

for mode 0 (R2=0.88) which is strongly decayed in 7m depth, where MAP estimates 1/3

the energy estimated by MLE. MAP amplitudes are lower than MLE (regression slope

≈ 1, Table 2.1) because MAP rejects noise. This is a considerable constraint, relative to

MLE, but means MAP esimates are all physically self-consistent waves.

2.4.3 SWASH 1D

Edge wave shoreline amplitude estimates need a point of comparison at the shoreline

to understand their relative contribution to runup. The non-hydrostatic, phase-resolving

numerical wave model SWASH (Zijlema et al., 2011) in 1D is known to be a high skill

model for estimating infragravity wave runup (Fiedler et al., 2018; Henderson et al., 2022),

and will be used for comparisons. Also, methods simulating waves across a 1D transect

are common in nearshore physical oceanography, but by definition exclude edge waves, so

1D model performance is a quantity of interest for assessing the importance of edge waves.

SWASH is initialized with the ingoing wave timeseries observed at PUV15 (1 km

offshore) on a 1D cross-shore transect (identified as MOP 582 in Figure 2.1). SWASH is

equivalent to a layer-averaged RANS model, which resolves individual waves and nonlinear

wave-wave interactions. Recommended physics and numerics for two layers are used,

similar to Smit et al. (2013). Default friction is used (reasonable for a sandy beach), with a

weakly reflective wave absorber. The 2D SWASH engine is used for variable grid size, but

the domain is essentially a narrow wave flume, and is therefore referred to as “1D”. For

more details, see Chapter 1. SWASH modeled infragravity wave heights are then plotted
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in Figure 2.9 and tidally averaged spectra in Figure 2.10 for comparison with edge waves.

We validate SWASH against P0 and P7 observations of significant infragravity wave

height, as well as infragravity reflection coefficient in 7m, in Figure 2.13. Overall SWASH

1D performance for predicting significant infragravity wave height is good, despite the

expectation that a 1D model excludes edge waves. SWASH does overpredict infragravity

variance by ≈5% at PUV7 and ≈30% at P0, on average, and overpredicts infragravity

reflection coefficient by 50%. SWASH 1D overprediction of infragravity waves may be

related to the 1D assumption discussed by Lange et al. (2023b). SWASH 1D, being run

on a cross shore transect, cannot support trapped waves.

SWASH 1D is computed for the 1500 hours of the study and is used as a com-

parison point representing 1D dynamics (as in only cross-shore motions), including wave

transformation and infragravity generation and dissipation. The cross-shore structure of

standing (shore-normal) waves is reproduced (see SWASH-modeled nodes and antinodes in

Figure 2.10). The cross-shore evolution of significant infragravity wave height is compared

to that from edge waves estimated with MAP in Figure 2.14. In all cases, tidal variations

are important, so tidal quintile averages are given.

In Figure 2.14, both SWASH 1D modeled infragravity wave height and edge wave

height increase shoreward, indicating shoaling. Edge waves shoal linearly (following Green’s

law), whereas SWASH shoals nonlinearly, interacting with breaking sea swell waves. Both

are significantly affected by tides. While edge waves are more relatively important offshore

at high tide, the reverse is true for comparisons to SWASH 1D modeled runup (low tide

edge wave runup is more relatively important than high tide edge wave runup). However,

in all cases, edge wave height (runup or offshore) is maximized at high tide.

2.4.4 LiDAR Runup

LiDAR observations of runup are relatively sparse (less than 1% of coverage) and

are not usable for overall runup validation, but are able to validate MAP and SWASH
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Figure 2.13. Performance of SWASH 1D for predicting infragravity wave height at P0
and PUV7, and infragravity reflection coefficient at PUV7. 2 months (1500 hours) of
SWASH 1D (initialized at PUV15) HIG estimates versus observed HIG at (a) P0 and (b)
PUV7, and (c) resulting infragravity reflection coefficient R2

IG at PUV7. Estimates above
the 1:1 (dotted) line are SWASH 1D overestimates. Linear fit (zero intercept) (solid line),
slope, and coefficient of determination (R2) are included in each subplot. For wave height
comparisons, the resulting variance ratio is given as a percentage, showing SWASH 1D
overprediction of variance at P0 by ≈30% on average at P0, with ≈50% overprediction of
reflection coefficient.
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Figure 2.14. Tidally averaged significant infragravity wave height between SWASH 1D
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the swash zone, HIG values are cutoff.
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performance for a few cases. Example LiDAR observations of runup time series and spectra,

compared to MAP (low mode edge waves) and SWASH, are given in Figure 2.15. Unlike

chapter 1, SWASH 1D does not attain phase agreement with LiDAR observations, possibly

owing to the boundary being initialized 1 km away from shore, rather than 6m. LiDAR

runup is instead used as a cross-validation for MAP, showing phase between offshore and

runup, similar to Guza and Thornton (1985). Standing modes are either exactly in phase

(phase is 0) or out of phase (phase is ±π). Phase jumps are associated with nodes in the

autospectrum. The overall agreement between SWASH and observations suggests SWASH

1D reproduces the observed standing wave structure, but only as a shore-normal fully

reflected leaky wave, on top of a background of progressive waves.

2.5 Discussion & Conclusions

Edge Waves

The amplitudes of infragravity waves (total wave size, standing waves, and low

mode edge waves) depend on
√
H0L0, infragravity frequency, and tide level (see Figure

2.16). Edge waves are largest with large incident wave energy, at low IG frequencies and

high tide (associated with steeper slope on this concave bathymetry). Edge waves arise

from multiple reflections off the shoreline and deep water (Schäffer and Jonsson, 1992).

High reflectance (which also changes IG generation/dissipation) may indicate favorable

conditions for multiple reflections, explaining the tidal dependence (Okihiro and Guza,

1995; Thomson et al., 2006).

Edge wave runup is less strongly decayed by low tide, compared to SWASH 1D

modeled runup. A possible explanation is that shallow water mode Ψ(x) change in tide (see

Figure 2.6), which leads to smaller offshore antinodes. Given a fixed offshore wave height,

therefore, a shallow water mode at low tide has a larger expected shoreline amplitude.

Dependence of edge wave fraction on other variables (e.g. directional spread) is
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Figure 2.15. Example spectra compared between observations and MAP/SWASH
along cross-shore transect MOP 582. Autospectra from observations (black), SWASH 1D
(orange), and MAP-estimated edge waves (blue) and total standing waves (green, includes
all leaky and trapped modes) are compared at the runup line at the shoreward end of
MOP 582 (a), P0 sensor on MOP 582 (b) and P7 sensor on MOP 582 (d). Phase between
P0/P7 and runup is given in subplots c,e. MAP-modeled phase is always either 0 or
±π, for standing modes in or out of phase, while real observations and SWASH 1D have
progressive modes (phase between 0 and ±π). Phase flops between 0 and ±π after each
spectral node node. Low mode edge waves are relatively decayed at higher frequencies.
Spectra use only one array member (MOP 582 P0/P7) with 10 x 800 second segments (20
degrees of freedom).

63



√
H0L0 [m]

Low
[0.004, 0.016]

0.0

0.2

0.4

a.

fIG band [Hz]
Medium

[0.016, 0.028]

b.

High
[0.028, 0.040]

S
W

A
S
H

1
D

T
o
ta

lc.

0.0

0.2

0.4

g. h.

S
ta

n
d
in

g
W

a
v
es

i.

10 20
0.0

0.2

0.4

m.

10 20

n.

10 20

E
d
g
e

W
a
v
es

(M
o
d
es

0
,1

,2
)

o.

Runup Line

S
I
G

[m
]

Low
[0.004, 0.016]

0.00

0.05

0.10
d.

fIG band [Hz]
Medium

[0.016, 0.028]

e.

High
[0.028, 0.040]

O
b
se

rv
ed

T
o
ta

l

f.

0.00

0.05

0.10
j. k.

S
ta

n
d
in

g
W

a
v
es

l.

10 20
0.00

0.05

0.10
p.

10 20

q.

10 20

E
d
g
e

W
a
v
es

(M
o
d
es

0
,1

,2
)

r.

−0.43

0.45

0.82

1.09

1.34

2.19
Tide [m]

P7 Array

P
7
H
I
G

[m
]

Figure 2.16. Infragravity wave heights compared between SWASH, edge waves, standing
waves, and observations, at P7 array and runup, in tide and frequency bins. All observations
are parsed by tide level (color bar) and incident wave conditions in 3 infragravity bands
(low, medium, and high frequencies in the left, middle, and right columns). Shown are
50% population contours of significant wave heights in Runup (left) and P7 (right) are
compared. SWASH 1D total runup (as proxy for an observation) and observed total
compared to low mode edge waves (0,1,2) and all standing modes. A least squares linear
slope is plotted, i.e. HIG = m

√
H0L0 in each tidal bin. Population contours are the highest

probability region (estimated with Gaussian KDEs) that contain 50% of the observations
in each tidal quintile. Note that low modes and high frequencies are most strongly decayed
offshore, though all IG waves in Southern CA are smaller at low tide.
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unclear in this data set, owing partially to the correlation of wave height and directional

spread in Southern California. Further study is needed to test if directional spread enhances

edge waves (through forcing a wider variety of resonant edge wavenumbers (Gallagher,

1971)).

The method presented here shows low mode linear edge waves (in the infragravity

band) are 5-25% of the pressure infragravity variance (15% average), and 5-50% (average

30%) of the along-shore velocity variance at 7m depth. Average variance is somewhat less

than the days studied in Oltman-Shay and Guza (1987), and the comparison is not direct,

as their along-shore current meter array was in 1.5m depth. MAP is also expected to

predict less, owing to its conservative prior. We estimate edge waves (all modes) are 10-25%

of the runup depending on conditions. Locally generated infragravity waves dominate

runup energy spectra.

2.5.1 SWASH

Edge waves are a significant dynamic in the surfzone, yet are excluded by 1D

numerical models. Despite this, SWASH 1D performs well at predicting bulk parameters

(Fiedler et al., 2018), and even tends to overpredict shallow water and runup infragravity

wave height (Figure 2.13). SWASH 1D also accurately predicts the cross-shore standing

structure of fully reflected shore-normal infragravity waves (Figure 2.10).

1D assumptions are known to cause overprediction of bound infragravity waves

in intermediate water depths (Sand (1982); Lange et al. (2023b) and many others), and

similar dynamics may lead to overall infragravity overprediction. SWASH is often run

in 1D using the bottom (Manning) friction as a free parameter to fit observations (e.g.

Conde-Frias et al. (2017); Melito et al. (2022)). This methodology may invoke reasonable

variations in bottom friction to explain errors caused by excluding 2D IG motions. Here

instead we use default parameters and draw attention to model-data differences SWASH

should not explain.
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The exclusion of edge waves may push SWASH 1D towards underprediction, which

may cancel errors somewhat, and explain good 1D model performance despite factors

leading to overprediction. SWASH 1D overpredicts infragravity reflection coefficient in

this study (Figure 2.13), likely due to the exclusion of trapped waves (forcing all generated

infragravity waves to be leaky). The SWASH 1D weakly reflective wavemaker may also

imperfectly absorb outgoing waves, a known problem in physical and numerical models

(Blayo and Debreu, 2005), especially when waves are standing in the cross-shore, which

could complicate measures of reflection coefficient (see Appendix B).

We investigated IG edge wave generation with SWASH 2D using bichromatic

incident SS waves in the Appendix, but transients and wavemaker issues (incomplete

absorption of seaward propagating 2D IG waves) proved challenging and the large spatial

domains and long time series were computationally expensive. Preliminary results show IG

edge waves are indeed generated by two sea swell waves incident on a plane beach (slope

0.02) with frequencies 0.09 hz (shore-normal) and 0.07 Hz with oblique wave direction

chosen such that the difference wavenumber ∆ky satisfies the mode 1 edge wave dispersion

relation at the difference frequency ∆f = 0.02 Hz (Gallagher, 1971), see supplemental

figures. Further model refinements are needed for quantitative study of IG edge waves.

2.5.2 MAP

MAP combines all sensors and variables (PUV) for one conservative, physics-based,

self-consistent linear shallow water mode mix at each infragravity frequency. Node-antinode

structure and the seaward decay of trapped modes are accounted for. However, only edge

waves and a single shore-normal fully-reflected mode are modeled. A significant fraction

of infragravity energy is expected to be progressive shoreward (R2 < 1) or seaward

(R2 > 1). Depending on position in the surfzone, beach profile (and tide), and incident

wave conditions, progressive IG energy varies cross-shore owing to nonlinear generation and

dissipation. Progressive waves, setup, setdown, and along-shore variations in bathymetry
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are neglected. Small errors in cross-shore wave structure Ψ(x) from unmodeled bathymetry

detune the modeled and observed waves and introduce errors in node/antinode position

(Figure 2.10). The many error sources and the conservative nature of the estimator suggest

our method underestimates edge wave energy.
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Conclusion

Chapter 1 demonstrates that 1D methods accurately predict phase-resolved runup

and overtopping in field conditions, using a time series of incident waves in 7m depth as

a boundary condition. Chapter 2 shows that infragravity edge waves, excluded from 1D

methods, are typically 25% of the runup over 2 months at Torrey Pines State Beach. As

1D runup estimations become more sophisticated, the exclusion of edge waves and 2D

bathymetry may become limiting factors.

On the open Torrey Pines coast edge waves are a significant fraction of the runup

variance but do not form a linear core for nonlinear infragravity dynamics. Edge waves may

be more important in pocket beaches (Özkan Haller et al., 2001) or with steep (strongly

reflective) shorelines. The present work suggests interesting tidal effects on edge waves at

the shoreline, but runup observations were limited by technical issues. Observations in a

range of settings are needed but arrays of in-situ pressure and current meters are costly and

labor intensive. Remote sensing (video and LiDAR) can provide long-term observations of

runup over alongshore spans long enough to resolve IG edge waves but interpretation in

terms of edge waves require companion observations of nearshore morphology.

Large scale phase-resolving 2D numerical wave models are becoming computationally

feasible for infragravity edge waves but require extensive testing and validation. A simple

model test (Appendix B) shows promising results from SWASH2D but also serious flaws.
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Appendix A

Chapter 2 Array Details

A.1 P0 Array

7 Paroscientific pressure sensors mounted on sand anchor pipes were deployed

at approximately the MLLW tide line (-0.132 m NAVD88), called P0 sensors in this

study. Locations were chosen based on past winter profiles. Paroscientific pressure sensors

mounted on sand anchor pipes were used, however sand overburden was insufficient for

the original planned array. The initial deployment was split into two dates (5 sensors on

October 20-21 and 2 sensors on November 4). Sensors were deployed 40 cm under the

sand.

Sand heights were monitored by hand (tape measure) daily. On November 15, the

P0 sensor on MOP 585 was lowered by 60 cm on 11/15 after scouring exposed the sensor.

On MOP 578, the sensor could not be lowered and was moved to 584 on December 3. A

summary of positions and times is given in Table A.1. Array positions were chosen to

attempt to use the P0 array as a lag array for MLE. However, the makeshift P0 positions

were not ideal and were unable to resolve alongshore motions by themselves.

Tidal variations of 2.5 meters meant P0 sensors varied from 2+ meters depth to

above the water line at the lowest tides. Spectra were computed over 90 minute records,

and a P0 sensor is only used for that record if the sensor was fully submerged the whole

time. Pressure, sampled at 2 Hz continuously, measured by buried sensors was converted
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to surface water levels using linear wave theory and dynamic sand burial depth, following

Raubenheimer et al. (1998). Because shallow water pressure data is essential for the

inverse method discussed later, we limit the data analysis to the deployment of the P0

array, i.e. from October 20 to December 21, 2021.

A.2 PUV7 Array

During the RUBY2D experiment, 16 Nortek vectors ( co-located pressure (P)

and current cross-shore U and along-shore V meters), called PUV, were deployed at 4

approximate depths (Table A.2), sampling continuously at 2 Hz. PUV data were processed

by Athina Lange, see Lange et al. (2023a).

PUV10 at MOP 578 (on December 13) and PUV7 at MOP 579.2 (on October

26) were damaged and data collection ended. PUV were depth-corrected using linear

theory. PUV used in MAP estimates of infragravity waves were required to pass the Z

Test (1.2<Z<0.8 , Elgar et al. (2005)) , where Z = SPP

(SUU+SV V )
, and S are observed spectra.

Sensors failing the z- test for any 90 min-record are not used. PUV30 often had much

larger IG (UV) velocities than consistent with linear theory and usually failed the Z test

at IG frequencies. IG band motions other than gravity waves apparently dominate UV30.
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Appendix B

SWASH Tests

B.1 Standing Wave Amplification

The SWASH weakly reflective wave absorber in 1D (described in Zijlema et al.

(2011); Vasarmidis et al. (2021)) can create a basin seiche from repeated constructive

reflections between the beach and wavemaker. On a plane beach of slope β, a fully reflected

shore-normal wave has surface elevation of

η(x, t) = aJ0

(
2ω

√
x

g tan β

)
cos(ωt) (B.1)

SWASH 1D is simulated with 5 cm incident waves (timeseries specified at the boundary)

with varying domain lengths (from 50 to 60 m), sweeping the node-antinode cross-shore

structure of Equation B.1. When the wavemaker was positioned at a node, the standing

wave was amplified, and vice versa for antinodes (See Figure B.1).

For the same user-specified incident waves provided to the wavemaker, the resulting

standing wave amplitude depends on basin width. This model artifact is associated with

spurious, sometimes large standing wave motions excited by the imperfect numerical wave

absorber and strong reflection at the beach. When incident wave amplitude is increased

(Figure B.2), progressive waves begin to dominate over standing waves and the effect

disappears. The max amplitude of the standing wave is roughly double in the case with
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Figure B.1. SWASH 1D simulation of fully reflected waves with varied domain length,
showing amplification when the wavemaker is positioned at a standing wave node. The
amplitude of the standing wave (y axis) is compared to cross-shore position (x axis) for
simulations where the boundary is at a node (orange) or antinode (blue) of the standing
wave. Beach slope β = 0.1, finc = 0.2 Hz. A factor of 4 amplification is seen towards the
shoreline.
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the boundary condition being near a standing wave node.

Wavemaker amplification of fully reflected waves is potentially problematic for

modeling studies of edge waves and other standing modes. An internal wavemaker may

resolve this problem.

B.2 Infragravity Edge Waves

SWASH 2D is initialized with a 3,000 m along-shore, 950 m across-shore domain,

repeating in the alongshore. 2 computational layers are used. Along-shore resolution is 5

m, and cross-shore resolution is 2 m. Bathymetry is a plane beach of slope 0.06, therefore,

the offshore boundary is at 57 meters depth. Waves are simulated for 30 minutes (1800

seconds). Boundary conditions are bichromatic, bi-directional sea swell waves (f1=0.09

Hz, f2=0.07 Hz, so that a 0.02 Hz wave is forced), each with a 30 cm amplitude. f1 is

always normally incident, f2 is incident at some angle, see Figure B.3 for details. After 10

minutes, the wavemaker is shut off and the forced waves are allowed to propagate for 20

minutes. The cross-shore domain length was chosen to exclude higher mode edge waves at

0.02 Hz. Wave directions had to be manually chosen to fit in the alongshore domain.

Mode 1 edge waves are generated when the forced wavenumber is near a mode 1

edge wave wavenumber as predicted by linear theory for a plane beach. The resulting

cross-shore structures are depicted in Figure B.4. Videos of simulated edge waves from

the test are available as supplemental figures.

The runup variance of the forced wave 200 seconds after forcing was turned off, in

each case, was used as a measure of the “response” of the mode 1 edge wave resonator. A

Gaussian is fit to the response function to estimate the bandwidth (see Figure B.5), which

is k = 0.0022 rad/m.

If Figure B.5 is taken to be representative of a test of wavenumber resonance, the

quality factor Q for the resonator can be computed (Q = ky/∆ky), resulting in Q ≈ 4. The
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Figure B.2. SWASH 1D simulation of fully reflected waves with increasing amplitude,
showing amplification when the wavemaker is positioned at a standing wave node. Cross
shore structure (x axis) of reflected wave growth and decay (color intensity axis) for two
different SWASH simulations are shown, one with the cross shore domain boundary near
a standing wave node (top, Lx = 57 m) and antinode (bottom, Lx = 52 m). Requested
incident wave amplitude is increased from 0 to 50 cm (y axis). Color intensity is the
ratio of the amplitude at the wavemaker to the local amplitude in the domain, which
combines both ingoing and outgoing waves. With large enough amplitude, the incident
waves break instead of reflecting, and the amplification disappears, presumably because
the phase-locked outgoing wave is no longer significant. Max amplification, a factor of 2,
is achieved at the smallest amplitude.
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Figure B.3. Boundary condition for SWASH 2D simulation of trapped infragravity waves.
In each case, two waves (0.09 Hz, blue and 0.07 Hz, orange) are incident on a plane beach
(slope β = 0.06). Waves are generated in h=57 m depth and propagate 1 km to the
shoreline. After 10 minutes, the wavemaker is turned off, and the forced infragravity wave
(green) is considered. Incident wave angles are chosen to generate modes around a mode 1
edge wave at 0.02 Hz.
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Figure B.4. Cross-shore structure of SWASH 2D modeled trapped infragravity waves.
Profiles are computed by taking the average cross-shore profile seaward of runup maxima.
Profiles are averaged from 800 to 1700 seconds (when the forcing is turned off and transients
are mostly dissipated), and their amplitudes use the fit from above.
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Figure B.5. Variance of SWASH 2D modeled trapped infragravity waves, with edge
wave resonance. A Gaussian is fit to the 800 second variance of the forced wave, and the
spread is used to compute resonance quality factor Q. The specific width of the peak (at
half power) is ∆k = 0.0022, and the central value is k = 0.009 rad/m. The Gaussian is
assumed to center at the analytically computed wavenumber. For purposes of finding Q,
only the width of the Gaussian matters.

response curve is rather wide compared to individual modes. This suggests that mode 2

and higher are likely to be close together relative to their resonant response curves, and are

indistinguishable, if this test can be extrapolated to other frequencies/amplitudes/slopes.

Strong coupled harmonic and subharmonic edge waves and other higher-order triad

interactions were observed within the domain, and an equilibrium state was generally not

observed in the 10 minute spin-up, nor the 20 minute spin down. The average runup

frequency wavenumber spectrum during model time with and without forcing is given

in Figure B.6, demonstrating strong higher order interactions. The test resolution was

also overly coarse, despite a wide (and computationally expensive) domain length. Wave

simulations were also prone to instabilities leading to crashes, which could usually be fixed

by decreasing time step and further increasing computational cost. Improvements on the

modeling methodology addressing these problems are necessary for a future study.
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Figure B.6. Frequency/wavenumber spectra of SWASH 2D modeled trapped infragravity
waves, including edge waves. Spectra are derived from 2D FFTs. 200 second segments
with 50% overlap are used, for 6 segments in the first case and 10 segments in the second
case. The spectra are averaged during forcing and after forcing. The triangular grid of
variance demonstrates the importance of triad interactions. Strong nonlinear coupling
leads to many high-order interactions which prevent the model from reaching equilibrium.
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Schäffer, H.A., Jonsson, I.G., 1992. Edge waves revisited. Coastal engineering 16, 349–368.

Shaeri, S., Etemad-Shahidi, A., 2021. Wave overtopping at vertical and battered smooth
impermeable structures. Coastal Engineering 166, 103889.

Sheremet, A., Guza, R., Elgar, S., Herbers, T., 2001. Estimating infragravity wave
properties from pressure-current meter array observations, in: Coastal Engineering 2000,

90



pp. 1476–1489.

Sheremet, A., Guza, R., Elgar, S., Herbers, T., 2002. Observations of nearshore infragravity
waves: Seaward and shoreward propagating components. Journal of Geophysical
Research: Oceans 107, 10–1.

Smit, P., Janssen, T., Herbers, T., Taira, T., Romanowicz, B., 2018. Infragravity wave
radiation across the shelf break. Journal of Geophysical Research: Oceans 123, 4483–
4490.

Smit, P., Janssen, T., Holthuijsen, L., Smith, J., 2014. Non-hydrostatic modeling of surf
zone wave dynamics. Coastal Engineering 83, 36–48.

Smit, P., Stelling, G., Roelvink, J., Van Thiel de Vries, J., McCall, R., Van Dongeren, A.,
Zwinkels, C., Jacobs, R., 2010. Xbeach: Non-hydrostatic model: Validation, verification
and model description. Delft Univ. Technol .

Smit, P., Zijlema, M., Stelling, G., 2013. Depth-induced wave breaking in a non-hydrostatic,
near-shore wave model. Coastal Engineering 76, 1–16.

Soldini, L., Antuono, M., Brocchini, M., 2013. Numerical modeling of the influence of
the beach profile on wave run-up. Journal of Waterway, Port, Coastal, and Ocean
Engineering 139, 61–71.

Stockdon, H.F., Holman, R.A., Howd, P.A., Sallenger Jr, A.H., 2006. Empirical parame-
terization of setup, swash, and runup. Coastal engineering 53, 573–588.

Stokes, G., 1846. Report on recent researches in hydrodynamics. British Association
Report.

Stokes, K., Poate, T., Masselink, G., King, E., Saulter, A., Ely, N., 2021. Forecasting
coastal overtopping at engineered and naturally defended coastlines. Coastal Engineering
164, 103827.

Stringari, C.E., Power, H.E., 2020. Quantifying bore-bore capture on natural beaches.
Journal of Geophysical Research: Oceans 125, e2019JC015689.

Suhayda, J.N., 1974. Determining nearshore infragravity wave spectra. .

Suzuki, T., Altomare, C., Veale, W., Verwaest, T., Trouw, K., Troch, P., Zijlema, M., 2017.
Efficient and robust wave overtopping estimation for impermeable coastal structures in
shallow foreshores using swash. Coastal Engineering 122, 108–123.

Symonds, G., Huntley, D.A., Bowen, A.J., 1982. Two-dimensional surf beat: Long wave

91



generation by a time-varying breakpoint. Journal of Geophysical Research: Oceans 87,
492–498.

Thomson, J., Elgar, S., Raubenheimer, B., Herbers, T., Guza, R., 2006. Tidal modulation
of infragravity waves via nonlinear energy losses in the surfzone. Geophysical Research
Letters 33.

Torres-Freyermuth, A., Pintado-Patiño, J.C., Pedrozo-Acuña, A., Puleo, J.A., Baldock,
T.E., 2019. Runup uncertainty on planar beaches. Ocean Dynamics 69, 1359–1371.

Torres-Freyermuth, A., Mariño Tapia, I., Coronado, C., Salles, P., Medelĺın, G., Pedrozo-
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