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ABSTRACT OF THE DISSERTATION

Statistical Differential Analyses of Hi-C Contact Maps

by

Huiling Liu

Doctor of Philosophy, Graduate Program in Applied Statistics
University of California, Riverside, June 2021

Dr. Wenxiu Ma, Chairperson

Recent advances in Hi-C techniques have allowed us to map genome-wide chro-

matin interactions and uncover higher-order chromatin structures, thereby shedding light

on the principles of genome architecture and functions. However, statistical methods for

detecting changes in chromatin organizations are still in the early stage. In this dissertation,

we proposed two statistical methods, namely DiffGR and scHiCDiff, for differential analysis

in Hi-C contact maps.

The first method DiffGR detects differentially interacting genomic regions at the

scale of topologically-associating domains (TADs) between two Hi-C contact maps. Specif-

ically, we utilized the stratum-adjusted correlation coefficient (SCC) to measure similarity

of local TAD regions. We then developed a non-parametric approach to identify statisti-

cally significant changes of genomic interacting regions. Through simulation studies, we

demonstrated that DiffGR can robustly and effectively discover differential genomic regions

under various conditions. Furthermore, we successfully revealed cell type-specific changes

in genomic interacting regions using real Hi-C datasets.
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The second method scHiCDiff focuses on detecting differential chromatin inter-

actions (DCIs) in single-cell Hi-C data. The three-dimensional genome organization con-

structed from the conventional bulk Hi-C protocol represents an ensemble based on thou-

sands to millions of nuclei, but not the actual genome organizations in individual cells.

Unlike bulk Hi-C, single-cell Hi-C enables the exploration cell-specific chromosomal struc-

tures. However, interpretation and analysis of single-cell Hi-C data is at very early stage.

To characterize the significant changes between different cells at the single-cell level, we

built scHiCDiff which applied non-parametric tests and parametric models in distinguish-

ing DCIs from single-cell Hi-C data. Our evaluation proved that these methods, especially

the zero-inflated negative binomial (ZINB) and negative binomial hurdle(NBH) models, can

effectively detect reliable and consistent DCIs of single cells between different conditions,

which better capture cell type-specific variations of chromosomal structures.
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Chapter 1

Introduction

Recent developments of chromatin conformation capture (3C)-based techniques—

including 4C [61], 5C [18], Hi-C [41, 19, 32], ChIA-PET [39], and Hi-ChIP [49]—have allowed

high-throughput characterization of pairwise chromatin interactions in the cell nucleus, and

provided an unprecedented opportunity to investigate the higher-order chromatin structures

and to elucidate their roles in nuclear organization and gene expression regulation. Among

these techniques, Hi-C and its variants [46, 56, 53] are of particular interest because of their

ability to map chromatin interactions at a genome-wide scale.

The main steps in a typical Hi-C protocol [45] are as follows: (1) Samples of nuclear

DNA are cross-linked; (2) These chromatins are digested with a restriction enzyme; (3) The

resulting sticky ends of two restriction fragments are filled with biotin-labeled nucleotides;

(4) These sticky ends are subjected to proximity ligation; (5) After shearing the loop, only

chimeric fragments with biotin label will be pulled down; and (6) These DNA fragments

are sent to high-throughput paired-end sequencing (Figure 1.1A).
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For the pre-processing of the Hi-C sequencing data, the genome can be partitioned

into a sequence of continuous non-overlapping equal-size bins. For instance, when using a

bin size of 1 mega-base (Mb), each bin represents a chromatin fragment of length 1 Mb.

Then a symmetric chromatin interaction frequency matrix (Y ) with certain resolution (bin

size) can be constructed and visualized as a heatmap (Figure 1.1B). Typically, the contact

count Yij is measured by the number of read pairs between the bin pair i and j in the cells,

and therefore denotes as the interaction frequency between these two chromatin fragments i

and j. Thus, larger count number Yi,j indicates higher contact frequency between chromatin

regions i and j and therefore implies the closer spatial proximity between these two loci.

Because of the complex experimental steps in Hi-C protocol, various sources of

biases (driven from the Hi-C techniques and DNA sequencing platforms) can be introduced

in Hi-C raw data, which make the data analysis challenging. Hence, several normalization

methods were developed to reduce biases in the data. Explicit-factor correction algorithms

(e.g. HiCNorm [30]) corrected known systematic bias in terms of fragments length, GC

content and mappability while matrix-balancing methods (e.g. ICE [31] and KR [34])

assumed uniform visibility for all genomic loci and assured equal row and column sums for

correcting both known and unknown biases.

A particularly important characteristic of Hi-C contact matrices is the presence

of the topologically-associating domains (TADs), which are functional units of chromatin

with higher tendency of intra-domain interactions dixon2012topological. TADs are largely

conserved across cell types and species[16, 59]. Moreover, CTCF and other chromatin

binding proteins are enriched at the TAD boundaries, indicating that TAD boundary
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Figure 1.1: Illustration of Hi-C Features. (A). Main steps in Hi-C protocol: DNA is
cross-linked and cleaved by a restriction enzyme. The sticky ends of restriction fragments
are filled in with biotin-labelled nucleotides. Ligate ends of the fragments to form a loop.
After shearing the loop, biotin-labelled ligation products are pulled down for paired-end
sequencing. (B).Visualization of Hi-C contact matrix: Interaction frequency of each bin
pair is visualized by the gradation of color. The higher the interaction contact, the darker
the color. (C). Diagram of chromatin architecture represents a chromatin fiber (blue) span-
ning two adjacent TADs. Interaction frequency visualizes HiC contact counts of these two
adjacent TADs. It is shown that the topological boundary region form chromatin loops and
are enriched with CTCF.
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regions form chromatin loops and play an essential role in gene expression regulation

dixon2012topological, fudenberg2016formation(Figure 1.1C).

Several computational methods have been developed to detect TADs in Hi-C con-

tact maps. These methods can be categorized into two groups: one-dimensional (1D)

statistic-based methods and two-dimensional (2D) contact matrix-based methods [5]. Of

these, 1D statistic-based methods often take a sliding window approach along the diagonal

of Hi-C contact matrix and compute a 1D statistic for each bin to detect TADs and/or TAD

boundaries. For instance, Dixon et al. 2012 [16] introduced a statistic named directionality

index (DI) to quantify whether a genomic locus preferentially interacts with upstream or

downstream loci and developed a hidden Markov model to call TADs from DIs. Later,

Crane et al. 2015 [10] proposed a novel TAD detection method, which computes an in-

sulation score (IS) for each genomic bin by aggregating chromatin interactions within a

square sliding through the diagonal and then searches for the minima along the IS profile

as TAD boundaries. Unlike the 1D statistic-based methods which calculate statistics using

local information, the 2D contact matrix-based methods utilize global information on the

contact matrix to capture TAD structures. For example, the Armatus algorithm [21] iden-

tifies consistent TAD patterns across different resolutions by maximizing a quality scoring

function of domain partition using dynamic programming. In addition, Levy et al. 2014 [38]

proposed a TAD boundary detection method named HiCseg, which performs a 2D block-

wise segmentation via a maximum likelihood approach to partition each chromosome into

its constituent TADs. Recently, several review papers have quantitatively compared the

performances of the aforementioned TAD-calling methods and demonstrated that HiCseg
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detects a stable number of TADs against changes of sequencing coverage and maintains the

highest reproducibility among Hi-C replicates across all resolutions when compared with

other TAD-calling methods [24, 28].

With the fast increasing of Hi-C datasets, a key statistical challenge in 3D chro-

matin analyses is to assign reliable statistical measures to compare differences in chromatin

structures. The differences may arise from different developmental stages, cell lines, dis-

ease states or individuals. Further, chromatin structures also exhibit multi-scale differences

among different Hi-C maps in the entire chromosomes, compartments, TADs, and chromatin

loops and interactions. Surveying the literature, we noticed that several computational tools

(see section 2.1) have been developed for comparative Hi-C analysis, but the majority of

them focused on the similarity comparison between Hi-C maps and the detection of dif-

ferential chromatin interactions (DCIs). As TADs are strongly linked to cell type-specific

gene expression [16], appropriate statistical methods for detecting differentially interacting

regions at the TAD level are in high demand.

In the dissertation, we firstly introduced a novel statistical method, DiffGR, for

detecting differentially interacting genomic regions at TAD level between two Hi-C contact

matrices. Briefly, DiffGR utilizes the stratum-adjusted correlation coefficient (SCC) instead

of the standard Pearson correlation coefficient (Pearson CC) to measure the similarity of

local genomic regions between two Hi-C contact maps and then applies a non-parametric

permutation test on those SCC values to assess the statistical significance of differences in

local genomic regions. We demonstrated that DiffGR can effectively and robustly identify
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differentially interacting genomic regions at TAD level in both simulated data and real Hi-C

data from different cell types.

The conventional Hi-C studies discovered some commonly shared structural fea-

tures in 3D genome organization, but it is worth noting that, because of the dynamic nature

of the chromatin fiber and the variability of nuclear processes among single cells, the geom-

etry of genome organization varies from cells to cells [22]. Actually, the conventional Hi-C

(named ensemble Hi-C/ bulk Hi-C) contact maps are an ensemble based on millions of cells

and the 3D genome organization constructed from them denotes the average but not the

actual genome organizations of individual cells.

In recent years, several single-cell Hi-C (scHi-C) experiments were developed to

capture the single-cell Hi-C contact counts for thousands of cells simultaneously [50, 54, 23].

These scHi-C profiles provide promising opportunities to investigate cell-specific genomic

structures, but the research of single-cell Hi-C data is still at very early stage. Current

scHi-C studies focus more on clustering cells into constituent cell types. For instance,

reproducibility methods [58, 67, 70, 71] coupled with multidimensional scaling (MDS) were

applied to scHi-C data to evaluate similarity among single cells; among them, HiCRep

with MDS yielded reasonable embedding of the single cells [42]. Later, scHiCluster [74] was

developed as a single-cell clustering algorithm based on imputations using linear convolution

and random walk and scHiCTools [40] implemented the clustering by a novel InnerProduct

approach.

However, few of the aforementioned methods pay attention to studying variations

in chromosome structures between different biological conditions (cell types or cell states),
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especially on identifying significant changes in the interaction intensity (i.e., differential in-

teractions) of Hi-C maps between two or more biological conditions at single-cell level. To

fill in the blanks on singe-cell Hi-C differential interaction detection, in this dissertation,

we later implemented a new tool named scHiCDiff, which applied two non-parametric tests

(Cramer-von Mises test and Kolmogorov–Smirnov test) and three parametric models (Neg-

ative Binomial [NB], zero-inflated Negative Binomial[ZINB], and Negative Binomial Hurdle

[NBH]) to distinguish the bin pairs with significant changes in counts. Specifically, ZINB

and NBH regression models took the sparsity effect in sciHi-C data into consideration and

performed a rigorous statistical test (likelihood ratio test: Chi-square test). We demon-

strated, through simulation studies and real data analysis, scHiCDiff can effectively reveal

differentially interaction bin pairs between different conditions.
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Chapter 2

DiffGR: Detecting Differentially

Interacting Genomic Regions From

Hi-C Contact Maps

2.1 Introduction

With the fast accumulation of Hi-C datasets, there has been a growing interest

in performing differential analysis of Hi-C contact matrices. To date, several computa-

tional tools have been developed for comparative Hi-C analysis, but the majority of them

focused on the similarity comparison between Hi-C maps and the identification of differ-

ential chromatin interactions (DCIs), which represent different chromatin looping events

between two Hi-C contact maps. In reproducibility assessment, HiCRep[71] smoothed Hi-C

contact matrix with 2D mean filter and measured the similarity of two Hi-C contact matri-
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ces by stratum-adjusted correlation coefficient(SCC) according to genomic distance, while

QuASAR[58] computed the interaction correlation matrix weighted by interaction enrich-

ment. HiC-Spector[70] transformed the Hi-C matrices to a Laplacian matrix and summa-

rized the Laplacian by matrix decomposition. Later, GenomeDISCO[67] utilized random

walks on the network defined by Hi-C map to smooth data before calculating similarity. As

to the detection of DCIs, in early studies, the most common strategy was to use the fold

change values between two Hi-C contact maps. For instance, Wang et al.2013 [68] used

a simple fold-change strategy to detect the influence of estrogen treatment on chromatin

interactions in MCF-7 Hi-C samples. Additionally, Dixon et al.2015 [15] utilized the fold

change values of chromatin interactions to train a random forest model to discover the epi-

genetic signals that were more predictive of changes in interaction frequencies. In addition

to these fold change-based approaches, another commonly utilized method for detecting

DCIs was the binomial model implemented by the HOMER software [29]. In contrast, in

more recent studies, count-based statistical methods, such as edgeR [57] and DESeq [44],

have been adopted to identify pairwise chromatin interactions that show significant changes

in contact frequencies. Among them, Lun et al.2015[45] presented a tool named diffHic

for rigorous detection of differential interactions by leveraging the generalized linear model

(negative binomial regression) of edgeR, and demonstrated that edgeR outperformed the bi-

nomial model. Later, Stansfield et al.2018[64] introduced MD normalization and performed

a Z-test to detect statistically significant DCIs. While all these methods assumed indepen-

dence among pairwise interactions, which holds true only in coarse-resolution Hi-C maps,

Djekidel et al.2018[17] presented a novel method, named FIND, that takes into account the
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dependency of adjacent loci at finer resolutions. Briefly, FIND utilizes a spatial Poisson pro-

cess model to detect DCIs that show significant changes in interaction frequencies of both

themselves and their neighborhood bins. Lastly, Cook et al. 2020[7] introduced ACCOST

to identify differential chromatin contacts by extending the DESeq model used in RNA-seq

analysis and repurposing the “size factor” to account for the notable genomic-distance effect

in Hi-C contact matrices.

In the cell nucleus, chromatin is organized at multiple levels, ranging from active

and inactive chromosomal compartments and sub-compartments (on a multi-Mb scale) [41,

56], to TADs (0.5–2 Mb on average) [16] and fine-scale chromatin interacting loops [56, 46].

Chromatin structures also exhibit multi-scale differences among different cell types in their

compartments, TADs, and chromatin loops. Among these, changes in TAD organizations

are of particular interest as TADs are strongly linked to cell type-specific gene expression

[16]. For example, Taberlay et al.2016[65] have shown that genomic rearrangements in

cancer cells are partly guided by changes in higher-order chromatin structures, such as

TADs. They discovered that some large TADs in normal cells are further segmented into

several smaller TADs in cancer cells, and these changes are tightly correlated with oncogene

expression levels. Current differential analyses of TAD structures between different cell

types and conditions are limited to the detection of TAD boundary changes. Recently,

Chen et al. 2018 [5] proposed a TAD boundary detection approach named HiCDB, which is

constructed based on local measures of relative insulation and multi-scale aggregation. In

addition to calling TAD boundaries in single Hi-C sample, HiCDB also provides differential

TAD boundary detection using the average values of relative insulation across multiple
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samples. Later, Cressswell et al.2020 [11] developed TADCompare, which uses a spectral

clustering-derived metric named eigenvector gap to identify differential and consensus TAD

boundaries and track TAD boundary changes over time. The HiCDB and TADCompare

methods focused on detecting changes in TAD boundaries rather than changes in chromatin

organization within TADs. However, differential TAD boundaries do not necessarily indicate

differential chromatin conformation within those regions. First, Hi-C contact matrices are

often sparse and noisy, which might lead to unstable detection of TAD boundaries. Second,

chromatin interactions within a TAD could be strengthened or weakened in another Hi-

C sample, which would suggest different patterns of chromatin organization within the

same TAD region. Therefore, appropriate statistical methods for detecting differentially

interacting regions at the TAD level are in demand.

To tackle this problem, we developed a novel statistical method, DiffGR, for de-

tecting differential genomic regions at TAD level between two Hi-C contact maps. Briefly,

DiffGR utilizes the stratum-adjusted correlation coefficient (SCC), which can effectively

eliminate the genomic-distance effect in Hi-C data, to measure the similarity of local ge-

nomic regions between two contact matrices, and then applies a non-parametric permutation

test on those SCC values to detect genomic regions with statistically significant differential

interactions. We demonstrated, through simulation studies and real data analysis, that Dif-

fGR can effectively and robustly identify differentially interacting genomic regions at TAD

level.

11
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Figure 2.1: Illustration of three candidate types of differential genomic regions.

2.2 Methods

The DiffGR method detects differentially interacting genomic regions in three

steps, as described below (Sections 2.2.1-2.2.3). In addition, the simulation settings are

outlined in Section 2.2.4 and real data pre-processing and analyses are described in Sec-

tion 2.2.5.

2.2.1 Identifying candidate genomic regions

Suppose we have two sets of Hi-C data and their corresponding contact frequency

matrices as the input. First, we detect the TAD boundaries in each Hi-C data, separately.

Specifically, we apply HiCseg [38] to the raw contact matrices and obtain the corresponding

TAD boundaries. Note that in this step one can exchange HiCseg with another TAD caller,

whose detected TADs satisfy the non-overlapping and continuous properties. We choose

HiCseg because it has been shown that HiCseg produces more robust TAD boundaries

than other TAD-calling methods [24]. We next combine the TAD boundaries from both
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Hi-C contact maps to identify the candidate genomic regions for subsequent analyses. TAD

boundaries within three-bin distance are considered to be a common boundary shared by

both Hi-C datasets and replaced by the middle bin locus. We then partition the genome into

non-overlapping candidate regions using the common TAD boundaries, and categorize these

candidate regions into the following three groups: (1) single-TAD candidate regions, (2)

hierarchical-TAD candidate regions, and (3) complex-TAD candidate regions, as illustrated

in Figure 2.1.

2.2.2 Measuring similarity of candidate regions between two Hi-C contact

maps

In the second step, we evaluate the candidate regions one at a time. Suppose

a candidate genomic region is bounded by two common TAD boundaries shared by both

Hi-C maps, and contains m unique TAD boundaries in either one of the two Hi-C maps.

In the single-TAD candidate region, m = 0; in the hierarchical-TAD or complex-TAD

candidate regions, m >= 1. For each candidate region, we consider all
(
m+2

2

)
possible

(sub)TADs, which are separated by any pair of TAD boundaries within that region, as

potential differential TADs. For each potential differential TAD, we calculate the stratum-

adjusted correlation coefficient (SCC) [71] to measure the similarity of intra-TAD chromatin

interactions between two Hi-C samples.

The SCC metric was introduced by Yang et. al. 2017 [71] as a measure of similarity

and reproducibility between two Hi-C contact matrices. To account for the pronounced

distance-dependence effect in Hi-C contact maps, chromatin contacts are first stratified

into K stratum according to the genomic distances of the contacting loci pairs, and the
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correlation coefficients of contacts within each stratum are calculated between two samples.

These stratum-specific correlation coefficients are then aggregated to compute the SCC

value using a weighted average approach, where the weights are derived from the Cochran-

Mantel-Haenszel (CMH) statistic [1]. That is, the SCC ρ is calculated as

ρ =
K∑
k=1

(
Nkr2k∑K
k=1Nkr2k

)
ρk,

where Nk is the number of elements in the k-th stratum, r2k is the product of standard de-

viations of the elements in the k-th stratum of both samples, and ρk denotes the correlation

coefficient of the k-th stratum between two samples.

The original SCC metric is computed using the intra-chromosomal contact ma-

trices with a predefined genomic distance limit. The resulting value has a range of [−1, 1]

and can be interpreted in a way similar to the standard correlation coefficient. Here we

use SCC as a local similarity measurement to evaluate each potential differential TAD be-

tween two Hi-C samples. In the SCC calculation, an upper limit of genomic distance is set

to 10 Mb because TADs are commonly smaller than 10 Mb and distal interactions over a

genomic distance larger than 10 Mb are often sparse and highly stochastic. In addition, as

the sparsity of Hi-C matrices might affect the precision of SCC values, the loci pairs with

zero contact frequencies in both samples are excluded from the calculation.

Hi-C contact maps are often sparse due to sequencing coverage limits and contain

various systematic biases. To solve these issues, when pre-processing the Hi-C contact

matrices, we first smooth each contact map by a 2D mean filter [71], which substitutes the

contact count observed between each bin pair by the average of all contact counts in its

neighborhood. This smoothing process improves the contiguity of the TAD regions with
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elevated contact frequencies, thereby enhancing the domain structures. Next, we utilize the

Knight-Ruiz (KR) normalization [34] on the smoothed matrices to remove potential biases.

2.2.3 Detecting statistically significant differential regions

In the third step, we identify differential genomic regions by first finding differential

TADs within these candidate regions. In each candidate genomic region, we calculate the

SCC values for all potential differential TADs as described above. Then we develop a non-

parametric permutation test to estimate the p-values for these local SCC values (Section

2.2.3). Additionally, we propose a quantile regression strategy to speed up the permutation

test (Section 2.2.3). Finally, we consider a candidate region to be a differentially interacting

genomic region, if at least one TAD within that region exhibits a statistically significant

difference between the two samples and the size of the largest differential TAD meeting this

criterion is greater than one third of the length of the entire candidate region.

Permutation test to compute p-values of local SCCs

Since the local SCC values are calculated for all potential differential TADs of

various sizes, we perform the following non-parametric permutation test for each unique

TAD size.

Suppose s is a potential differential TAD whose length is ls and SCC value between

two Hi-C samples is ρs. To assess the statistical significance of the observed SCC value ρs,

the null distribution of SCC values for TADs of the same size is estimated via the following

permutation procedure. To generate a random TAD with length ls, we first randomly select

ls positions from main diagonal of Hi-C contact matrix, then ls−1 position from the 1st off-
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diagonal, ..., and lastly 1 position from the (ls−1)-th off-diagonal. We subsequently extract

contact counts of these randomly selected positions from the two Hi-C contact matrices to

construct the permuted TAD pair and calculate its SCC value. We repeat the above random

TAD generation step N times (N = 2000) and obtain the corresponding SCC values {ρlsi },

i = 1, · · · , N . Then the p-value of the observed SCC value ρs can be computed as:

ps =

∑N
i=1 I(ρlsi < ρs)

N
,

where I(·) is the indicator function. Lastly, we compare the p-values with a pre-defined

significance level α (by default α = 0.05) to determine differential TADs meeting the signif-

icance threshold. Note that the permutation framework accounts for the multiple testing

correction using the Benjamini-Hochberg procedure [3].

The permutation framework always detect significant differential TADs even when

two sample are very similar (like biological-replicates from same experiments). This is

because the high similarity between biological replicates would cause their corresponding

random TAD patterns tending to have rather high SCC values and then result in some

non-differential TADs with relatively low SCC values falsely being detected as differential

ones. In order to reduce the number of false positives, we provide the option to filter the

final p-values ps.adj by an empirical or automatically calculated threshold. This option

allows us to pre-specify the meaningful SCC between the two Hi-C datasets that must be

reached in order to call a differential TAD truly significant.

ps.adj =


0.5 if ps < α and ρs > θ

ps otherwise
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The threshold θ normally can be defined as 0.85 (A clear margin separated non-

replicates from biological/pseudo replicates in the whole chromosome similarity comparison

between multiple cell lines[72]) or can be calculated automatically as θ =
ρlsnr+ρlsbr

2 , where ρlsnr

represents the mean α quantile of SCCs between non-replicate data and ρlsbr is the average of

α quantile of SCCs between their corresponding biological/pseudo-replicate data. Here, we

call matrices from the same cell type as biological replicates, matrices from different cell lines

(non-replicates) and matrices sampled from pooled biological replicates (pseudo-replicates).

Speed-up algorithm

In the previously described permutation test, we need to generate N random TAD

pairs for each of the unique TAD sizes. However, such permutation procedure would be very

time-consuming, especially for fine-resolution Hi-C datasets. To speed up the permutation

process, we adopt a non-parametric regression approach to estimate the quantiles of the SCC

values. As shown in Figure 2.2, we can clearly observe that there is a consistent pattern

of the critical values (quantiles) of SCCs that exist for different quantiles and in different

datasets. When the TAD size is relatively small, the quantile of SCC values increases

dramatically with the TAD size; eventually when the TAD size is large, the quantile of SCC

values levels off. One possible explanation of this observed pattern is that small-size TADs

contain insufficient amount of information to produce reliable local SCC values. As a result,

the SCCs of randomly generated small TAD pairs are often low, which would result in low

quantile values. As the TAD size increases, sufficient interaction information is obtained
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Figure 2.2: Quantiles of local SCC values computed by permutation. The x-
axis indicates the TAD size (bin size = 50 kb), the y-axis is the corresponding 5th (or
1st) percentile of local SCC values computed from the comparison between GM12878 and
HUVEC cells. The open black circles represent real quantile values; the red points denote
the randomly selected points by the speed-up algorithm to fit the regression line; the blue
line is the predicted quantile curve by a smooth spline.
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from the data. Therefore, the corresponding SCC values would be stabilized leading to

relatively reliable and steady quantiles.

To facilitate the permutation process, we adopt a non-parametric regression strat-

egy to approximate the SCC quantiles (Figure 2.2). Specifically, instead of performing the

permutation procedure for all unique TAD sizes, we randomly select a subset of m TAD

sizes. For each selected TAD size, we generate N random TAD pairs, compute their lo-

cal SCCs, and identify a series of quantiles (α1-th percentile, α2-th percentile, ..., αJ -th

percentile) of the SCCs accordingly. Therefore, for a particular quantile (for example, the

αj-th percentile), we would have m quantile values; one for each of the selected TAD sizes.

Based on these m data points, we fit a curve between the αj-th percentile and the TAD

size via a smoothing spline. Following this regression procedure, for any given TAD size,

we can predict a series of quantiles of the SCCs which would be utilized to estimate the

p-values as previously described in Section 2.2.3.

As to the selection of TAD sizes, we typically choose m to be 25% of the number

of unique TAD sizes that are larger than 15 bins. In addition, we also include all TAD sizes

from 1 to 15 bins to obtain a better fitting at the beginning of the quantile curve.

2.2.4 Simulation settings

To evaluate the performance of the DiffGR method, we conducted a series of

simulation experiments by varying the proportion of altered TADs, proportion of TAD

alternation, noise level, and sequencing coverage level. Specifically, we utilized the published

chromosome 1 contact matrix of K562 cells at 50-kb resolution [56] as the original Hi-C data

and simulated the altered Hi-C contact matrices as described below.
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Single-TAD alternation

As TADs are conserved genomic patterns and TAD boundaries are relatively stable

across cell types and even across species [16], our simulations primarily focused on the

scenarios of single-TAD alternations. Suppose we had an original Hi-C contact matrix M

and its identified TAD boundaries. Each of our simulated Hi-C matrices contained two

components: the signal matrix S and the noise matrix N , with a certain signal-to-noise

ratio.

First, to construct the signal matrix S, we randomly selected a subset of TADs

from original contact matrix to serve as the true differential TADs. Then we replaced a

certain portion of contact counts in each selected TAD by randomly sampling contact counts

from the corresponding diagonals of the contact matrix. Second, we simulated the noise

matrix N which represents the random ligation events in Hi-C experiments. Briefly, we

generated these contacts by randomly choosing two bins, i and j, and adding one to the

entry Nij in the noise matrix. The probability of sampling each bin in the bin pair was

set proportional to the marginal count of that bin in the original matrix. The sampling

process was repeated C times, where C was the total number of contacts in the original

Hi-C contact matrix M . The resulting random ligation noise matrix N contained the same

number of contacts as the original contact matrix M .

To summarize, we had the following parameters in our single-TAD simulations.

• proportion of altered TADs. Using HiCseg, we detected 189 TADs with a mean size

of 1.2 Mb in the original K562 chromosome 1 contact matrix (Figure 2.3). By default,

we set the proportion of altered TADs to be 50%, which can vary from 20% to 70%.
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Figure 2.3: Histogram of TAD size of all HiC-seg identified TADs on Chromosome
1 of K562 cells at 50-kb resolution.

• proportion of TAD alternation. In the default setting, we substituted all contact

counts in the selected TADs by random counts permuted from the matching diagonals

in Hi-C maps. To reduce the degree of intra-TAD alternation, we gradually decreased

the proportion of randomly substituted intra-TAD contacts from 100% to 10%.

• noise level, i.e., the ratio between the noise and signal matrices. The noise level was

set to 10% by default, and varied from 1% to 80%.

For each simulation parameter setting, we generated 100 altered Hi-C contact

matrices to compare against the original contact matrix. To evaluate the accuracy of the

detection results, we used the false detection rate which defines as inaccurate percentage and

is computed as 1 − Accuracy = FP+FN
N , where FP denotes the falsely detected differential
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regions, FN represents the the falsely detected non-differential regions, and N is the total

number of candidate regions being tested.

Hierarchical-TAD alternation

To simulate the alternation pattern of hierarchical TADs, we randomly selected

50% of the large TADs whose size was greater than 10 bins in the signal matrix to serve as

the true differential TADs. For each of the selected large TAD, we chose a random subTAD

boundary to split it into two smaller subTADs (each with size > 5 bins). We then replaced

all inter-subTAD contact counts by randomly sampled counts from Hi-C maps. Next, we

validated the performance of DiffGR under the hierarchical-TAD condition with respect

to different noise levels similar to the single-TAD simulations. Because the complex-TAD

condition has complicated TAD boundaries between two samples and occurs less frequently

in real data, we did not generate simulation data for this condition.

Simulating low-coverage contact matrices

Low sequencing depth of Hi-C experiments would lead to low-coverage and sparse

contact matrices, thus it could potentially affect the performance of the detection of dif-

ferentially interacting regions. To simulate low-coverage contact matrices, we started with

a deep-sequenced Hi-C contact map obtained from GM12878 human cells [56], and down-

sampled the contact counts to generate lower-coverage matrices. Specifically, for each non-

zero contact count Mij in the original matrix, we assumed that the simulated contact

count follows a binomial distribution M ′ij ∼ Binomial(Mij , p), where the binomial param-
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eter p = {0.2, 0.4, 0.6, 0.8, 1.0} represents the relative coverage level of the down-sampled

contact matrix M ′. In addition, 10% noise were added to the down-sampled matrices.

2.2.5 Real data pre-processing steps

In our real data analysis, we used the published Hi-C datasets by Rao et. al.

2014 [56] (GEO accession number: GSE63525), which include five human cell types: B-

lymphoblastoid cells (GM12878), mammary epithelial cells (HMEC), umbilical vein en-

dothelial cells (HUVEC), erythrocytic leukemia cells (K562), and epidermal keratinocytes

(NHEK). The GM12878 dataset contains two replicates, which were pooled together in

cell type-specific compairson analyses. We applied DiffGR to detect differential genomic

regions between each pair of cell types at 25-kb, 50-kb, and 100-kb resolutions. Since some

of these Hi-C datasets were not deeply sequenced, the local variations introduced by low

sequencing coverage made it challenging to capture large domain structures, especially in

fine-resolution analyses. Therefore, to enhance the domain structures, all contact matrices

were first pre-processed by a 2D mean filter smoothing and then normalized by the KR

method to eliminate potential biases.

In addition to Hi-C contact maps, ChIP-seq and RNA-seq data were also applied in

real data result analysis. CTCF and histone modification (including H3K4me1, H3K4me2,

H3K27me3, and H3K36me3) ChIP-seq datasets from five cell lines were obtained from

ENCODE project [6] (https://www.encodeproject.org/). The ChIP-seq peak files were

in narrowpeak/broadpeak BED format. The ChIP-seq peaks were aggregated into fixed-

size bins with the same resolution as the Hi-C data, and the bin-wise peak counts were

normalized by the total number of peaks in each ChIP-seq dataset. The absolute mean
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differences of the normalized bin-wise peak counts were calculated for each pair of cell

lines for the subsequent analyses.The RNA-seq datasets were obtained from the ENCODE

project (The ENCODE Project Consortium 2012) with accession numbers GSE78553 for

GM12878 cells and GSE78625 for K562 cells. The expression value of genes from samples

were in read count format.

2.3 Results

2.3.1 DiffGR accurately detected single-TAD differences in simulated

datasets

To validate the accuracy and efficiency of our DiffGR method, we first generated

pairs of original and simulated Hi-C contact matrices, where a given proportion of TADs in

the simulated contact matrices were altered (see Methods). We used the intra-chromosomal

contact matrix of chromosome 1 in K562 cells at 50-kb resolution to serve as the original

contact matrix. At the default setting, we altered 50% of the original TADs by completely

replacing the intra-TAD contact counts by randomly sampled counts outside the TAD

regions. In addition, we added 10% random-ligation noise into the altered contact matrices.

We first simulated Hi-C matrices with various proportions of altered TADs (20%,

30%, 40%, 50%, 60%, and 70%). With each proportion setting, we completely mutated the

intra-TAD counts and added 10% noise, and repeated this simulation procedure 100 times.

As expected, the performance of the DiffGR method depended on the proportion of altered

TADs. As shown in Figure 2.4a and Supplementary Table S2.1, when the proportion of
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Figure 2.4: Performance of single-TAD simulations. The curves display the mean
false detection rates at different levels of (a) proportion of altered TADs, (b) proportion
of TAD alternation, (c) noise, and (d) sequencing coverage. Vertical bars represent 95%
confidence intervals.
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altered TADs changed from 20% to 70%, the false detection rate increased from 0.01 to 0.21.

One possible explanation of this observed trend is that when the majority of TADs were

altered, the large differences between the original and altered matrices would affect the

permutation test and therefore lead to inaccurate detection. However, differential TADs

rarely exist in large proportion in real data. The false detection rates of our method

remained below 0.07 when the proportion of altered TADs was smaller than or equal to

50%, which demonstrated that our method can accurately and reliably detect single-TAD

differences under these conditions.

In the default simulation setting, we completely altered the selected TADs by

substituting all intra-TAD contact counts by randomly sampled counts from the matching

diagonals outside the TADs. To investigate the influence of the degree of TAD alternation

on the DiffGR performance, we generated a series of simulated contact matrices, in which

half of original TADs were altered and the proportion of intra-TAD alternation varied from

10%, to 20%, 30%, 50%, 80%, and 100%. In theory, TADs with higher degrees of alternation

are easier to identify, whereas TADs with minor changes remain difficult to be detected.

As illustrated in Figure 2.4b and Supplementary Table S2.2, the performance of DiffGR

improved resulting in higher accuracy as the percentage of randomly substituted counts in

altered TADs increased. Even with the most challenging case where only 10% of the intra-

TAD counts were altered, the accuracy of our method was 0.73, suggesting that DiffGR can

effectively detect subtle TAD differences.
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2.3.2 DiffGR performed stably against changes in noise and coverage

levels

Next we sought to evaluate the robustness of our method under various noise

and sequencing coverage conditions. In the earlier simulations, we added 10% noise to the

simulated differential contact matrices. To evaluate the performance of our method under

different noise levels, we fixed the proportion of altered TADs at 50% and the proportion

of intra-TAD alternation at 100%, and simulated the differential contact matrices with a

wide range of noise levels (1%, 5%, 10%, 20%, 50%, and 80%). Intuitively, a good detection

method should easily discover the differential regions in the less noisy matrices, and it

becomes more challenging to detect the differential regions in the noisier cases. Our results

demonstrated that DiffGR was able to correctly rank the simulated datasets. We observed

a monotonic increasing trend of the false detection rate and a decreasing tendency of other

precision measures as the noise levels raised (Figure 2.4c and Supplementary Table S2.3).

With moderate noise levels that were not greater than 20%, the accuracy of DiffGR remained

above 0.93, indicating that our method can correctly detect differential TAD regions in such

noisy cases.

The sequencing coverage of the Hi-C contact maps is another major factor that

could affect the performance of our method. Considering two Hi-C replicates that have the

same underlying TAD structures but different sequencing coverage levels, we questioned

whether our DiffGR method can correctly categorize them as non-differential. In other

words, we intended to estimate the false positive rates caused by low-coverage and sparse

Hi-C data. To directly investigate the influence of the sequencing coverage on the detection
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Figure 2.5: Performance of hierarchical-TAD simulations. The curve shows the mean
false detection rates at various noise levels. Vertical bars represent 95% confidence intervals.

of differential regions, we utilized the GM12878 chromosome 1 contact matrix as the original

matrix, and generated a series of down-sampled contact matrices with lower coverage levels

(20%, 40%, 60%, 80%, and 100%). Figure 2.4d and Supplementary Table S2.4 shows that

the average false detection rates remained below 0.05 for most coverage levels, except for

the lowest coverage level of 20%, demonstrating the robustness of our DiffGR method under

low-coverage conditions.

2.3.3 DiffGR successfully detected hierarchical-TAD changes

In addition to single-TAD differences, hierarchical-TAD changes also exist in some

genomic regions between different cell types. In these regions, one of the Hi-C contact

maps exhibits a single dominant TAD structure, while the other Hi-C contact map presents

two or more subTADs separated by additional boundaries in between. Hierarchical TADs

are computationally challenging to detect. Although the two Hi-C maps have different
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TAD boundaries, the chromatin interaction patterns within the subTADs could be very

similar. Consequently, the correlation coefficients (CCs) for the strata with small genomic

distances might still remain high between two contact maps. In addition, as the genomic

distance increases, the weight of the corresponding stratum in the SCC calculation gradually

declines. As a result, the SCC values are primarily contributed by CC values from strata

with smaller genomic distances, which makes it difficult to detect differential regions in the

hierarchical-TAD cases.

To evaluate the performance of DiffGR in this more challenging situation, we

simulated contact matrices containing hierarchical-TAD structures with respect to varying

noise levels (see Methods) and then computed the false detection rate in a similar manner

as in the single-TAD simulations. As demonstrated in Figure 2.5 and Supplementary Table

S2.5, the trend of the false detection rates and other measure statistics across various noise

levels under the hierarchical-TAD setting was similar to the pattern observed in the single-

TAD case (Figure 2.4c and Supplementary Table S2.3). Furthermore, the false detection

rates maintained low (less than 0.05) when the noise level was within 50%. Taken together,

these results indicated that DiffGR can reliably detect the differentially interacting genomic

regions with hierarchical-TAD patterns.

2.3.4 SCC outperformed Pearson CC in measuring similarity of local

TAD regions

In the proposed DiffGR method, we used SCC to measure the similarity of lo-

cal TAD regions between two Hi-C contact maps. In addition to SCC, other commonly

used similarity measurements for comparing Hi-C contact matrices include Pearson and
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Figure 2.6: Comparison between SCC and Pearson CC. The curves represent the
mean false detection rates at various proportions of altered TADs using either SCC (blue)
or Pearson CC (black) as the local similarity metric. Vertical bars represent 95% confidence
intervals.

Spearman CCs. The main advantage of SCC over the standard CCs is that SCC explicitly

takes the genomic-distance effect into consideration, thereby achieving better performance

in evaluating the Hi-C contact matrices [71]. Therefore, we expected SCC to serve as a

good metric to compare chromatin interacting patterns at local TAD regions.

To validate our choice of the SCC similarity metric, we tested a variation of the

DiffGR method that substitutes SCC with the standard Pearson CC, and evaluated its

performance using the simulated Hi-C contact matrices with various proportions of altered

TADs. As shown in Figure 2.6 and Supplementary Table S2.6, our method utilizing SCC

evidently outperformed the other alternative employing Pearson CC. For each proportion

of altered TADs, the false detection rates based on Pearson CC were significantly higher

than those replying on SCC. Moreover, the variations of the false detection rates measured

by SCC were much smaller than those obtained by Pearson CC. Therefore, these results
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demonstrated that SCC is indeed a better similarity metric than Pearson CC in measuring

local TAD patterns between Hi-C contact matrices.

2.3.5 DiffGR revealed cell type-specific genomic interacting regions

After validating our method on simulated datasets, we further applied DiffGR to

published Hi-C datasets in five human cell types (GM12878, HMEC, HUVEC, K562, and

NHEK) [56]. In total, we conducted one comparison of biological replicates in GM12878

and ten pairwise comparisons among five cell types.Then we identified statistically signifi-

cant differential genomic regions between each comparison with FDR cutoff 0.05. In each

pairwise comparison, we first applied HiCseg to identify TAD boundaries from the 50-kb

contact matrix for each data and then partitioned the genome into three types of candidate

regions: single-TAD candidate regions, hierarchical-TAD candidate regions, and complex-

TAD candidate regions.

We first sought to evaluate the performance of our method on GM12878 biological

replicates. Previous studies have shown that the high degree of similarity between bio-

replicates and dominant consistence between TAD boundaries in replicate data [72, 16, 56].

As expected, majority (89.55%) of genomic regions belonged to single-TAD type and few

(2.45%) differential genomic regions were detected by our method (Figure 2.7). Specifi-

cally, only 1.97% of single-TADs were identified as differential while 6.17% and 4.94% were

detected in hierarchical-TADs and complex-TADs respectively, indicating that candidate

genomic regions are more likely to be differential between replicate samples when some

unique patterns of TAD boundaries appeared.
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Figure 2.7: Piecharts of DiffGR results obtained from human GM12878 bio-
replicates. Piechart(a) presents the proportions of three types of candidate regions. The
rest three piecharts (b)-(d) display the proportions of detected differential genomic regions
in each candidate category(blue for single-TADs, green for hierarchical-TADs and purple
for complex-TADs).

Next, for the candidate regions from all ten pairwise comparisons, as illustrated

in Figure 2.8, 55.57% belonged to the single-TAD category (consistent with previous ob-

servations indicating that TAD boundaries are stable across cell types [16]), 31.88% to the

hierarchical-TAD category, and 12.55% to the complex-TAD category. Our DiffGR analyses

showed that only 24.26% of the single-TAD candidate regions showed statistically significant

differences between two samples; 59.24% of the hierarchical-TAD candidate regions were de-

termined to be differential; while the differential proportion of the complex-TAD category

was as high as 89.82%. These observations indicated that candidate genomic regions with

more distinct patterns of TAD boundaries are more likely to be detected as differential be-
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Figure 2.8: Piecharts of DiffGR results obtained from human Hi-C datasets. The
center piechart presents the proportions of three types of candidate regions. The three
outer piecharts display the proportions of detected differential genomic regions, one for
each candidate category.

tween two Hi-C samples. In addition, we found that the proportion of detected differential

regions varied largely across chromosomes, ranging from 0.14 to 0.76 (Figure 2.9).

In addition to partitioning the genome at 50-kb resolution, we also performed

differential analyses on the five human Hi-C datasets at 25-kb and 100-kb resolutions, sep-

arately. We calculated the overlapping rate (that is, the proportion of the genome that

was classified into the same differential or non-differential status) between different reso-

lutions. Overall, we observed a high consistency between the detected differential regions

across different resolutions, where the overlapping rate was 0.9856 between the detection

results at 50-kb and 100-kb resolutions, and 0.9480 between those at 25-kb and 50-kb res-
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Figure 2.9: Summary of DiffGR-detected differential genomic regions in human
Hi-C datasets. (a). Histograms of chromosome-wide proportion of deferentially interact-
ing genomic regions for all pairwise comparisons between two cell types; (b). Barplots of
the numbers of candidate regions and detected differential genomic regions per chromosome
for all pairwise comparisons between two cell types.

34



Table 2.1: Agreements between ChIP-seq data and DiffGR-detected differential
genomic regions.

100 kb 50 kb 25 kb

CTCF 76 (34.55%) 124 (56.36%) 142 (64.55%)
H3K4me1 57 (25.91%) 110 (50.00%) 136 (61.82%)
H3K4me2 56 (25.45%) 91 (41.36%) 116 (52.73%)
H3K27me3 53 (24.09%) 86 (39.09%) 114 (51.82%)
H3K36me3 36 (16.36%) 72 (32.73%) 110 (50.00%)

A total of 220 t-tests (10 pairwise comparisons between cell types, 22 chromosome-wide tests for each comparison)

were conducted. If the mean absolute differences of a ChIP-seq signal at the TAD boundaries in the differential regions

were significantly higher than those in non-differential regions, the results were labeled significant consistent. The

counts and percentages of significant consistent results were reported for each ChIP-seq dataset at each resolution.

olutions. These results demonstrated that DiffGR can robustly and consistently detect cell

type-specific differential genomic regions across various resolutions.

2.3.6 Changes in CTCF and histone modification patterns were consis-

tent with DiffGR detection results

As there is no ground truth of differential chromatin interacting regions in real

data, we sought to evaluate the performance of our method by investigating the association

between the changes of 1D epigenomic features and 3D genomic interaction regions. The

chromatin architectural protein CTCF plays an essential role in establishing higher-order

chromatin structures such as TADs. In addition, it has been shown that CTCF and many

histone marks are enriched or depleted at TAD boundaries.[16] Therefore, we hypothesized

that differential bindings of CTCF and histone modifications would also be present at the

TAD boundaries in differential genomic interacting regions.
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To test this hypothesis, we first combined TAD boundaries from both Hi-C datasets

and classified them into two categories: those within the DiffGR-detected differential regions

and those outside the differential regions. We then utilized the ChIP-seq datasets of CTCF

and histone modifications (including H3K4me1, H3K4me2, H3K27me3, H3K36me3) from

the ENCODE project [6]. For each ChIP-seq dataset, we calculated the mean absolute

difference of ChIP-seq peaks between the two cell types within the neighborhood (+/-

1 bin) of each TAD boundary. We expected that if two cell lines have highly different

chromatin structures in certain genomic regions, we would observe different patterns of

CTCF bindings and histone modifications in these regions. Therefore, we performed the

following t-test for each ChIP-seq dataset using the DiffGR detection results. In each

chromosome, we evaluated whether the mean absolute differences of the ChIP-seq signal at

the TAD boundaries in differential regions were significantly different from those in non-

differential regions. If the ChIP-seq differences at the TAD boundaries in differential regions

were significantly higher (with a significant level 0.1) than those in non-differential regions,

we considered the ChIP-seq changes to be consistent with our differential detection results.

Table 2.1 summarizes the ChIP-seq analyses on the DiffGR detection results ob-

tained from five human Hi-C datasets at 100-kb, 50-kb, and 25-kb resolutions. For each

ChIP-seq dataset, we performed 220 t-tests (ten pairwise comparisons between cell types,

22 chromosome-wide tests one for each autosome) at each resolution. Overall, we observed

that the agreement between the changes of ChIP-seq signal and chromatin structures was

improved in finer-resolution analyses. As shown in Table 2.1, 76 out of 220 (34.55%) tests

showed significantly higher absolute mean differences of CTCF values at the TAD bound-
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aries in DiffGR-detected differential genomic regions than those in non-differential regions at

100-kb resolution. Whereas in the results at 25-kb resolution, 142 (64.55%) tests exhibited

significantly larger changes of CTCF bindings in differential regions than non-differential

ones. In addition, the histone modification datasets showed similar results in agreement

with the detection results of differentially interacting regions in Hi-C contact maps. At

25-kb resolution, the majority of the t-tests showed significantly larger changes of ChIP-seq

signal in differentially interacting regions for all four histone modification datasets, includ-

ing H3K4me1, H3K4me2, H3K27me3, and H3K26me3. Collectively, these results indicated

that the changes in CTCF bindings and histone modifications were in good agreements with

the differences in genomic interacting regions. Furthermore, at finer resolution our DiffGR

method produced more accurate identification of differentially interacting genomic regions

in higher agreement with the CTCF and histone modification data.

We would like to point out that the cases where the changes of CTCF or histone

modifications are not in significant agreement with the detection results of differentially

interacting genomic regions do not necessarily suggest that these epigenomic features are

inconsistent with 3D genome organization or DiffGR detection results are inaccurate. Due

to the resolution limit of Hi-C contact maps, the boundaries of differential regions are

usually identified with a resolution of tens to hundreds of kilobases. Aggregating ChIP-seq

data with such a large bin size dilutes the signal, thereby yielding less statistical power to

detect significant changes. Moreover, CTCF and histone modifications play fundamental

roles in regulating chromatin structures and gene expression; their effects are not limited

to TAD formations. Therefore, changes of CTCF bindings or histone modifications exist in
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many genomic loci other than TAD boundaries, therefore they may not be reflected in our

analyses.

2.3.7 Differential RNA-seq results were consistent with DiffGR detection

results

Besides the investigation of the changes of 1D epigenomic features, we further

study the relationship between quantitative changes in expression levels and 3D genomic

interaction regions to better assess the performance of our method. Previous research

mentioned that topological changes have a large effect on the cross-talk between enhancers

and promoters that can alter gene expression[56, 15]. Thus, we expected that differential

expressed genes would be probably located in differential genomic regions.

To evaluate the assumption, we first detected significant changes in expression

levels between GM12878 and K562 cell by DESeq2[44]. Later we calculated the percentage

of detected differential expressed genes whose loci were inside identified differential genomic

regions. To check the superiority of such proportion, we randomly chose partial genes,

whose number equals to the number of detected changes in expression levels, with 200

iterations, then computed their corresponding proportions located in differential regions

and performed t-test for comparison.

In summary, a total number of 9120 differential expressed genes were detected by

DESeq2 at the significance level of 0.05 and 79.54% (with p-value=3.72×10−5) of them were

located in Differential genomic regions, demonstrating that majority changes appeared in

RNA-seq data happened to be consistent with DiffGR detection results.
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Table 2.2: Functional enrichment of differential genes located in differential ge-
nomic regions

Go Term P value

GO:0002376 immune system process 1.7E-9
GO:0050776 regulation of immune response 5.9E-8
GO:0002757 immune response-activating signal transduction 7.8E-8
GO:0002682 regulation of response to stress 2.2E-7
GO:0080134 regulation of immune system process 2.7E-7
GO:0045321 leukocyte activation 2.8E-7

Top 2000 differential genes located within differential genomic regions at 25kb resolution were utilized in GO enrich-

ment test. Test results were given by DAVID[60].

To further explore the potential functional roles of differential expressed genes lo-

cated in differential genomic regions, we performed Gene Ontology (GO) enrichment anal-

ysis on those top 2000 genes using DAVID [60]. From Table 2.2, it was shown a high

enrichment for GO terms related to the immune system, which is consistent with previous

researches that many H3K4me1 peaks overlap with known autoimmune disorder SNPs in

the B-lymphoblast cell line GM12878[8].

2.3.8 DiffGR detection results were supported by FIND and TADCom-

pare results

Several previous Hi-C comparative studies mentioned that majority of the chro-

matin structural changes tend to couple with the formation/disappearance of topologically

associated domains (TADs) [56, 15], implying that many changes in interaction counts are

likely to be observed within genomic regions at TAD level. Hence, we checked differen-

tial chromatin interactions (DCIs) between GM12878 and K562 cells at 50kb resolution by
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Figure 2.10: Result Comparison between FIND and DiffGR. Barchart of the propor-
tions of DCIs detected by FIND located in candidate genomic regions (GRs)/Differential
GRs for chromosomes between GM12878 and K562. The bars denote the proportions of
DCIs detected by FIND located in candidate GRs and the dark grey bars represent the
proportions of DCIs specially classified as differential GRs.

FIND[17] and contrasted FIND results with our DiffGR results. From Figure 2.10, it was

shown that the percentages of DCIs detected by FIND located within candidate genomic

regions were dominant in the majority of chromosomes and with 55.43% across the whole

genome. In addition, 82.80% of the DCIs located in candidate genomic regions are clas-

sified into differential regions, demonstrating that DiffGR effectively detected the regions

with significant changes in counts.

Next, we explored differential TAD boundaries detection for previous five human

Hi-C datasets at 50kb resolution given by TADcompare[11], showing that 76.25% differ-

ential TAD boundaries displayed concordant results with DiffGR. To investigate the ad-

vantage of DiffGR compared with TADCompare, we further performed tests on changes

in CTCF and histone modification patterns for those detected differential TAD boundaries
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Table 2.3: Advantageous results of differential TAD boundaries in DiffGR-
detected differential genomic regions.

consistent number significant consistent number

CTCF 155 (70.45%) 98 (44.55%)
H3K4me1 145 (65.91%) 89 (40.45%)
H3K4me2 133 (60.45%) 79 (45.91%)
H3K27me3 146 (66.36%) 76 (34.55%)
H3K36me3 127 (57.73%) 51 (23.18%)

A total of 220 tests (10 pairwise comparisons between cell types, 22 chromosome-wide tests for each comparison) were

conducted. If the mean absolute differences of a ChIP-seq signal at the differential TAD boundaries detected by TAD-

Compare in the differential regions were higher/significantly higher(based on t-tests) than those in non-differential

regions, the results were labeled consistent/significantly consistent. The counts and percentages of consistent/signifi-

cant consistent results were reported for each ChIP-seq dataset.

within differential/non-differential genomic regions. From Table 2.3, we observed that 155

out of 220 (70.45%) contrasts showed higher absolute mean differences of CTCF values

at differential TAD boundaries in DiffGR-detected differential genomic regions than those

in non-differential regions and 98 (44.55%) tests exhibited significantly larger changes of

CTCF bindings at TADCompare-detected differential boundaries in differential regions than

non-differential ones. In addition, the histone modification datasets (including H3K4me1,

H3K4me2, H3K27me3, and H3K26me3) showed similar results in agreement with the ad-

vantageous results of differential bounds in differentially interacting regions.

2.4 Discussion

With the fast growth of Hi-C datasets, there has been a dramatically increasing

interest in comparative analysis of Hi-C contact maps. However, most existing methods

for comparative Hi-C analysis focused on the identification of differential chromatin inter-
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actions, while few studies addressed the detection of differential chromatin organization at

TAD scale.

To solve this problem, we developed a novel method, DiffGR, for calling differen-

tially interacting genomic regions between two Hi-C contact maps. Taking genomic distance

features of Hi-C data into consideration, our algorithm utilized the SCC metric instead of

the standard Pearson CC to measure the similarity of local genomic regions between Hi-C

contact maps. Furthermore, we proposed a non-parametric permutation test to assess the

statistical significance of the local SCC values. Through empirical evaluations, we have

demonstrated that DiffGR can effectively discover differential regions in both simulated

data and real Hi-C data from different cell types. That is, DiffGR produced robust and

stable detection results under various noise and coverage levels in simulated data; DiffGR

detection results in real data were effectively validated by the ChIP-seq and RNA-seq data

and shown consistency and advantage compared with TADCompare results.

We envision a few possible extensions and future directions based on this work.

First, our method performs pairwise comparison between two Hi-C contact maps. Extending

our method to differential analyses among three or more samples would require a more

general statistical framework. In addition, we currently utilized pooled Hi-C maps in our

analyses. One possible future direction is to incorporate multiple biological replicates to

detect reproducible differences. Lastly, our method is specifically designed for bulk Hi-C

data, which remains a significant challenge in identifying differential regions at single-cell

level.

42



Software availability

The software is published under the GNU GPL ≥ 2 license. The main func-

tion DiffGR is explained in the Appendix A and the source code is publicly available at

https://github.com/wmalab/DiffGR.
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Supplementary Tables

The supplementary tables show the summary of the performance on simulated

data. The performance of each condition’s effect on DiffGR detection was assessed using

the following metrics:

Index Illustration

TP True positives
FP False positives
TN True negatives
FN False negatives
Sensitivity TP/(TP +FN)
Specificity TN/(FP +TN)
Accuracy (TP +TN)/(TP +FP +TN +FN)
Precision TP/(TP + FP)
F1 score 2TP/(2TP +FP +FN)
MCC Matthews correlation coefficient:

TP×TN−FP×FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)
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Supplementary Table S2.1: Evaluation of the effect of proportion of altered
TADs on DiffGR detection.

0.2 0.3 0.4 0.5 0.6 0.7

TP 36.53 53.64 69.82 82.62 92.39 92.95
FP 0.29 0.33 0.36 0.27 0.11 0
TN 150.71 131.67 112.64 94.73 75.89 57
FN 1.47 3.36 6.18 11.38 20.61 39.05
Sensitivity 0.9613 0.9411 0.9187 0.8789 0.8176 0.7042
Specificity 0.9981 0.9975 0.9968 0.9972 0.9986 1
Accuracy 0.9907 0.9805 0.9654 0.9384 0.8904 0.7934
Precision 0.9924 0.994 0.9949 0.9967 0.9988 1
F1 score 0.9764 0.9666 0.9551 0.9339 0.8988 0.8262
MCC 0.9709 0.9537 0.9292 0.883 0.8011 0.6468

Supplementary Table S2.2: Evaluation of the effect of proportion of TAD alter-
nation on DiffGR detection.

0.1 0.2 0.3 0.5 0.8 1

TP 43.38 61.37 69.9 77.06 81.95 83.28
FP 0 0 0 0 0 0
TN 95 95 95 95 95 95
FN 50.62 32.63 24.1 16.94 12.05 10.72
Sensitivity 0.4615 0.6529 0.7436 0.8198 0.8718 0.886
Specificity 1 1 1 1 1 1
Accuracy 0.7322 0.8274 0.8725 0.9104 0.9362 0.9433
Precision 1 1 1 1 1 1
F1 score 0.6291 0.7886 0.852 0.9006 0.9313 0.9394
MCC 0.5485 0.6975 0.7707 0.8344 0.8798 0.8925
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Supplementary Table S2.3: Evaluation of the effect of noise level on DiffGR
detection.

0.01 0.05 0.1 0.2 0.5 0.8

TP 84.06 83.75 83.39 82.23 66.04 32.2
FP 0.94 0.92 0.91 0.94 0.89 1.18
TN 94.06 94.08 94.09 94.06 94.11 93.82
FN 9.94 10.25 10.61 11.77 27.96 61.8
Sensitivity 0.8943 0.891 0.8871 0.8748 0.7026 0.3426
Specificity 0.9901 0.9903 0.9904 0.9901 0.9906 0.9876
Accuracy 0.9424 0.9409 0.939 0.9328 0.8474 0.6668
Precision 0.9889 0.9891 0.9892 0.9887 0.9867 0.9652
F1 score 0.939 0.9373 0.9352 0.9281 0.8199 0.504
MCC 0.8891 0.8863 0.8829 0.8714 0.7251 0.4327

Supplementary Table S2.4: Evaluation of the effect of coverage level on DiffGR
detection.

1 0.8 0.6 0.4 0.2

TP 0 0 0 0 0
FP 0 0.19 0.5211 2.75 14.5079
TN 220 219.81 219.4789 217.25 205.4921
FN 0 0 0 0 0
Sensitivity 1 1 1 1 1
Specificity 1 0.9991 0.9976 0.9875 0.9341
Accuracy 1 0.9991 0.9976 0.9875 0.9341
Precision 1 0.81 0.5634 0 0
F1 score 1 0.81 0.5634 0 0
MCC 1 1 1 1 1
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Supplementary Table S2.5: Evaluation of the effect of hierarchical setting on
DiffGR detection.

0.01 0.05 0.1 0.2 0.5 0.8

TP 91.67 91.75 91.82 91.78 85.58 16.71
FP 0 0 0 0 0.13 0.48
TN 95 95 95 95 94.87 94.52
FN 2.33 2.25 2.18 2.22 8.42 77.29
Sensitivity 0.9752 0.9761 0.9768 0.9764 0.9104 0.1778
Specificity 1 1 1 1 0.9986 0.9949
Accuracy 0.9877 0.9881 0.9885 0.9883 0.9548 0.5885
Precision 1 1 1 1 0.9985 0.9725
F1 score 0.9874 0.9878 0.9882 0.988 0.9522 0.2998
MCC 0.9757 0.9766 0.9773 0.9769 0.9133 0.2998

Supplementary Table S2.6: Evaluation of Pearson correlation coefficient perfor-
mance on DiffGR detection.

0.2 0.3 0.4 0.5 0.6 0.7

TP 7.96 5.98 1.57 0.74 0.47 0.41
FP 33.67 33.16 30.37 29.33 28.97 29.01
TN 140.13 133.04 128.23 122.07 114.83 107.19
FN 7.24 16.82 28.83 36.86 44.73 52.39
Sensitivity 0.8095 0.7049 0.6207 0.6079 0.6042 0.6031
Specificity 0.8215 0.8241 0.8388 0.8448 0.8467 0.8465
Accuracy 0.7835 0.7356 0.6868 0.6498 0.6101 0.5693
Precision 0.4321 0.4441 0.4546 0.43 0.44 0.4
F1 score 0.273 0.1805 0.0933 0.0451 0.0482 0.0062
MCC 0.8515 0.7526 0.6817 0.6463 0.6449 0.6194
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Chapter 3

scHiCDiff: Detection of Single-cell

Hi-C Differential Chromatin

Interactions

3.1 Introduction

The stochastic nature of chromosome conformation and spatial genome organi-

zation results in variations of cell-to-cell chromatin interactions, even among cells of a

functionally homogeneous population[22]. Thus, although ensemble Hi-C is a powerful tool

for capturing the geometry of genome organization, it is not sufficient to employ bulk Hi-C

data to illustrate the heterogeneity of higher order chromosome structures among individ-

ual cells [22]. In addition, it has been shown that single-cell studies on RNA-seq for RNA

expression [66] and ATAC-seq for chromatin accessibility [12] provided deep insight into
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the interplay between intrinsic cellular processes and dynamic gene expression in biological

and biomedical areas. Considering the great potential value of single-cell Hi-C (scHi-C)

on researches of cell-specific chromosomal architecture, several scHi-C protocols have been

developed [50, 54, 23].

Similar to ensemble Hi-C data, identifying biologically interesting interactions from

scHi-C maps are challenging, since scHi-C data also contains systematic biases in terms

of effective length, GC content and mappability of fragment ends [69]. scHiCNorm [43]

introduced zero-inflated and hurdle models to remove those systematic biases. However,

when interactions specific to a certain experiment condition or cell line are being sought,

the significant read counts derived after normalization may not be of scientific interest. An

alternative key approach is to figure out differences in chromatin structure by identifying

interaction counts that are significantly varied across two or more biological conditions at

single-cell level.

Despite there have been several advanced comparative analysis methods for the

detection of differential chromatin interactions (DCIs) in bulk Hi-C data (See section 2.1)

[45, 64, 17, 7], considering the unique features of data sparsity of single-cell Hi-C data,

it is not suitable to simply apply those approaches in single-cell Hi-C data. To tackle

the problems of differential analysis specialized on scHi-C data, we looked through several

methods from singe-cell RNA sequencing data for inspiration. Similar to Hi-C data, RNA

sequencing data also faced high heterogeneity and excessive zero problems in single-cell

data compared to bulk one. A variety of methods have recently been proposed to analyze

differential expression in single cell RNA-seq (scRNA-seq) data. For instance, SCDE [36]
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modeled the count frequencies of each cell as a mixture of a zero-inflated Negative Binomial

distribution and a dropout component (poisson distribution). D3E [13] used non-parametric

tests (Cramer-von Mises test, Kolmogorov–Smirnov test) or parametric Poisson-Beta model

to compare the distributions of expression values of each gene for identifying the DE genes.

Later, DEsingle [47] utilized a zero-inflated Negative Binomial(ZINB) regression model to

estimate the NB parameters (mean and dispersion parameters) and the proportion of the

real and drop-out zeros in the observed expression data. According to the estimators, a

hypothesis test was performed to decide whether the two ZINB populations had significant

difference.

Inspired by the D3E and DEsingle approaches, we designed a novel statistical algo-

rithm scHiCDiff to detect differential chromatin interactions between two Hi-C experiments

at single-cell level. In our method, we introduced both non-parametric tests and likelihood

ratio tests with parametric models to capture the bin pairs showing significant changes, and

demonstrated that zero-inflated Negative Binomial (ZINB) and Negative Binomial Hurdle

(NBH) regression models can effectively eliminate the effects of extreme sparsity and provide

reliable detection results of DCIs in scHi-C comparative analysis.

3.2 Methods

The scHiCDiff tool identifies the changes in chromatin interactions in two steps:

data normalization and differential detection tests, as described below (Sections 3.2.1-

3.2.3). In addition, the simulation settings are explained in Section 3.2.4 and real data

pre-processing are outlined in Section 3.2.5.
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3.2.1 Data Normalization

As mentioned in Section 3.1, scHi-C data also contains systematic biases in terms

of effective length, GC content. and mappability of fragment ends and scHiCNorm was

specially designated to eliminate those systematic biases [43]. Hence, based on the guidance

from scHiCNorm [43], we first processed the data by scHiCNorm normalization with the

negative binomial hurdle option.

Consider m raw single-cell contact count matrices C̃k ∈ Nn×n , for k = 1, · · · ,m,

where c̃kij is the interaction count between loci i and j in the k-th experiment (1 ≤ i, j ≤ n

and 1 ≤ k ≤ m). Here, we assume the observed count (c̃kij) in the scHi-C contact matrix

follows a negative binomial hurdle model. After fitting a regression model per chromosome

per cell with bias features being variables, the normalized count (ĉkij) is calculated as the

observed count (c̃kij) divided by the estimated mean of the regression model (µ̂kij).

Further, the genomic distance effect, whereby pairs of genomic loci that are prox-

imal along the chromosome exhibit many more Hi-C contacts that distal pairs of loci,

dominates every single-cell and bulk Hi-C matrix. Also, the form that such distance effect

often varies between different Hi-C experiments. Thus, we introduce a size factor to account

for the genomic distance bias. Here, we enforce that the median normalized count for pairs

of bins at each given distance in each matrix is the same, by taking for d ∈ [0, n− 1]:

ŝkd = median
|i−j|=d

ĉkij .
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Therefore, the final normalized count between loci i and j in the k-th experiment is given

by

ckij =
ĉkij

ŝk|i−j|
.

3.2.2 Detecting Differential Interactions by Non-parametric Tests

After data normalization, them normalized contact count matrices {Ck ∈ Nn×n, k =

1, · · · ,m} were generated. Here, ckij represents the normalized interaction count between

loci i and j in the k-th experiment (for 1 ≤ i, j ≤ n and 1 ≤ k ≤ m). Each experiment is

done in one of two conditions A = {condition1, condition2}. We denote by ρ(k) ∈ A as the

condition corresponding to the k-th contact count matrix, for 1 ≤ k ≤ m. For condition

A ∈ A, A = 1 or 2, we denote mA as the number of contact count matrices belonging to

condition A, in particular it holds that m1 +m2 = m.

To identify the difference of interaction counts for a specific bin pair between two

conditions, it is equivalent to compare the empirical distributions of bin pair counts from

different conditions. Here, we consider two non-parametric methods: Kolmogorov–Smirnov

test and Cramér-von Mises test. The null hypothesis for the two tests is that the two groups

are drawn from the same distribution. The premise of these non-parametric test is that

when the cells are drawn from two populations with the same distribution, the test should

result in a high p-value; otherwise, if two groups are drawn from different population of

cells, then the resulting p-value should be low.
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Kolmogorov–Smirnov test

In Kolmogorov-Smirnov (KS) test, it captured the maximum absolute difference

(L1 norm) between the empirical cumulative distribution function (ECDF) of two popula-

tions. That is, for a specific test in the bin pair (i, j), given that the first condition has

normalized read counts c
(1,1)
ij , ..., c

(m1,1)
ij with the ECDF of F1(x) and the second condition

has normalized interactions c
(1,2)
ij , ..., c

(m2,2)
ij with the ECDF of F2(x). Define

Dm1,m2 = max
x
|F1(x)− F2(x)| .

When m1 and m2 are large enough, the null hypothesis that two samples are drawn from

the same distribution is rejected at significant level α if

Dm1,m2 > c(α)

√
1

m1
+

1

m2

where c(α) =
√
−ln(α2 )× 1

2 by [35].

Thus, the p-value associated with the null hypothesis was calculated as:

p(Dm1,m2) = 2e
2m1m2
m1+m2D2

m1,m2
.

Cramér-von Mises test

In the Cramér-von Mises (CVM) test [2], it improved on KS test using the full

joint sample and compared two ECDFs by looking at the sum of the squared differences

between them instead of maximum distance. That is,

T =
m1m2

m1 +m2

∫ ∞
−∞

(F1(x)− F2(x))2dF1+2(x)
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where F1(x) and F2(x) denote the ECDFs of normalized read counts of bin pair (i, j) in

two conditions respectively and F1+2(x) is the ECDFs of all normalized read counts of bin

pair (i, j) in both conditions.

Suppose that r1, ...rl, .., rm1 and s1, ..., sk, ..., sm2 represent the ranks of the read

counts from the two conditions, in the ordered pooled sample, then the statistic T could be

rewritten as:

T =
U

m1m2(m1 +m2)
− 4m1m2 − 1

6(m1 +m2)

where

U = m1

m1∑
l=1

(rl − l)2 +m2

m2∑
k=1

(sk − k)2.

Then the p-value associated with the null-hypothesis that two samples are drawn from the

same distribution was computed as

p(T ) = 1− 1

π
√
T

∞∑
w=0

Γ(w + 0.5)

Γ(0.5)w!
(4w + 1)0.5e

−(4w+1)2

16T K0.25
(4w + 1)2

16T

where Γ(z) is Euler’s Gamma function, and Kv(z) is a modified Bessel function of the

second kind.

3.2.3 Detecting Differential Interactions by Parametric Models

Although non-parametric tests are advantageous since it allows us to detect DCIs

in any single-cell dataset without prior assumption on the data distribution, parametric

models are more common approaches in most comparative analysis by customizing their

models suitable for specific cases.
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Negative Binomial Model

According to previous studies, Negative Binomial (NB) distribution model is the

most widely used for differential interaction detection in bulk Hi-C data. Thus, we apply

this model in scHi-C data differential analysis as a reference. Here, we assume the read

count Cij of bin pair (i, j) follows a negative binomial distribution with mean µij and

dispersion αij , then probability mass function (PMF) of Cij is shown as:

P (Cij = cij) = f(cij) =
Γ(cij + (αij)

−1)

cij !Γ((αij)−1))

( (αij)
−1

µij + (αij)−1

)(αij)−1( µij
µij + (αij)−1

)cij
When it comes to identify differential interactions between two conditions, it is

equivalent to testing the heterogeneity of two populations. Each population is characterized

by a negative binomial model with parameters. When any of the parameters of two models

has significant difference, the bin pair can be considered as differential.

Specifically, for bin pair (i, j), to test the difference of the two populations, we

followed the three steps:

(1) Calculate the Maximum Likelihood Estimation (MLE) of the two NB pop-

ulations’ parameters Θ̂ij,1 = {µ̂ij,1, α̂ij,1, µ̂ij,2, α̂ij,2} with Expectation-Maximization (EM)

algorithm for each condition respectively.

(2) Calculate the constrained MLE of the two NB populations’ parameters Θ̂ij,0 =

{µ̂ij,0, α̂ij,0} under the null hypothesis H0 : µij,1 = µij,2, αij,1 = αij,2. It is equivalent to

calculate the unconstrained MLE using pooled condition data together.
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Figure 3.1: Histogram of zero percentages of read counts for all bin pairs in a
scHi-C mouse Diploid ESC dataset

(3) Hypothesis testing of H0. Under the null hypothesis H0, the statistics χ2
LR

follows a χ2
2 distribution,

χ2
LR = −2

[
l(Θ̂ij,0|m)− l(Θ̂ij,1|m)

]
∼ χ2

2,

where l(Θij |m) is the log-likelihood function. Then the hypothesis testing ofH0 is conducted

using the χ2
LR statistics.

However, the extreme sparsity appears in most bin pairs of single-cell Hi-C data

(Figure 3.1). When the read count data of interest have excessive zeros, this may result in

over-dispersion problem. However, negative binomial model is not designed for dealing with

excess sparse observations, and cannot fully explain those excess zeros. Therefore, we seek

to adopt the zero-inflated Negative Binomial and Negative Binomial Hurdle model instead

of negative binomial model to describe the read counts and the excessive zeros.
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Zero-inflated Negative Binomial Model

The zero-inflated Negative Binomial (ZINB) distribution is a mixture of constant

zeros and a negative binomial distribution with a mixing parameter p. That is, the zero

counts of ZINB model come from two populations: always zero set and negative binomial

distribution, and the non-zero reads only come from negative binomial distribution. The

PMF of ZINB distribution for read counts Cij of bin pair (i, j) in a group of cells is defined

as:

P (Cij = cij) =


pij + (1− pij)f(0) cij = 0

(1− pij)f(cij) cij > 0

where f(z) is the density function of negative binomial model with mean parameter µij and

dispersion parameter αij , and pij is the mixing parameter of constant zeros.

Negative Binomial Hurdle Model

The Negative Binomial Hurdle (NBH) model[48] is also a two-part model, which

assumes that zeros and positive read counts come from different processes. The first part

models binary responses: zero and positive count data via mixture parameter p. The second

part models the non-zero count data (greater than 0) with truncated negative binomial

distribution.

Then the PMF of NBH model for read counts Cij of bin pair (i, j) in a group of

cells is defined as:

P (Cij = cij) =


pij cij = 0

1−pij
1−f(0)f(cij) cij > 0
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where f(z) is the density function of negative binomial model with mean parameter µij and

dispersion parameter αij , and pij is the mixture parameter of zero counts.

When it comes to test on the difference of the two ZINB/NBH populations, we

performed similar steps as in the NB model;

(1) Calculate the Maximum Likelihood Estimation (MLE) of the two ZINB/NBH

populations’ parameters Θ̂ij,1 = {p̂ij,1, µ̂ij,1, α̂ij,1, p̂ij,2, µ̂ij,2, α̂ij,2} with Expectation Maxi-

mization (EM) algorithm for each condition respectively.

(2) Calculate the constrained MLE of the two ZINB/NBH populations’ parameters

Θ̂ij,0 = {p̂ij,0, µ̂ij,0, α̂ij,0} under the null hypothesis H0 : pij,1 = pij,2, µij,1 = µij,2, αij,1 =

αij,2. It is equivalent to calculate the unconstrained MLE using pooled condition data

together.

(3) Hypothesis testing of H0. Under the null hypothesis H0, the statistics χ2
LR

follows a χ2
3 distribution,

χ2
LR = −2

[
l(Θ̂ij,0|m)− l(Θ̂ij,1|m)

]
∼ χ2

3

Note that all differential detection frameworks account for the multiple testing

correction using the FDR procedure[3].

3.2.4 Simulation Setting

To assess the performance of non-parametric and parametric methods in scHiCDiff,

we made a variety of comparisons on simulated data. First, we used the scHi-C dataset

from diploid ESCs cultured with 2i in Nagano et al. [51] as the base for data simulation.

Here, we designated a series of simulation data according to the following steps:
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(1). Merge the data from k-sampled single cells to conduct an ensemble Hi-C map;

(2). Generate a pair of pseudo-bulk dataset (one with a pre-specified differential

contact, one similar to original pseudo-bulk dataset);

(3). Simulate k single-cell dataset by downsampling from each pseudo-bulk dataset.

Specifically, in the step 2, to simulate the contact frequencies, we use the merged k-sample

scHi-C contact matrix (like bulk Hi-C data) as a reference. For each pairwise interaction

(i, j) , we utilize a negative-binomial distribution with a dispersion of 1000 using the R

function rnbinom. The non-differential interactions are sampled from a negative binomial

with a mean equal to the value of the corresponding pairwise interaction in the bulk count

matrix, whereas the differential interactions are sampled from a negative binomial with a

mean equal to the fold change of their corresponding pairwise interaction in the merged

Hi-C contact map. We try to make the simulated DCIs as sparsely distributed as possible

by selecting a small number of interactions to be DCIs (approximately 1%). All these DCIs

show an increase in their interaction count with a given fold-change value. Then in the final

step, the contact frequencies are simulated by accounting for both total read counts and re-

spective pairwise contact frequencies of original scHi-C matrices. (Here, we set the weights

of these two factors with 0.1 and 0.9 respectively to insure the similarity of simulated data

compared to original one.)

Next, we conducted a series of simulation experiments by varying the factors with

respect to the three aspects: (1) fold change, i.e., the discrepancy degree in read counts

between two conditions. Here, we set the fold change with 2, 5 and 10; (2) resolution,

which evaluate the sensitivity of our tool on data sparsity level and test from 200kb to
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1Mb; and (3) sample number for each condition, which is set ranging from 20 to 100. For

each simulation factor setting, we generated 20 iterations to evaluate the performance. At

the default setting, we predefined the fold change of 5 in read counts of differential local pairs

under the resolution of 200kb and sample size of 50 in each condition. Then, we changed

one of the factors (fold change, resolution or sample number) each time for comparison.

As the ROC curve (receiver operating characteristic curve) is a widely used tool

to assess the performance of a classification model by plotting the true positive rate (TPR)

against the false positive rate (FPR) at various classification threshold [20], we further per-

formed ROC analyses on simulated data to diagnose the methods in scHiCDiff by utilizing

ROCR package in R. In this case, the true (false) positive signals are the regions simulated to

be (not to be) DCIs but reported as DCIs by the algorithm while the true (false) negatives

are the regions (not) DCIs in the simulation that are identified as non-DCIs.

3.2.5 Real Data Pre-processing

To assess the reliability of our algorithm on real data, we did comparative analysis

on Flyamer et al. dataset [23] and Kim et al. dataset [33]. For Flyamer et al. data,

it derived from mouse oocytes and zygotes (GEO accession: GSE80280) with resolution

200kb. For quality control, we firstly ruled out the cells with less than 5k non-diagonal

contacts, resulting in 143 remaining cells (89 oocyte cells and 54 zygote cells). The data

were then normalized using scHiCNorm. For the subsequent data processing, we only

consider cells with more than 100 non-zero bin pairs for each chromosome (except for chrX)

after scHiCNorm normalization, because the cells with few non-zero counts are too sparse

to be reasonably adjusted by genomic distance effect. Consequently, we applied scHiCDiff
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to 86 oocyte cells and 34 zygote cells for differential interactions detection and analyses. As

to Kim et al. dataset, we compared the 500-kb single-cell Hi-C data getting from human

H1ESC and GM12878. With the same data processing and filtering procedure, 150 H1ESC

cells and 120 GM12878 cells were utilized for differential interactions analysis.

In addition to Hi-C contact maps, ChIP-seq data were applied to evaluate the

results of Kim et al. data [33] analysis. CTCF and other transcription factors (including

RAD21, EP300, POLR2A and H3K4me3) ChIP-seq datasets were obtained from ENCODE

project [6]. The ChIP-seq peak files were in narrowpeak BED format. The ChIP-seq peaks

were aggregated into bins with 500kb and the bin-wise peak counts were normalized by

the total number of peaks in each ChIP-seq dataset. The absolute mean differences of the

normalized bin-wise peak counts were calculated for each pair of cell lines for the subsequent

analysis.

3.3 Results

3.3.1 scHiCDiff successfully detected differential chromatin interactions

in simulated data

We first tested simulated data under the default setting with respect to their

performance on two different data pre-processing procedures. From Figure 3.2, compared

with results with scHiCNorm normalization only, normalization with additional genomic

distance adjustment showed equivalent results in non-parametric tests, while parametric
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Figure 3.2: Comparison of ROC curves on the simulated scHi-C data with two
different normalization pre-processing. ROC curves of 5 differential analysis methods
on the simulated scHi-C data with two different normalization preprocessing ways: (a)
scHiCNorm with genomic distance adjustment, (b) scHiCNorm only. The corresponding
AUC (area under the ROC curve) values of ROC curves were shown at the bottom right
corner of plots. 20 simulations were generated with fold change=5, resolution=200kb and
sample size per condition=50.

models with additional genomic distance adjustment was superior in performance, implying

that the necessity of eliminating the effect of genomic distance on scHi-C data.

Further, to validate the efficiency of our scHiCDiff algorithm, we evaluated their

performance on three different aspects: fold change, resolution and sample number. Overall,

the ROC curve analysis showed that parametric models outperformed non-parametric tests

(Figure 3.3). One possible explanation of this phenomenon is that non-parametric tests were

lacking of consideration on the special properties of scHi-C data. In addition, the curves

demonstrated the superiority of the models specifically designed for zero-inflated Hi-C data

(ZINB and NBH) in improving the power of detecting differential chromatin interactions in

single-cell Hi-C data (Figure 3.3). Typically, Hi-C data at finer resolution (smaller size of
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chromatin regions tested for counts) have a higher proportion of zero interaction frequen-

cies (sparsity). The benefits of ZINB and NBH models were more pronounced at higher

resolutions with more obvious discrepancy on AUC values(Figure 3.3(g)-(i)), confirming

our observation of the poor performance of Negative Binomial model in handling excessive

sparsity problem appearing in scHi-C data. When it came to fold change, we simulated

scHi-C matrices with various levels of count discrepancy (2, 5 and 10) in predefined DCI

locations between two conditions. As expected, scHiCDiff was able to detect the majority

of the introduced differences with relatively low numbers of false positives, and the power

of detecting differential interactions increased dramatically as the fold change increased

(Figure 3.3 (a)-(c)). In addition, we checked the influence of sample size on the detection

of DCIs with different methods in scHiCDiff. The ROC curves demonstrated the increase

in power in identifying differential chromosome interactions as the number of sample per

experimental condition increased from 20 to 50 (Figure3.3 (d)-(e)). Surprisingly, no signifi-

cant improvement of performance on these models appeared when sample size per condition

increases from 50 to 100 (Figure3.3 (e)-(f)). This is likely due to the sufficiency of data

contained in both conditions leading to the stability of outputs on differential interaction

detection.

3.3.2 scHiCDiff revealed cell type-specific differential chromatin interac-

tions

After assessing our algorithm on simulated datasets, we further applied scHiCDiff

to two published scHi-C datasets: Flyamer et al. dataset[23] and Kim et al. dataset[33].
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(c) Fold Change=10
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(f) Sample 100 vs 100
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(g) Resolution=100kb
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(h) Resolution=200kb
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(i) Resolution=500kb
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Figure 3.3: ROC curves and AUCs of 5 differential analysis methods on the sim-
ulated scHi-C data. The AUC of each model is listed on bottom right corner of each
graph. In the default setting, each set generated 20 simulations with fold change=5, resolu-
tion=200kb and sample size for each condition=50. Then, one of the factors is altered each
time for comparison (The altered factor is annotated above each graph). (a)-(c) Compari-
son across different fold changes. (d)-(f) Comparison across different sample sizes. (g)-(i)
Comparison across different resolutions.
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Table 3.1: Total number of detected differential contact interactions in oocyte
and zygote cells comparison.

KS CVM NB ZINB NBH

oocyte (NSN vs SN) 0 0 349 18 46

oocyte vs zygote 11626 31649 36633 17410 17878

In Flyamer et al. dataset, we conducted one comparison of oocyte cells within different

conditions and the other comparison between oocyte and zyogote cells. We first sought

to evaluate the performance of our algorithm between 23 active immature oocytes (non-

surrounded nucleolus, NSN) and 60 transcriptionally inactive mature (surrounded-nucleolus,

SN) oocytes. In theory, high degree of similarity between cells can be observed in cells from

the same cell type. As expected, few differential chromatin interactions were detected by

our algorithm (Table 3.1). Specifically, none of differential chromatin interactions were

identified by two non-parametric tests, while 349, 18 and 46 bin pairs were detected as

differential (with P-value < 0.05) across the whole genome (except for ChrX) by NB, ZINB

and NBH models respectively, indicating that significant changes in interactions seldom

appear between single cells from the same cell type. Next, for the interactions from oocyte-

zygote cell comparisons, as illustrated in Table 3.1, 11626 and 31649 interactions were

identified by KS and CVM tests respectively. As to our parametric models, it was shown

that 17410 bin pairs detected by ZINB showed statistically significant differences between

two conditions; 17878 of the NBH-identified interaction regions were determined to be

differential; while the number of DCIs discovered by NB model almost doubled as high as

36633. These results confirmed that scHiCDiff can effectively detect differential interactions

between different cell types.
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Table 3.2: Total number of detected differential contact interactions in H1ESC
and GM12878 comparison.

KS CVM NB ZINB NBH

H1ESC (BioR1 vs BioR2) 0 0 473 0 13

H1ESC vs GM12878 3403 6639 6821 2198 2904

Besides the detection in Flyamer et al. dataset, we also performed similar tests in

Kim et al. dataset. Here, we also conducted one comparison between biological replicates

in H1ESC and another comparison between H1ESC and GM12878 cells. Similar features of

detection results (Table 3.2) were also observed in Kim et al. dataset, demonstrating that

all methods in scHiCDiff efficiently captured substantively more DCIs between different cell

types than between replicates of the same cell-type.

3.3.3 Consistent detection results were found in scHiCDiff methods

Although scHiCDiff could identify many differential interactions between different

cell types, the number of detected DCIs varied from model to model. To further investigate

the relevance of detection results, we did ten pairwise consistency comparisons among five

models in scHiCDiff. Here, we measured two types of consistent percentage for each model

pair: The first proportion is calculated by the number of DCIs simultaneously appearing in

the top 1% smallest P-value list of both comparison models over the number of DCIs with

the top 1% P-values; the second rate is the ratio of the number of intersect over the number

of union of detected DCIs whose P-values < 0.05 in two comparison models.

Overall, several consistent detection results have been shown among different

model comparisons. Specifically, in Flyamer et al. dataset, the overlapping rate of de-
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tected DCIs in top 1% list among parametric model comparisons were extremely high (all

over 80%) and this consistent rate in KS versus CVM comparison was also considerably

high (76%) (See Table 3.3). With respect to the criteria based upon DCIs with P-values

< 0.05, the detected bin pairs in ZINB model was highly consistent with those identified by

NBH model, while the overlapping rates for the rest model comparisons were relatively low

(See Table 3.3). Due to the low coverage of Kim et al. data, the consistency performance

of detection results between H1ESC and GM12878 was generally worse than those shown

in oocyte and zygote comparison. However, high concordant rates between ZINB and NBH

models were still witnessed in H1ESC and GM12878 comparison and similar detection re-

sults appeared between KS and CVM tests with respect to the top 1% P-value criteria (See

Table 3.4). A reasonable explanation for these observed features was that 1) KS and CVM

tests originated from the same idea but were measured with different distance norms in

practice, which leaded to the high overlapped rate of detected DCIs in top 1% list between

two non-parametric tests; 2) NB model were more likely to identify bin pairs with relatively

small difference in counts, whereas ZINB and NBH could more efficiently distinguish the

significant changes by taking excessive zeros into consideration.
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Table 3.3: Average proportions of common detected DCIs in oocyte and zygote
comparison.

common DCIs with common DCIs
top 1% Pvalue rank with Pvalue <0.05

KS vs CVM 0.7597 0.4987

KS vs NB 0.6164 0.4328

KS vs ZINB 0.6752 0.6246

KS vs NBH 0.6790 0.6256

CVM vs NB 0.4572 0.6115

CVM vs ZINB 0.4970 0.4833

CVM vs NBH 0.5015 0.4944

NB vs ZINB 0.8158 0.4733

NB vs NBH 0.8206 0.4829

ZINB vs NBH 0.9701 0.9601

Table 3.4: Average proportions of common detected DCIs in H1ESC and
GM12878 comparison.

common DCIs with common DCIs
top 1% Pvalue rank with Pvalue <0.05

KS vs CVM 0.8002 0.4178

KS vs NB 0.4093 0.3947

KS vs ZINB 0.6291 0.4117

KS vs NBH 0.7067 0.4966

CVM vs NB 0.3358 0.3596

CVM vs ZINB 0.5075 0.2819

CVM vs NBH 0.5865 0.3414

NB vs ZINB 0.5262 0.3748

NB vs NBH 0.5298 0.3396

ZINB vs NBH 0.8623 0.7261
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3.3.4 Changes in CTCF and other transcription factors were consistent

with scHiCDiff detection results

As there is no ground truth of differential chromatin interactions in real data, we

sought to assess the performance of scHiCDiff by investigating the association between the

changes of 1D epigenomic features and 3D genomic interaction regions. As CTCF is a master

controller of the chromatin architecture and other transcription factors also play important

roles in gene regulation [56], we expect the DCIs are more likely to be located in the

neighborhoods of these differential ChIP-seq peaks. To test this hypothesis, we compared

the differential ChIP-seq peaks at the bin sites appearing within or without detected DCIs.

Here, in each chromosome, we evaluated whether the mean absolute differences of the ChIP-

seq signal at the bin loci appearing within detected DCIs were significantly higher (with a

significant level 0.1) or higher than those appearing without detected DCIs.

A total of 22 chromosome-wide tests (except for ChrX) were conducted for models

in scHiCDiff between H1ESC and GM12878 cells. As shown in Table 3.5, 13 out of 22

(59.09%) tests were significantly higher differences of CTCF values at bins appearing in

DCIs detected by ZINB and NBH while such number in KS and CVM tests are 12 and

that of NB model was 8. Consistent with transcription factors results, better performance

of ZINB/NBH models could also be observed in the comparison of EP300 and H3K4me3

results (Table 3.5). On the strength of superior performance and high consistency on models

considering excessive zeros (ZINB and NBH), we utilized the result getting from ZINB model

for subsequent analysis.
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Table 3.5: Agreements between CTCF data and differential chromatin interac-
tions.

CTCF RAD21 EP300 POLR2A H3K4me3

KS 12/21 12/20 13/20 7/11 6/13
CVM 12/21 12/20 13/20 7/11 6/13
NB 8/17 6/15 7/16 4/9 5/8
ZINB 13/18 11/17 14/18 7/10 7/12
NBH 13/18 11/17 14/18 7/10 7/12

A total of 22 chromosome-wide tests were conducted for each model.The number of chromosomes, whose mean

absolute differential transcription peaks at the bins appearing in DCIs were significantly higher(based on t-tests with

P-value<0.1) or higher than those not appearing in DCIs were shown in each block, were recorded.

3.3.5 Stable detection results were conducted by scHiCDiff

Since the differential contact interactions are inherently associated with the exper-

imental conditions being studied, they are likely to be largely constant between conditions.

To investigate the stability of scHiCDiff in differential interaction detection between con-

ditions, we randomly selected partial cells for test. To be specific, considering that the

number of qualified cells in Flaymer et al. dataset are 86 and 34 for oocytes and zygotes

respectively and the simulation results indicates that the detection results are more reliable

when sample size for each condition is great than 50, we retained all 34 zygote cells and re-

peatedly randomly chose 70 of 86 cells from oocytes with 20 times for stability test. Similar

to previous consistency test, we compared the randomly selected test-data detection results

with the original full-data detection results with two criteria: common detected DCIs with

the top 1% smallest P-values and those with P-value < 0.05.

From Table 3.6, it was shown that the average proportion of consistent results

between test datasets and original full dataset were extremely high (with 88.69% in top

1% P-value comparison and 73.25% in P-value<0.05 comparison), revealing that our ZINB
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Table 3.6: Mean numbers and proportions of common detected differential
contact interactions for detection stability verification.

oocyte(70) vs oocyte(86)
Mean Num. Mean Prop.

common DCIs in
725.55 0.8869

top 1% Pvalue rank

common DCIs
746.13 0.7325

with P-value <0.05

model could steadily output significant differential contact interactions between different

cell types.

3.3.6 scHiCDiff detection results were supported by TAD and DiffGR

results

Several bulk Hi-C comparative studies indicated that the majority of the chromatin

structural changes strongly correlated to topologically associated domains (TADs) [56, 15,

62]. Additionally, existing scHi-C papers mentioned that variable contact clusters averaged

into population TADs when pooled together and the locations of detected TAD borders

were generally unchanged in the pools of single-cell data from different cell cycles ([23, 51]).

In Flaymer et al. dataset, because of the lack of bulk Hi-C data for oocytes and

zygotes, we merged their single cells separately and called for TAD boundaries of their

pooled matrices by HiCseg[38]. Then, we measured the proportion of DCIs located within

TADs (Fig 3.4). The results indicated that majority of the DCIs detected by scHiCDiff

ZINB model were located within TADs (87.00% and 54.18% of detected DCIs inside TADs

of oocyte and zygote respectively). Additionally, considering chromatin structures exhibit
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Figure 3.4: Performance of ZINB model on DCI Detection of single-nucleus
oocyte and zygote cells. (A) The proportion of the DCIs located inside population
TADs. (B) The proportion of the DCIs within genomic regions at TAD level and the
percentage belonging to differential genomic regions.

differences between different cell types of real data in their TADs, some DCIs outside TADs

were still worthy of note. Thus, we further figured out genomic regions between pooled

oocyte and zygote maps at TAD levels by DiffGR. It was shown that 91.04% of single-

cell DCIs were situated within candidate genomic regions and 69.89% among them were

classified into differential genomic regions.

Later, bulk Hi-C data for H1ESC [16] and GM12878 [56] were utilized to assign

TAD boundaries and genomic regions. Similarly, we calculated the proportion of DCIs

located within TADs, showing that 87.64% in H1ESC TADs and 86.77% in GM12878 TADs.

The following DiffGR results are also consistent with those getting from Flyamer et al. data,

reporting that 90.70% of single-cell DCIs were within genomic regions and 57.69% among

them belonged to differential genomic regions. All of these results suggested that scHiCDiff

can reliably detect DCIs at single-cell level.
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Table 3.7: Functional enrichment of genes located within the DCI sites

Go Term P value

GO:0042100 B cell proliferation 7.9E-6
GO:0002285 Lymphocyte activation involved in immune response 1.8E-3
GO:0030183 B cell differentiation 4.1E-3
GO:0001959 Regulation of cytokine-mediated signaling pathway 7.2E-3
GO:0002366 Leukocyte activation involved in immune response 4.8E-2

3.3.7 GO term enrichment analysis confirmed the function of DCIs iden-

tifying by scHiCDiff

To further explore the potential functional roles of the changes in interactions on

gene expression regulation, we attempted to pick out the most influenced bin sites, which

appeared more than two times in DCIs detected by scHiCDiff ZINB model between H1ESC

and GM12878 comparison, and then performed Gene Ontology (GO) enrichment analysis

on the genes located within these loci (1145 genes getting from 656 unique bin sites) using

DAVID [60].

The functional analysis of the 1145 genes showed a high enrichment for Biological

Process (BP) GO terms of B cell proliferation and differentiation, lymphocyte activation

and leukocyte activation involved in immune response, and regulation of cytokine-mediated

signaling pathway (Table 3.7), which all related to the immune system. In addition, these

findings were concordant with previous researches that GM12878 cell line belongs to B lym-

phoblast cells with known autoimmune disorder SNPs [8], further supporting the reliability

of our scHiCDiff detection results.
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3.4 Discussion

The increasing availability of scHi-C data opens the door to investigate the prin-

ciples that govern the spatial organization of the chromatin between different species and

cell types at single-cell level. However, with the lack of single-cell differential chromatin

interaction detection tools, it is hard to make significant conclusions.

Here, we have presented scHiCDiff, a tool applying both non-parametric tests(CVM/

KS) and parametric models(NB/ ZINB/ NBH) to identify DCIs between two conditions

at single-cell Hi-C level. Specially, we introduced zero-inflated Negative Binomial(ZINB)

/Negative Binomial Hurdle (NBH) regression models to fit the feature of excessive zeros in

scHi-C matrices and performed a rigorous likelihood ratio test to figure out the bin pairs

showing significant changes in contact counts.

To evaluate the performance of scHiCDiff, we applied it on both simulated and

real data. In simulation studies, we showed that ZINB/NBH models outperformed other

three approaches with respect to different fold changes, sample sizes and resolutions. The

superiority and reliability of ZINB/NBH detection results in real data were also validated

by the ChIP-seq data and GO term analysis and shown highly consistency and stability

compared to non-parametric tests and NB model. To summarize, ZINB and NBH models

produced more accurate and stable detection of differential chromatin interactions, while

commonly used NB model and non-parametric tests might be prone to errors in detection

without taking the extreme sparsity characteristic of scHi-C contact maps into account.

However, more room remains for improvement; for example, the tool can be ex-

tended to allow comparisons among more than two conditions. It would also be beneficial
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to be able to subdivide the types of differential contact interactions for further analysis of

their functions.

Software availability

The software is published under the GNU GPL ≥ 2 license. The main functions

in scHiCDiff are explained in the Appendix B and the source code is publicly available at

https://github.com/wmalab/scHiCDiff.
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Chapter 4

Conclusions

In this dissertation, we proposed two statistical comparative analyses on Hi-C

contact maps: DiffGR focused on detecting differentially interacting genomic regions at

the TAD level between bulk Hi-C data and scHiCDiff distinguished differential chromatin

interactions from single-cell Hi-C matrices.

Unlike the existing approaches for comparative analyses at TAD level approaches,

which concentrated on the detection of TAD boundary changes, DiffGR figured out the

changes in chromatin organization within TADs. Specifically, the stratum-adjusted corre-

lation coefficient (SCC) measures the similarity of local candidate genomic regions at TAD

level and non-parametric tests on SCCs are developed to identify statistically differential

genomic interacting regions. The main advantages of DiffGR are listed as the follows:

• Taking genomic distance features of Hi-C data into consideration, DiffGR utilizes the

SCC metric instead of the standard Pearson CC to measure the similarity of local

genomic regions between Hi-C contact maps.
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• In contrast to the parametric approaches that were used by most Hi-C data analysis

methods, our non-parametric approach does not have a set of predefined assumptions

about the nature of the null distribution and, therefore, is more robust and can be

applied to more diverse data from real cases.

• A non-parametric smoothing spline regression is applied to facilitate the permuta-

tion test and it was shown the speed-up algorithm could steadily conduct consistent

outputs.

In our simulation studies, we conducted a series of simulation experiments on

single-TAD and hierarchical TAD conditions, and evaluated how the performance of Dif-

fGR was impacted by various factors, including the proportion of altered TADs, proportion

of TAD alternation, noise level, and sequencing coverage level. Overall, we demonstrated

that DiffGR can robustly and effectively discover differential genomic regions under various

conditions. In real data analyses, DiffGR revealed cell type-specific changes in genomic in-

teracting regions, which were effectively validated by the ChIP-seq and RNA-seq data and

were concordant with the results of FIND and TADCompare. To summarize, DiffGR pro-

vided a statistically rigorous method for the detection of differentially interacting genomic

regions in Hi-C contact maps from different cells and conditions, therefore would facilitate

the investigation of their biological functions.

Currently, only a few limitations can be attributed to our DiffGR algorithm. First,

owing to the application of permutation tests, the running time of DiffGR is noticeable,

especially when the resolution of Hi-C maps increases. One possible solution is to further

optimize the speed-up option by minimizing the number of points in smoothing spline
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estimation or finding a proper parametric model to fit the curves. We could also parallelize

the permutation processes with different TAD sizes to facilitate the detection. Second,

our method performs pairwise comparison between Hi-C contact maps. A potential future

direction is to conduct a more general statistical framework for differential analyses among

three or more samples. Then we could further assign the differentially interacting genomic

regions to cell type-specific or condition-specific changing areas. Third, we currently pool

biological replicates together in our analyses. Extending DiffGR to incorporate multiple

biological replicates to detect reproducible differences would enhance the reliability of the

detection results. Lastly, our method is specifically designed for bulk Hi-C data. Given

the high sparsity and variability of single-cell Hi-C contact matrices, identifying differential

genomic regions at single-cell level remains a significant challenge.

Later, scHiCDiff performed comparative analyses on differentially interacting counts

at single-cell level. Here, it provides a software tool identifying the differential chromatin

interactions between two conditions by non-parametric tests (Kolmogorov–Smirnov test/

Cramér-von Mises test) and parametric likelihood ratio test with three regression models

(Negative Binomial/ Zero-inflated Negative Binomial/ Negative Binomial Hurdle). Specif-

ically, non-parametric tests are advantageous by allowing us detecting DCIs without any

assumption on data distribution; negative binomial(NB) is the most common assumption

for interaction counts in bulk Hi-C parametric approaches, while zero-inflated Negative

Binomial(ZINB) and Negative Binomial Hurdle (NBH) regression models are specially des-

ignated for the interaction comparison at single-cell level by taking the excessive zeros

feature into consideration.
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As a result, ZINB and NBH models exceeded non-parametric tests and NB model,

in terms of producing more accurate and consistent detection of differential chromatin

interactions. In simulation part, it was demonstrated that parametric models outperformed

non-parametric tests with respect to different fold changes, sample sizes and resolutions; the

performance discrepancy between NB model and ZINB/NBH models were more pronounced

at finer resolution in which excessive sparsity problem was more remarkable in scHi-C data.

In real data studies, compared to non-parametric tests and NB model, the superiority and

credibility of ZINB and NBH detection results were confirmed by the transcription factors

and GO term enrichment analysis; highly consistency and stability between ZINB and NBH

models were also been found.

However, there are a few challenges which require more efforts in the future:

(1) Although the functional roles of scHiCDiff detection results between H1Esc and

GM12878 were revealed by the bulk ChIP-seq data and GO term enrichment analysis, we

are looking for suitable single-cell ChIP-seq and RNA-seq to further evaluate. Moreover, due

to the deficiency of more information and ChIP-seq/RNA-seq data for oocyte and zygote,

the accuracy of detection results in Flaymer et al. dataset are required to explore.

(2) Since we assume mixture parameter for binary responses in NBH model to be

a constant percentage, the ZINB and NBH models are equivalent in some extents, which

conduct similar detection results between two models. Extending the mixture parameter

to a more general density function fzero(0) in NBH model may enhance the robustness

of detection results. Further, considering the potential influence of certain single cells on
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interaction frequencies, we also tend to apply the mixed-effects models by adding cell-specific

random effects to ZINB/NBH regression models.

(3) Our tool only performed differential comparison between two scHi-C popu-

lations. One potential future extension is to develop a more general framework for com-

parative analyses among three or more groups. Further, we can assign additional tests to

distinguish the differential interactions to population-specific changes.

(4) In ZINB and NBH models, the changes in bin pairs might cause from the pro-

portion of zero values or/and negative binomial parameters. Extending our tool to subdivide

the types of differential contact interactions by patterns of differences of parameters would

also be beneficial to better understand the relationship between chromatin interactions and

gene expression regulation.
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Appendix A

DiffGR Source Code

DiffGR is a novel statistical method for detecting differential genomic regions at

TAD level between two Hi-C contact maps. Briefly, DiffGR utilizes the stratum-adjusted

correlation coefficient (SCC), which can effectively eliminate the genomic-distance effect in

Hi-C data, to measure the similarity of local genomic regions between two contact matrices,

and then applies a nonparametric permutation test on those SCC values to detect differential

genomic regions.

A.1 Installation

The source code can be performed under R language version 4.0.2 with the in-

stallation of packages HiCcompare, HiCseg and R.utils, and it is available to download at

https://github.com/wmalab/DiffGR

require(HiCcompare)

require(HiCseg)

require(R.utils)
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A.2 Usage

The input arguments of the main function DiffGR are illustrated below:

Index Description

dat1,dat2 numeric. N*N raw HiC contact maps, which would firstly
be preprocessed with 2D mean filter smoothing and KR
normalization in DiffGR function for the later use

tad1,tad2 numeric. A vector of TAD boundaries of contact maps. If
the input is NA, the program will automatically detect the
TADs by HiCseg

res numeric. The resolution of HiC contact maps, eg:100kb
will input 100,000

smooth.size numeric. The size controlling the smoothing level (The size
varies across different resolution and is guided by Hicrep
paper). Here, we obtained the smoothing size with 11, 5
and 3 on real data analysis for the resolution of 25Kb, 50Kb
and 100Kb respectively, and set the smoothing size with 0
in simulation.

N.perm numeric. The number of iterations in permutation test
cutoff.default logical. Whether set the SCC cutoff (meaningful SCC

between the two Hi-C datasets that mustbe reached in order
to call a differential TAD truly significant) with self-defined
value(True) or with automatic computed value (False)

speedup.option logical. Calculation with or without speed-up algorithm
(True/FALSE)

alpha numeric. Significant level of differential region testing

89



The function returns a list which contains a table for TAD result and one for

genomic region result.

The TAD result table lists the following elements:

Index Description

tad.start the starting locus of TAD
tad.end the end locus of TAD
scc the SCC value of corresponding domain
pvalue the pvalue of differential testing on corresponding domain
pvalue.adj the adjusted pvalue of differential testing on corresponding

domain (adjusted by Benjamin-Hochberg)

The genomic result table contains the following items:

Index Description

genom.start The starting locus of genomic region
genom.end The end locus of genomic region
condition.type The type if candidate genomic region belonging to

1:single-TAD, 2: Hierachical-TAD, 3: Alternating-TAD
detect.result The differential testing result for corresponding genomic

region. 1:Differential 0:Non-differential

A.3 Example

The raw HiC contact maps getting from chr10 of GM12878 and HMEC with resolu-

tion=50kb were untilized as sample data. An example of the usage of DiffGR with/without

TAD inputs is shown below:

dat1 <- readRDS("path/dat.GM12878.chr10.rds")

dat2 <- readRDS("path/dat.K562.chr10.rds")

tad1 <- read.table("path/tad.GM12878.chr10.txt")

tad1 <- tad1$x

tad2 <- read.table("path/tad.K562.chr10.txt")

tad2 <- tad2$x
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#with TAD inputs

result <- DiffGR(dat1=dat1,dat2=dat2,tad1=tad1,tad2=tad2,smooth.size=5,res=50000)

#without TAD inputs

result <- DiffGR(dat1=dat1,dat2=dat2,smooth.size=5,res=50000)
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Appendix B

scHiCDiff Source Code

scHiCDiff is a novel statistical algorithm to detect differential chromatin inter-

actions (DCIs) between two Hi-C experiments at single-cell level. Here, we introduced 5

ways to capture the DCIs: two non-parametric tests (Kolmogorov–Smirnov test/ Cramér-

von Mises test) and parametric likelihood ratio test with three regression models (Negative

Binomial/ Zero-inflated Negative Binomial/ Negative Binomial Hurdle). Non-parametric

tests are advantageous by allowing us detecting DCIs without any assumption on data dis-

tribution; negative binomial(NB) is the most common assumption for interaction counts in

bulk Hi-C parametric approaches, while zero-inflated Negative Binomial(ZINB) and Nega-

tive Binomial Hurdle (NBH) regression models are specially designated for the interaction

comparison at single-cell level by taking the excessive zeros feature into consideration.
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B.1 Installation

To accelerate data processing and use as less memory as possible, scHiCDiff re-

quires the Matrix pacakges. For specific Hi-C data processing, we tend to use the HiTC,

HiCcompare pacakges. For non-parametric tests, we utilize the R package twosamples to

perform. In addition, to fit the regression models, we also need the R packages ggsci, VGAM

etc.

Thus, with the installation of packages Matrix, mvtnorm, HiTC, HiCcompare,

edgeR, ggsci, pscl, VGAM, maxLik, countreg and gamlss, the source code can be performed

under R language version 4.0.2. The details about scHiCDiff source code is available at

https://github.com/wmalab/scHiCDiff

require(Matrix)

require(mvtnorm)

require(HiTC)

require(HiCcompare)

require(edgeR)

require(ggsci)

require(pscl)

require(VGAM)

require(maxLik)

require(countreg)

require(gamlss)

require(twosamples)

B.2 Usage

The functions in scHiCDiff can be classified as two types: The first type is the sim-

ulation function (scHiCDiff.sim) and the other type is the detection function (scHiCDiff.KS,

scHiCDiff.CVM, scHiCDiff.NB, scHiCDiff.ZINB and scHiCDiff.NBH).
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Simulation Function

The inputs of the simulation function scHiCDiff.sim are illustrated below:

Index Description

file.path The pathway of single cell files. All scHi-C data used
in simulation should be stored in this pathway. Each
scHi-C file is performed as three-column format
containing the first interacting region of the bin pair,
the second interacting region of the bin pair and the
interaction frequency of the bin pair.

fold.change The amount of fold change.
resolution The resolution of singel-cell HiC data, eg:200kb will

input 200,000
sample.num The number of single cells tending to generate in each

condition.(¡= the number of inputted singel cells)
pDiff The probability that an interaction will be differential.

The function returns a list that contains the simulated replicates and the matrix

of the true DCI regions. The list contains the following elements:

Index Description

Hic1.sim A list containing the simulated scHi-C matrices
of the first condition.

Hic2.sim A list containing the simulated scHi-C matrices
of the second condition.

diff.sim A sparseMatrix containing the position of the
differential interactions.

Simulation Example: The simulation test data is a dataset with 8 single-cells

getting from chr1 of Diploid ESC cultured with 2i in Nagano et al. with resolution=200kb.

data.file <- "path/sampledata/sim.test.data"

simRes <- scHiCDiff.sim(data.file,fold.change=5,resolution=200000,sample.num=8,

pDiff=0.01)
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Detection Functions

The inputs for all detection functions are illustrated below:

Index Description

count.table A non-negative matrix of scHi-C normalized read counts.
The rows of the matrix are bin pair and columns are
samples/cells.

group A vector of factor which mentions the two condition to be
compared,corresponding to the columns in the count table.

The detection function will return a data frame containing the differential chro-

matin interaction (DCI) analysis results, rows are bin pairs and columns lists the related

statistics.

The outputs for the three parametric models are listed below:

Index Description

bin 1,bin 2 The interacting region of the bin pair.
mu 1,mu 2, MLE of the parameters of NB/ZINB/NBH of group 1
theta 1,theta 2 and group 2, where mu and theta represent the mean
(pi 1,pi 2) and dispersion estimate of negative binomial, pi denotes

the estimate of zero percentage
norm total mean 1, Mean of normalized read counts of group 1 and group 2.
norm total mean 2
norm foldChange norm total mean 1/norm total mean 2.
chi2LR1 Chi-square statistic for hypothesis testing of H0.
pvalue P value of hypothesis testing of H0 (underlying whether

a bin pair is a DCI).
pvalue.adj.FDR Adjusted P value of H0’s pvalue using FDR method.
Remark Record of abnormal program information.
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The outputs for the non-parametric tests are shown below:

Index Description

bin 1,bin 2 The interacting region of the bin pair.
test statistic The statistic given by KS/CVM test.
pvalue P value of hypothesis testing of H0 (underlying whether

a bin pair is a DCI).
pvalue.adj.FDR Adjusted P value of H0’s pvalue using FDR method.

Example: The data getting from chr11 of oocyte and zygote cells with resolu-

tion=200kb (Flyamer et.al.) were untilized as sample data. In the sample data file, it lists

all bin pairs with at least one non-zero counts in one of cell types. The first two columns

represent the interacting region of each listed bin pair, then followed 86 columns denote the

normalized read counts for oocyte cells and the last 34 columns denote the normalized read

counts for zygote cells.

count.table <- read.table(paste("path/sampledata/oocyte.zygote.filtered.chr11.txt")

count.table <- as.matrix(count.table)

group <- factor(c(rep(1,86), rep(2,34)))

result.ks <- scHiCDiff.KS(count.table,group)

result.cvm <- scHiCDiff.CVM(count.table,group)

result.nb <- scHiCDiff.NB(count.table,group)

result.zinb <- scHiCDiff.ZINB(count.table,group)

result.nbh <- scHiCDiff.NBH(count.table,group)

96


	List of Figures
	List of Tables
	Introduction
	DiffGR: Detecting Differentially Interacting Genomic Regions From Hi-C Contact Maps
	Introduction
	Methods
	Identifying candidate genomic regions
	Measuring similarity of candidate regions between two Hi-C contact maps
	Detecting statistically significant differential regions
	Simulation settings
	Real data pre-processing steps

	Results
	DiffGR accurately detected single-TAD differences in simulated datasets
	DiffGR performed stably against changes in noise and coverage levels
	DiffGR successfully detected hierarchical-TAD changes
	SCC outperformed Pearson CC in measuring similarity of local TAD regions
	DiffGR revealed cell type-specific genomic interacting regions
	Changes in CTCF and histone modification patterns were consistent with DiffGR detection results
	Differential RNA-seq results were consistent with DiffGR detection results
	DiffGR detection results were supported by FIND and TADCompare results

	Discussion
	scHiCDiff: Detection of Single-cell Hi-C Differential Chromatin Interactions
	Introduction
	Methods
	Data Normalization
	Detecting Differential Interactions by Non-parametric Tests
	Detecting Differential Interactions by Parametric Models
	Simulation Setting
	Real Data Pre-processing

	Results
	scHiCDiff successfully detected differential chromatin interactions in simulated data
	scHiCDiff revealed cell type-specific differential chromatin interactions
	Consistent detection results were found in scHiCDiff methods
	Changes in CTCF and other transcription factors were consistent with scHiCDiff detection results
	Stable detection results were conducted by scHiCDiff
	scHiCDiff detection results were supported by TAD and DiffGR results
	GO term enrichment analysis confirmed the function of DCIs identifying by scHiCDiff

	Discussion

	Conclusions

	Bibliography
	DiffGR Source Code
	Installation
	Usage
	Example


	scHiCDiff Source Code
	Installation
	Usage


