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Abstract  

Evidence for Diverse Forms of Sarcasm  

J. Trevor D’Arcey 

 

Sarcasm is a difficult concept to define accurately and completely and is 

similarly hard to identify in natural communication. In three works, this dissertation 

develops a deeper understanding of sarcasm, both as a concept and as a phenomenon. 

Using a computational approach, I describe novel markers of sarcasm that function as 

signals for the reader to pause, wait, or slow down, and show that they are often 

copresent with sarcastic content. Using experimental methods, I show that although 

sarcasm can be elicited in the laboratory at high levels, agreement on what statements 

are sarcastic is extremely unreliable. Finally, using a qualitative approach, I ask 

participants to modify statements to make them sarcastic, and consider the strategies 

they report using, as well as their success at doing so. Overall, my results suggest that 

sarcasm is an extremely diverse phenomenon, and that future research should adjust 

its focus to use a broader view of sarcasm, rather than using a specific definition. 
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EVIDENCE FOR DIVERSE FORMS OF SARCASM 

1 Introduction 

Misunderstandings in communication are so common that entire industries 

have sprung up in order to prevent, identify, and remedy them. Not only does legal 

experts’ work often center on interpreting others’ language and coming to agreement 

on what was meant, but therapists, arbitrators, mediators, negotiators, and authority 

figures of various types also share the responsibility of interpreting both sides of a 

story and helping people in different situations begin to share common ground. Why 

do misunderstandings occur so frequently, after millennia of language development? 

No doubt language’s natural evolution is responsible for at least some 

misunderstandings, especially between people of different generations (e.g., a high 

schooler may refer to something as “sick” to make a statement of positive sentiment, 

which could be misinterpreted by an elderly person as a statement of negative 

sentiment) and different cultures (e.g., a football coach may describe a political 

candidate’s behavior as being “in the red zone”, suggesting he is close to scoring a 

goal, while a car racer might interpret this statement as suggesting he is close to 

destroying his engine). But language’s lack of universal comprehensibility also serves 

an important function as a way to facilitate social group creation, both by establishing 

closeness as well as by establishing distance from others (Gallois et al., 2005).  

When people share similar views of the world, they are more likely to be 

friends (Parkinson et al., 2018). Language’s diversity, therefore, may be used as an 

interpersonal thermometer for people to gauge how well they will get along with 
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someone, as part of rapport-building processes. An important part of rapport building 

is showing similarity between one’s interlocutor and oneself (Duffy & Chartrand, 

2015), and similarity in language use may act as a cue toward similarity in 

worldview. It is this researcher’s hypothesis that people actively test worldview 

similarity through various mechanisms, some of them linguistic. Among the most 

potent of these mechanisms is sarcasm. 

Sarcasm in conversation creates a strong test of worldview similarity precisely 

because its success as a form of humor relies on its ambiguity. Whether dry or 

dripping, the question, “Are you being sarcastic?” regularly follows sarcasm. And this 

is for good reason, as evidence suggests that being unable to resolve the ambiguity is 

more common than not (Fox Tree et al., 2020). However, when interlocutors do 

understand each other’s sarcasm, it creates the opportunity for them to connect on a 

much deeper level than just knowing that they both like the same type of cake -- they 

share a similar worldview. Likewise, interlocutors with a different worldview are 

unlikely to get the joke. It is the subtle display of sarcastic intent only to those who 

are meant to understand, and actually do understand, that makes it a powerful way to 

build rapport. In a sense, it affirms that interlocutors share something special that is 

not shared by others. 

Since sarcasm’s success as a social group facilitator is contingent upon its 

ability to be accessible exclusively to those with a similar worldview, it is no surprise 

that its expression is just as diverse (if not more so) than other linguistic phenomena -

- expressing a sentiment so that it will be accessible to one worldview but not to 



 3 

another requires diverse thinking. And as a result, research on sarcasm never quite 

seems to hit the bullseye: researchers have doggedly studied it from the perspective of 

its linguistic and pragmatic attributes, attempting to pin it down with definition after 

definition only to find their definitions generally accurate but insufficient to show a 

commonality across all sarcasm. 

In this dissertation, I present three chapters that together encourage 

understanding sarcasm from many viewpoints, including considering the social 

functions it serves. Chapter 1 uses a computational approach to show evidence of 

novel markers of sarcasm in online discussion boards (D’Arcey, Oraby, & Fox Tree, 

2019). It presents a psycholinguistic theory for why these markers co-occur with 

certain types of sarcasm. Chapter 2 discusses the connections between sarcasm and 

rapport-building, demonstrates a novel rapport-based procedure for eliciting sarcasm 

in the laboratory, and discusses why sarcasm may be misunderstood more commonly 

than it is understood (Fox Tree, D’Arcey, Hammond, & Larson, 2020). Chapter 3 

presents mixed methods work showing that sarcasm too often reflects what 

researchers make of it, and advocates for a more inclusive idea of sarcasm -- one 

which leverages public knowledge of sarcasm in order to form a more complete 

picture of its use (D’Arcey & Fox Tree, under review). In the discussion, I discuss the 

impact of each of these three approaches on the field of sarcasm research, and argue 

for novel, creative, and contextual approaches to the continued study of sarcasm.  
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2 Chapter 1: Wait Signals Predict Sarcasm in Online Debates 

2.0 Pre-Introduction 

 In this chapter, I present results from a published paper, Wait Signals Predict 

Sarcasm in Online Debates (D’Arcey & Fox Tree, 2019), in which we show several 

textual patterns that tend to co-occur with sarcasm in debate forums online. The 

connecting force between many of these patterns is that they all ask the reader to wait 

-- something that, on its surface, seems useless in an already asynchronous 

communication medium. Much as one would not send an email to a fire department 

to notify them of a fire, writing a post on a forum online is similarly a poor way to ask 

someone to wait. We argue that writers provide a sarcasm cue to readers by 

leveraging the pragmatic incongruity inherent in requesting a delay using an 

asynchronous medium. 

2.1 Abstract 

We examined the predictive value of wait signals for sarcasm in online debate 

forums. In Study 1, we examined the word frequency of um and uh across six 

corpora. In general, there were far more of these fillers in spoken corpora than written 

corpora. We also found that the proportion of ums to uhs varied by corpus type. In 

Study 2, we tested whether the inclusion of um or uh at the beginning of online debate 

forum posts led to higher probability of those posts being classified as sarcastic by 

Amazon Mechanical Turk workers. We found that posts beginning with these items 

were twice as likely to be labeled sarcastic. In Study 3, we tested fillers and ellipses in 

the middle of posts. We found that posts including these items were approximately 
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three to five times more likely to be labeled sarcastic. We compared results to other 

signals like the word obviously and quotation marks. Signals that indicate delay in 

written communication cue readers to non-literal meaning. 

2.2 Introduction  

Non-literal language use is common in communication, both in speech (Gibbs, 

2000; Glucksberg, Gildea, & Bookin, 1982) and writing (Whalen, Pexman, & Gill 

2009; Walker, Fox Tree, Anand, & King, 2012). One form of non-literal language is 

sarcasm, in which people’s intended meaning contrasts with the literal, semantic 

meaning of their words. People can use sarcasm to mock or to be funny (Kreuz, Long, 

& Church, 2009), to affirm and modify social relationships (Seckman & Couch, 

1989), and to help a friend save face (Jorgensen, 1996). Fluency with sarcasm and 

other forms of humor is an important social skill that predicts a variety of positive 

social outcomes such as peer reputation in children (Masten, 1986) and ability to cope 

with stress in adults (Overholser, 1992). Creating tools with the ability to recognize 

sarcasm would have wide-reaching benefits for these groups.  

Yet identification of sarcastic content is notoriously elusive for both people 

(Rockwell, 2000; Burgers, Van Mulken, & Schellens, 2011) and machines (Reyes & 

Rosso, 2014; Riloff, Qadir, Surve, De Silva, Gilbert, & Huang, 2013; Felbo, Mislove, 

Søgaard, Rahwan, & Lehmann, 2017). A number of cues to sarcastic content have 

been identified, but one that has not been fully explored is the use of fillers like um 

and uh and spontaneously written versions of spoken pauses like ellipses. Um and uh 

(er and erm in British English) have been shown to be used by speakers to notify 
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interlocutors of an upcoming delay in speech (Smith & Clark, 1993), and ellipses 

typically indicate an omission or pause in writing. We propose that these phenomena 

are used as wait signals in writing. These wait signals operate to change the pacing at 

which a text is read, thereby introducing novel pacing in the reader’s mind and 

potentially delaying delivery for dramatic effect. Dramatic pacing can be observed in 

the following: “The watch-word here is ‘big’: big guitar-licks, big melodic surges, 

big-hearted words and, erm … big blokes” (from the British National Corpus, 

CK5/3128). Wait signals and sarcasm can be observed in the following: “Yeah, I'll 

....uh keep that in mind dude....trust me!” (from the Internet Argument Corpus, 

Walker et al., 2012). In this report we document the use of wait signals as indicators 

of sarcasm in writing.  

2.3 Identifying Sarcasm 

We begin our discussion of sarcasm by noting that it may be futile to try to 

experimentally differentiate sarcasm from irony, regardless of whether raters are 

trained to do so (Attardo, Eisterhold, Hay, & Poggi, 2003). Irony is using language to 

mean something other than what the words literally express, such as saying, “I’ll keep 

that in mind,” while meaning, “I most definitely will not keep that in mind.” Sarcasm 

is often thought of as adding a negative connotation to the irony, such as by targeting 

a victim; for example, by saying “nice hair” to someone with a bad haircut (Cambpell 

& Katz, 2012, p. 460). Despite these definitions, most researchers are in agreement 

that the two concepts are difficult to differentiate. To further complicate matters, the 

word sarcasm may be becoming more prevalent as a replacement for irony (Nunberg, 
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2001), suggesting that to the layperson, the concepts may be interchangeable. When 

we use the term irony in this work, it is because the research we are referencing uses 

this term. For all other instances we use the label sarcasm because it is more readily 

understood (Bryant & Fox Tree, 2002), while acknowledging the fact that researchers 

generally agree they are separate constructs. To this end, in our present research, we 

were explicit in defining sarcasm for participants as: 

1: a sharp and often satirical or ironic utterance designed to be humorous, 
snarky, or mocking. 
2: a mode of satirical wit depending for its effect on bitter, caustic, and often 
ironic language that is often directed against an individual or a situation. 

 
Participants were also given examples of statements with and without sarcasm: 

With sarcasm: "Yes, you are 100% correct. Criminals would be sure to pay 
the tax on their illegally owned pistol, just like they pay income tax on drug 
money. Oh, wait they don't pay tax on their drug money. Most criminals break 
the law you see." 
Without sarcasm: "The article said very little about his observations and 
almost nothing about his methods." 

 
Our goal was to be as clear as possible, although it is well known that defining these 

concepts is difficult. 

2.3.1 Human Sarcasm Identification 

Perhaps anticipated by the challenges in defining sarcasm, people have a hard 

time agreeing on whether statements are sarcastic. Individual (Akimoto & Miyazawa, 

2017; Ivanko, Pexman, & Olineck, 2004; Rockwell & Theriot, 2001) and regional 

(Dress, Kreuz, Link, & Caucci, 2008) variations in the conception of sarcasm 

exacerbate this challenge. For example, political beliefs can affect how satire from 

late night comedy routines is interpreted (LaMarre, Landreville, & Beam, 2009). 
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Even if individual, regional, and political backgrounds are held constant, 

interpretation of sarcasm can vary based on the context presented with the sarcastic 

utterance. Context can make an originally sincere utterance appear sarcastic and vice 

versa (Bryant & Fox Tree, 2002). Although there are challenges to identifying 

sarcasm, under some circumstances, people can be quite good at detecting it. In a 

study of tweets originally marked with #sarcasm compared to those which were not, 

people could correctly identify which were marked sarcastic about 70% of the time 

when the hashtags were removed (Kovaz, Kreuz, & Riordan, 2013). 

Raters’ misidentification of sarcasm has led researchers to develop explicit, 

rigorous procedures to achieve high inter-rater reliability on ratings of sarcasm and 

irony. One such method, the Verbal Irony Procedure (Burgers et al., 2011), found 

high reliability for film reviews by asking raters to engage in a four step process: first 

to read the entirety of the review and determine the author’s overall stance, second to 

remove purely descriptive utterances (which, it is assumed, never contain verbal 

irony), third to remove utterances that have a literal evaluation that fits with the 

overall stance, and fourth to construct scales of evaluation for the remaining (possibly 

ironic) utterances in which the literal evaluation of each utterance can be compared to 

the rater’s perception of the writer’s intent. Utterances which contrast are coded as 

ironic. With this procedure, the authors achieved very strong agreement (97.3%) 

between two coders (Burgers, Van Mulken, & Schellens, 2011). However, this 

method may not apply as well to less explicitly evaluative texts — film reviews are, 

by their nature, usually quite expressive.  
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2.3.2 Machine Sarcasm Identification 

On the other hand, methods to computationally identify sarcasm are 

improving as deep learning techniques are put into broader use. Nonetheless, the best 

models are still unable to agree with people on what’s sarcastic, whether it is spoken 

or written. One issue is that the rates of sarcasm in corpora are generally sparse, 

hovering around 10% (e.g., Gibbs, 2000; Walker, et al., 2012), leading to more 

difficulty in measuring classifier success in natural language processing research. 

In the field of natural language processing, many researchers studying 

imbalanced classification problems like sarcasm identification measure their models’ 

success using two metrics: The first, recall, is defined as the percentage of sarcastic 

occurrences that the model correctly identifies. For example, in a set of 1,000 internet 

posts, 100 may include sarcasm. If the model identifies 80 of the 100 sarcastic posts, 

its recall is .8. The second measure, precision, is defined as the percentage of model-

identified sarcastic occurrences that are actually sarcastic. So, if the aforementioned 

model correctly identified 80 sarcastic posts, but it also incorrectly labeled another 80 

posts as sarcastic, its precision is .5. These are important as separate constructs in 

imbalanced classification tasks because both a large rate of false positives and a large 

rate of false negatives are important to understanding the model’s performance. 

Recall and precision are frequently combined into a single measure of performance, 

F1, defined as the harmonic mean. The harmonic mean is used to avoid rewarding 

models in which either recall or precision is close to perfect, at the expense of the 

other (Koehrsen, 2018). 
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State-of-the-art classifying models (see, for example, Felbo, Mislove, 

Søgaard, Rahwan, & Lehmann, 2017; Ghosh & Veale, 2016; Poria, Cambria, 

Hazarika & Vij, 2016) achieve a wide range of F1 scores depending on the text being 

analyzed and the model being used. Felbo et al. (2017) developed the DeepMoji 

model for sarcasm detection using publicly released debate forums data from Walker 

et al. (2012) and Oraby et al. (2016) using around 1,000 training examples and 

achieving F1 scores of 0.69 and 0.75, respectively. Ghosh and Veale (2016) 

performed sarcasm classification in the Twitter domain. They first constructed a 

dataset of 39K tweets, 18K sarcastic and 21K non-sarcastic. They collected the 

sarcastic class by using “positive markers of sarcasm” — hashtags such as #sarcastic 

and #yeahright (Ghosh & Veale, 2016, p. 3). The non-sarcastic class were tweets 

lacking these hashtags. Training was performed on tweets after the relevant hashtags 

were removed. Ghosh and Vale (2016) achieved an F-score of 0.92 on their test set 

using a convolutional neural network (CNN) model with a Long Short-Term Memory 

layer (LSTM) and deep neural network (DNN). They also verified their model on 

other existing datasets: for Riloff et al.’s (2013) test set of 3K tweets, they reported an 

F1 of 0.88 as compared to the baseline result of 0.51, and for Tsur et al.’s (2010) test 

set of 180 product reviews, they reported an F1 of 0.90 — which was higher than the 

previously reported best result of 0.83. In addition to these models, Poria et al. (2016) 

reported F1 scores using a deep convolutional neural network on two datasets from 

Ptacek et al. (2014): 0.98 F1 on a balanced dataset of 100K tweets, and 0.95 F1 on an 

unbalanced dataset (25K sarcastic and 75K non-sarcastic).  
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2.4 Cues for Sarcasm in Speech and Writing 

Although it is challenging to identify, sarcasm is common in speech and 

writing. In a study of 62 10-minute conversations, for example, Gibbs (2000) and two 

student judges agreed that at least 289 utterances were ironic (8% of the corpus), of 

which 80 were deemed to be sarcastic. In another study of communication under 

irony-inducing conditions — describing badly-dressed celebrities and planning meals 

for a disliked guest — over 10% of the turns produced were ironic (Hancock, 2004). 

Of forty dyads who communicated in face-to-face and instant messaging 

conversations, only one dyad did not produce any ironic utterances (Hancock, 2004). 

Irony induction is not necessary to observe sarcasm in writing. In a study of 105 

people’s emails to close friends, almost all contained non-literal language, averaging 

almost three per email (Whalen, Pexman, & Gill 2009). Even in academic genres, 

where one might expect to find more straightforward language use, sarcasm is 

frequent and widespread (Lee, 2006).  

2.4.1 Cues for Sarcasm in Speech 

Despite the fact that it is a common phenomenon, cues for spoken sarcasm are 

not particularly straightforward. Pop culture places emphasis on prosody to convey 

sarcasm, but a close examination of prosodic tone did not show consistent patterns for 

an ironic tone of voice (Bryant & Fox Tree 2005), although people could differentiate 

between talk radio utterances that were originally produced as sarcastic and those that 

were originally produced as sincere (Bryant & Fox Tree 2002). Noting that a target 

utterance contrasts with surrounding talk is another key way people determine what is 
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sarcastic (Attardo et al., 2003). Some specific cues that can be used in spoken 

communication include facial cues like smiles, laughter, and slow nods, which are 

more likely to co-occur with sarcastic utterances (Caucci & Kreuz, 2012), and air-

quotes gestures, which can be used to indicate irony or sarcasm (Lampert, 2013). Eye 

gaze towards (Caucci & Kreuz, 2012) or away (Williams, Burns, & Harmon, 2009) 

from addressees can also predict sarcasm, perhaps depending on how prepared the 

sarcastic utterances are (they were not prepared in advance in Caucci & Kreuz but 

they were in Williams et al., although there may be other differences). In the 

Switchboard corpus of spoken dialogue, 23% of occurrences of the phrase yeah right 

indicated sarcasm (Tepperman, David, & Narayanan, 2006). Contextual cues and 

regional differences may influence generation and perception of spoken sarcasm as 

well: common ground between interlocutors led to more sarcasm (Caucci & Kreuz, 

2002; Clark, 1996), and Southern U.S. participants’ viewed sarcasm as more hurtful 

(Dress et al., 2008). 

2.4.2 Cues for Sarcasm in Writing 

Written sarcasm cannot take advantage of the multimodal auditory, facial, and 

bodily cues that can help in identifying spoken sarcasm. But written sarcasm does 

have textual cues that are not available for spoken sarcasm, such as exclamation 

points and question marks, laughter expressions like lol, emoticons like :), and 

quotation marks, all of which contribute to irony detection (Carvalho, Sarmento, 

Silva, & De Oliveira, 2009; this study was done in Portuguese). As with speaking, 

contrast is also important with writing. A frowning emoticon matched with an 
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apparently positive message conveys sarcasm (Derks, Bos, & Von Grumbkow, 

2008b). Contrast between positive and negative sentiment can also be used to identify 

sarcasm (Riloff et al., 2013).  

Many words and phrases that indicate sarcasm have also been identified. In a 

corpus of written arguments, the phrases included let’s all (62% sarcastic), I love it 

when (56% sarcastic), oh really (50%) and I’m shocked/amazed/impressed (42%; 

Oraby, Harrison, Reed, Hernandez, Riloff, & Walker, 2016). In writing, the inclusion 

of the word really in online debate posts made the probability that the post-response 

pair will be perceived as sarcastic approximately double (Walker et al., 2012). Other 

markers of sarcasm included you mean and so (Walker et al., 2012). In a study of 100 

lines from books that were introduced by “said sarcastically,” the presence of 

interjections such as well and uh were predictive of sarcastic content (Caucci & 

Kreuz, 2012). Sarcastic lines in books marked by said sarcastically and sarcastic 

tweets marked by #sarcasm had more positive emotion words than non-marked lines 

(Kovaz et al., 2013). This converges with the idea that sarcasm is more commonly 

used to evaluate a negative situation with positive affect (Clark & Gerrig, 1984). 

2.4.3 Contrast Between Sarcasm in Speech and Writing 

Some of the words identified as sarcastic in writing are not generally 

associated with sarcasm when they are spoken. Well, for example, is understood to 

mean that there is a mismatch between what follows and what’s expected 

(Blakemore, 2002; Jucker, 1993), suggesting a less-obvious interpretation (Fox Tree, 

2010), such as a dispreferred interpretation (Holtgraves, 2000). This meaning of well 
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aligns well with its potential use in sarcasm, as sarcasm is intended to represent 

something beyond the literal meaning. When coupled with said sarcastically, and 

grouped with other interjections, written wells found in books were predictive of 

sarcasm (Caucci & Kreuz, 2012). However, when 605 turn-initial wells in 

spontaneously written debates were compared to unmarked turns, those marked by 

well were not more sarcastic (Fox Tree, 2015).  

Um and uh are also not generally associated with sarcasm when they are 

spoken. Um and uh indicate upcoming delay in speaking (Clark & Fox Tree, 2002; 

Fox Tree, 2001). Delays marked by um are different from silent pauses without ums; 

marked delays are more indicative of speech production trouble and are also 

associated with lack of comfort with the topic under discussion and dishonesty (Fox 

Tree, 2002). But it is important to note that the um itself does not mean that speech 

production difficulty, discomfort, or deception will necessarily follow. In a study of 

35 people’s self-assessment of the meaning of um and uh, for example, no one 

indicated it meant deception (Fox Tree, 2007). No one indicated it meant sarcasm 

either (Fox Tree, 2007). Like in speaking, ums and uhs in writing can also indicate a 

kind of delay, a need to think, such as to answer a question (Fox Tree, Mayer, & 

Betts, 2011; Fox Tree, 2015) as in “So, uh... what movie is everyone talking about? I 

don’t think I’ve seen any previews” (from the Internet Argument Corpus, Walker et 

al., 2012). But also, as with speaking, in none of these prior studies were 

spontaneously written ums or uhs proposed to indicate sarcasm. 
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Why do specific n-grams (textual patterns of variable length, here defined as 

patterns of one or more words) like let’s all, really, and you mean contribute to 

sarcastic perceptions? One potential explanation is that they are used to call attention 

to an incongruity, with incongruity being one way nonliteral language is flagged. For 

example, the incongruity between the body and last lines of a news story suggests that 

it is satire (Rubin et al., 2016). It could be that the incongruity is flagged by the words 

themselves, if the words are uncommon contextually. For example, slang is not 

expected in news stories, and has been shown to indicate satire (Burfoot & Baldwin, 

2009). As another example, transforming written quotes to the face-to-face modality 

as air-quotes gestures sets up an incongruity (because quotes are typically written, not 

enacted), and it could be this incongruity that flags the sarcasm that air-quotes suggest 

(cf. Lampert, 2013). Similarly, using a quote for a single word in writing (e.g., thanks 

for the “advice”) may also indicate sarcasm because it is a noncanonical usage (in 

writing, quotes are usually used to indicate a direct report of speech, which is usually 

more than one word long). That is, a word out of context may cue non-literal 

meaning. 

2.5 Fillers and Ellipses as Signals of Sarcasm 

Many signals appropriate for speech are not as useful for written 

communication. A hand gesture may be communicative when directed at a driver 

who cuts off other drivers but is less likely to be communicative when directed at a 

forum troll who belittles an argument. In addition to gestures, another group of 

signals that may not have as much value among asynchronous writing is requests to 
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wait for production to continue. Unlike face-to-face communication with a waiting 

addressee, spontaneous writing often takes place asynchronously. The composition 

process is not observed keystroke by keystroke, as we observe speakers phoneme by 

phoneme. Instead, writers generally finish their messages prior to sharing their 

product. In writing, as opposed to speaking, there are usually fewer costs to lack of 

timeliness (Fox Tree, 2015). This asynchrony means that there are not as many 

reasons to ask addressees to wait or to inform them of an upcoming pause when 

writing. In a sample of 44 students’ spoken and text conversations, ums and uhs were 

nine times more common in speaking (Fox Tree, 2015). 

But although they were less common, ums and uhs and other signals of time 

did still occur in writing. We define wait signals in writing as tools used by writers to 

pace readers’ consumption of information. They include ums and uhs (which can be 

spelled in numerous ways), ellipses, parentheses that indicate asides, em-dashes, and 

other markers. In asynchronous writing, wait signals should be expected to be less 

prevalent than fillers and pauses in speaking. But their lack of prevalence may imbue 

them with additional significance when they are used. Whereas wait signals are not 

traditionally associated with sarcasm in speech, we propose that wait signals suggest 

to readers that they take more time with the information that follows them, with the 

additional time leading to non-literal interpretations. One definition of wit from the 

Oxford English Dictionary is, “A natural aptitude for using words and ideas in a 

quick and inventive way to create humour” (Oxford English Dictionary, n.d.). Our 

hypothesis is that the use of traditional wait signals in contexts where wait signals 
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have limited use for signaling a pause constitutes one form of wit, or using words in 

inventive ways. As hearing um at the beginning of a turn leads listeners to consider 

that the speaker is having production trouble, discomfort with the topic, or is 

preparing a dishonest answer, so too can reading um suggest that writers are intending 

something different from what they’ve literally written, such as that they are being 

sarcastic. It is both the unexpectedness of the wait signal in writing as well as the 

extra processing suggested by the wait signal that drives the sarcastic interpretation. 

Whalen, Pexman, and Gill (2009) suggested something similar for non-filler wait 

signals: “Hyphens, parentheses, and ellipses could be construed as a category of ‘text-

separators,’ used to segment portions of the text to assist the reader in detecting those 

portions that are to be interpreted non-literally” (pp. 275-276). 

In support of this hypothesis, we note that the highest predictor of sarcasm in 

a study of a variety of textual cues to sarcasm was oh wait, at 87% (Oraby et al., 

2016). While oh on its own has been linked to sarcasm and negative emotion in 

writing (Abbott et al., 2011; Fox Tree, 2015), the predictiveness of oh wait is much 

higher than oh in combination with other words such as oh really or oh yeah (both 

50%, Oraby et al., 2016). Not all ohs are sarcastic. In speaking they can indicate 

arrival at revised interpretations or state change (Heritage, 1984) which can be used 

strategically, such as to politely show newsworthiness in comparison to responding 

with a yes (Fox Tree & Schrock, 1999). The revised interpretations can also be used 

sarcastically to imply that something is newsworthy when it is not (Fox Tree, 2015). 

Oh has both attitudinal and cohesive functions, functions that differ from temporally 
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sensitive markers like um and uh which are much more common in synchronous 

communication (Fox Tree, 2015). The rate of oh production is similar in spontaneous 

speech and spontaneous writing (Fox Tree, 2015). We think the high predictiveness 

of oh wait comes from both the revision-predictiveness of the oh (which violates 

expectations of no revision) and the wait-signaling of the wait, although there may be 

other factors or interactions; the predictiveness of oh right as a signal of sarcasm was 

also high, 81% (Oraby et al., 2016). 

We predict that the unexpectedness of written fillers plus fillers’ basic 

meaning of waiting will lead to increased ratings of sarcasm when assessing debate 

posts that have fillers. Similarly, the unexpectedness of ellipses in asynchronous 

writing (which allows producers time to plan) plus ellipses’ basic meaning of waiting 

will also increase sarcasm ratings for debate posts with ellipses. Importantly, we do 

not propose that wait signals in writing only cue sarcasm. We propose that when 

asked to evaluate sarcasm, the unexpectedness of the wait signal in an asynchronous 

form of communication coupled with the signal to wait will suggest sarcasm. 

2.6 Current Research 

We tested the hypothesis that contextually unexpected text patterns are cues 

for sarcasm, and in particular that wait signals — which prompt taking time in 

assessing upcoming information — are cues to sarcasm. In a corpus comparison, we 

tested the rate of filler production across a range of spoken and written corpora. 

Although others have observed more fillers in speaking than in writing (e.g. Fox Tree, 

2015), we wanted to confirm this across a wide range of corpora, as well as explore 
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the proportions of ums to uhs across corpora. In Studies 1 and 2, we tested the 

hypothesis that online posts that included a wait signal, defined as fillers or ellipses, 

would be rated as more sarcastic than online posts without them. Because a pause in a 

spoken conversation has no single written equivalent (periods, ellipses, dashes, em 

dashes, semicolons, and commas all may qualify), it is challenging to identify 

whether any particular pause is meant to convey sarcastic meaning. However, ellipses 

(...) specifically suggest “an omission (as of words) or a pause” (Merriam-Webster’s 

Online Dictionary, n.d.) and so may be most likely to be linked to sarcasm when 

readers are asked about sarcasm.  

2.7 Hypotheses 

We began by verifying that fillers are contextually unexpected text patterns, 

comparing across spoken and written American and British corpora:  

H1: There are more fillers in speaking than in writing (Study 1). 

We then tested whether the presence of wait signals in an unexpected context 

increased sarcasm ratings. We tested fillers at the beginning of turns: 

H2: The presence of a filler at the beginning of written turns will suggest 

sarcasm at a higher than baseline rate (Study 2). 

And in the middle of turns:  

H3: The presence of a filler in the middle of written turns will suggest sarcasm 

at a higher than baseline rate (Study 3).  

As well as ellipses, which most often occur in the middle of turns:  
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H4: The presence of an ellipsis in the middle of written turns will suggest 

sarcasm at a higher than baseline rate (Study 3).  

An alternative to the hypothesis that wait signals suggest sarcasm when readers are 

asked about sarcasm (H2, H3, H4) is that wait signals are a stylistic device to make 

written language feel more like spoken talk, without any implication for conveying 

sarcasm.  

 In general, we predict that contextually unexpected patterns can be cues to 

sarcasm, such as fillers in writing or quotes (air-quotes) in speaking. But beyond 

contextual inappropriateness, we predicted that cues to wait would enhance ratings of 

sarcasm, as they suggested deeper thought — with deeper thinking possibly leading 

to alternative interpretations from the literal words expressed. We compared fillers to 

words we thought might indicate sarcasm: 

H5: The words obviously, surely, no doubt, and clearly will suggest sarcasm 

at a higher than baseline rate. 

H6: Fillers will be more effective at suggesting sarcasm than the words 

obviously, surely, no doubt, and clearly. 

As an alternative to H5, obviously, surely, no doubt, and clearly may not suggest 

sarcasm at higher than baseline rate. As an alternative to H6, fillers may suggest 

sarcasm less than or to a similar degree as the words obviously, surely, no doubt, and 

clearly. We also compared fillers to a device we thought might indicate sarcasm:  

H7: Quotation around a single word will suggest sarcasm at a higher than 

baseline rate. 
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H8: Fillers will be more effective at suggesting sarcasm than quotation around 

a single word. 

As an alternative to H6, quotation around a single word may not suggest sarcasm at 

higher than baseline rate. As an alternative to H7, fillers may suggest sarcasm less 

than or to a similar degree as quotation around a single word.  

2.8 Study 1: Comparing Corpora 

In Study 1 we investigated the frequency of the fillers um and uh across 

several corpora of both spontaneous communication and planned communication. 

Working with transcripts of spoken conversation can be challenging because across 

corpora, transcribers generally do not follow the same transcription rules. In addition, 

it is often not possible to access the original audio conversation to determine how 

transcription was done. This is especially problematic when examining word 

frequencies for discourse markers and fillers, as transcription rules vary especially 

widely on whether to include words like so, I mean, and uh. Furthermore, frequency 

of these markers may show large variance across different contexts. For example, if 

one corpus is made up of unscripted conversations from radio and television shows 

(e.g. Simpson, Briggs, Ovens, & Swales, 2002), there may be fewer fillers due to 

television and radio personalities being more likely to have received speech training 

to avoid using them. Likewise, when performing a difficult communication task over 

the phone (e.g. Liu, Fox Tree, & Walker, 2016), one may expect the frequency of 

fillers to be higher on average because people may be more likely to produce delays, 

and therefore the fillers that indicate delays (Clark & Fox Tree, 2002). For these 
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reasons, we chose to analyze several different corpora from both spoken and written 

sources and examine their differences and similarities. 

2.8.1 Method 

Word frequencies were calculated from several publicly available corpora. We 

include short explanations of and examples from each corpus to contextualize word 

frequencies in each. 

 The Michigan Corpus of Academic Spoken English (MICASE) is a 1.8-

million-word corpus that consists of transcripts from colloquia, dissertation defenses, 

sections, lectures, office hours, seminars, study groups, and similar academic 

situations. Its close to 200 hours of transcribed audio were recorded at the University 

of Michigan in Ann Arbor (Simpson, Briggs, Ovens, & Swales, 2002). Fillers in 

MICASE appear to generally be quite spontaneous. For example, “okay. then that’s... 

that is that’s one thing to figure out um but that’s probably too much work it’s not 

worth that” (from the Michigan Corpus of Academic Spoken English, 

LEL565SU064; Simpson, Briggs, Ovens, & Swales, 2002). 

 The Corpus of Contemporary American English (COCA) is the largest corpus 

used in this analysis, at more than 520 million words. The spoken component of the 

corpus contains over 109 million words transcribed from unscripted TV and radio 

conversations over 26 years. The four written portions of the corpus are each of 

similar size to the spoken portion and are taken from fictional works, magazines, 

newspaper articles, and academic journals (Davies, 2008). Unfortunately, because 

audio is no longer available for the COCA and transcription methods are unknown, it 
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is difficult to interpret word frequencies for fillers, which frequently are left out of 

transcription instructions. In the written component, many fillers are within direct 

quotations, but some exist outside of them, for instance, “Samantha, Samantha, 

Samantha. What to say about Sa-Man-Tha? Um, okay. This is what I’m going to say 

about Samantha. Nothing” (from the Corpus of Contemporary American English; 

Davies, 2008). 

 The British National Corpus (BNC) is 100 million words divided into spoken 

(10%) and written (90%) components. The written portion samples newspapers, 

fictional works, academic books, and other texts, while the spoken portion is entirely 

made up of informal conversations, “recorded by volunteers selected from different 

age, region and social classes in a demographically balanced way” (British National 

Corpus Consortium, 2007). An example taken from the written part of the corpus is, 

“It’s very nice of you to ask me — erm — but I’ve got a lot to do when I get back to 

England — erm — I’d like to have a lie down … and there’ll be piles of washing … 

and I haven’t got a hairdresser …” (from The British National Corpus; British 

National Corpus Consortium, 2007). 

 SubtlexUS consists of 50 million words of “spoken-like” language of English-

language subtitles from television and film (Brysbaert & New, 2009). Because this 

corpus generally contains scripted speech, we treat it as written — but we 

acknowledge that the nature of improvisation and acting may allow for more fillers, 

as in “Pardon me, please. Yeah. The, uh ... the man-eating wolves are on a, um ... ski 

vacation” (from SubtlexUS; Brysbaert & New, 2009). 
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 The Internet Argument Corpus consists of about 73 million words of debate 

posts taken from a popular online debate forum (Walker et al., 2012). It should be 

noted that this corpus is different from the other written corpora we cite in that it 

consists of work that has not been published in the traditional sense of the word — 

that is, all the other written corpora draw from newspapers, magazines, books, and 

other written works that are likely heavily edited prior to being published. An internet 

forum, on the other hand, has relatively simple mechanisms for revising a work prior 

to publishing it. In addition, whereas more traditional written works tend to be 

monologic, the Internet Argument Corpus consists almost entirely of dialogue. These 

differences are frequently apparent in the corpus, as in “First you lie about what I 

said, then you quote me to prove it’s a lie. That was, um, helpful of you” (from the 

Internet Argument Corpus; Walker et al., 2012). 

 The Artwalk Corpus contains about 500,000 words transcribed from mobile 

cell-phone conversations that took place while participants collaborated on a 

naturalistically situated referential communication task that also involved a 

wayfinding component (Liu, Fox Tree, & Walker, 2016). Although Brysbaert and 

New (2009) suggest that corpora must be 1-3 million words in order to get reliable 

estimates of high-frequency words, we also included the Artwalk corpus in our 

analysis for two reasons: First, we believe it represents an important type of 

naturalistic conversation that is not represented by the other corpora. Second, 

Brysbaert & New’s operationalization of high frequency was “over 20 words per 

million.” Because there is a difference of several orders of magnitude between this 
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conceptualization of high-frequency and the frequency of our target words in the 

Artwalk corpus (over 9,000 words per million), we believe that the additional 

information from Artwalk is interesting enough to warrant inclusion. An example 

from the corpus is, “The the computer for the directions it says we have eight minutes 

to find each um like we’re finding statues and like art pieces um” (from Artwalk; Liu, 

Fox Tree, & Walker, 2016). 

 Interpreting raw differences between spoken and written frequencies may be 

inequitable due to higher lexical diversity in written media. With more words to 

choose from, the rate of any particular word would be lower. For this reason, we 

multiplied frequencies originating from written corpora by the constant 2.05, the 

highest ratio of lexical diversity between spoken and written reported in Johansson 

(2009). Because we hypothesize that the frequency of our target words should be 

lower in written communication, this adjustment creates a more conservative 

estimate. 

2.8.2 Results 

Table 1 reports raw word frequencies for uh, um, er, and erm (British forms of 

uh and um) across spoken and written corpora, and written frequencies when 

corrected for the difference in lexical diversity between the two media.  

With the exception of the COCA corpus, the rates of spoken uh, um, er, and erm are 

many times higher in spoken corpora than written corpora. The average rate of ums 

and uhs in the spoken MICASE and Artwalk corpora was 9,802 instances per million 

words compared to 430 instances per million words in the written IAC and 
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SubtlexUS corpora, adjusted for lexical diversity, a difference of 23 to 1. For COCA, 

this relationship was 0.44 to 1: there were more written ums and uhs than spoken.  

In the spoken corpora, the ratio of ums to uhs was 1.07 to 1 for MICASE, 1.24 to 1 

for Artwalk, 0.71 to 1 for the BNC, and 0.47 to 1 for COCA. That is, in the American 

conversational spoken corpora, there were more ums than uhs, and in the British 

corpus and the American television and radio corpus, there were more uhs than ums.  

In the written corpora, the ratio of ums to uhs was 0.52 to 1 for COCA, 0.94 to 1 for 

the IAC, 0.12 to 1 for SubtlexUS. The ratio of erms to ers was 0.18 to 1 for the BNC 

and 0.12 to 1 for the IAC. There were no written erms in SubtlexUS. That is, across 

all written corpora there were more uhs and ers than ums and erms. 

 
2.8.3 Discussion 

The difference between filler use in spoken and written corpora was stark, 

with far more fillers in spoken corpora. COCA’s rates were much lower than the 
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other corpora we examined. Because we could not ascertain whether ums or uhs were 

included in transcription instructions for COCA’s spoken corpora, we leave it out of 

our analysis entirely, merely noting that when we took a closer look at the COCA’s 

instances of um and uh that occurred in writing, we found the majority of them to be 

direct quotations. When excluding COCA, the rate of fillers across spoken to written 

settings was 23 to 1. Extrapolating this data to estimate how likely language users are 

to encounter fillers across settings suggests that for every filler a person reads in 

written conversation, a person could be expected to hear, conservatively, 23 fillers in 

spoken conversations.  

In American conversational corpora, there were more ums than uhs. In British 

conversational corpora and American television and radio corpora, there were more 

ers/uhs than erms/ums. In both American and British written corpora there were more 

ers/uhs than erms/ums. 

The strongest outlier in these data was the spoken component of COCA. Our 

best explanation of this difference is that although COCA’s spoken component is 

made up of unscripted conversations (such as interviews and debates) from television 

and radio programs, transcribers of these programs may not have concerned 

themselves with transcribing fillers. Additionally, speakers in television and radio 

may be more likely to have been trained against the use of fillers in speech. 

Television personalities may also have spoken quickly, which Clark and Fox Tree 

(2002) showed is inversely correlated with the frequency of fillers.  
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The BNC has fewer spoken fillers in comparison to both American English 

corpora, MICASE and Artwalk. But the BNC also has far fewer written fillers in 

comparison to the IAC and in SubtlexUS. The BNC displays a more than five-

hundred-fold difference in frequencies for er and erm across spoken and written 

formats, in comparison to the twenty-three-fold difference in MICASE, Artwalk, 

IAC, and SubtlexUS for spoken and written uh and um. One interpretation is that the 

words er and erm are just more commonly spoken than written in British English. 

Additionally, er and erm may be just far less commonly written in British English. 

Because American English generally uses uh and um, er and erm frequencies are 

predictably low for corpora featuring American English. Nonetheless, er is actually 

more common in the IAC and SubtlexUS than in the British English corpus. 

More convincing than the overall differences between spoken and written 

contexts may be that the highest rate of fillers, lexical diversity-corrected, for written 

corpora was in Subtlex, the corpus most clearly meant to emulate spoken dialogue. 

In summary, fillers are used more frequently in speech than in writing, although they 

do occur in both contexts. This result supports Hypothesis 1. In most spoken and 

written corpora investigated here, there were more uhs than ums. The exception was 

American conversational corpora where there were more ums than uhs. In Study 2, 

we turn to the test of whether fillers in writing indicate sarcasm.  

2.9 Study 2: Wait Signals at the Beginning of Turns 

In Study 2, we examined whether posts to online debate forums were more 

likely to be perceived as sarcastic if they began with a filler. Previous researchers 
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showed that the probability of Mechanical Turk workers rating a post-response pair 

from the Internet Argument Corpus as sarcastic was approximately 12% (Walker et. 

al., 2012). We also examined three other words and a phrase which we thought may 

also be used to indicate sarcasm: obviously, surely, no doubt, and clearly. If these 

phenomena indicate sarcasm, the probability that Mechanical Turk workers will rate 

posts as sarcastic should be higher than 12%. We tested the beginning of the turns 

because that is the likely location for fillers in writing (Fox Tree et al., 2011). 

2.9.1 Method 

In this section, we discuss the participants, materials, and procedure for Study 

2. 

2.9.2 Participants 

Mechanical Turk workers were required to have an overall approval rate of at 

least 95%, to have completed at least 500 tasks, and to have an IP address originating 

from an English-speaking country (including Australia, Canada, New Zealand, Great 

Britain, and the United States). Workers were paid $0.80 for rating 20 post-response 

pairs. 

2.9.3 Materials 

We used regular expressions to collect a set of stimuli from the Internet 

Argument Corpus. We then performed additional filtering by limiting our set to posts 

that had parent posts (contained a quote from a previous post) and contained between 

10 and 150 words. For example, “Wouldn’t this be contrary to the popular convention 

that sexuality is innate and orientation is permanent?” is a parent post to, “No, but it 
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would be contrary to your false premise that sexuality is a dichotomy and that 

orientation is uh... pardon the expression... rigid.” We collected all the post-response 

pairs in the Internet Argument Corpus which contained one of the following six 

textual patterns in the response: um (at the beginning of the response), uh (at the 

beginning of the response), obviously, surely, no doubt, and clearly. The last four of 

these textual patterns were included as contrasts to um and uh. The stimuli selected 

were others that had the potential to indicate sarcasm. All of them could be 

considered to belong to the category of “adjectives or adverbs used to exaggerate or 

minimize a statement” (Hancock, 2004, p. 453), which have been shown to be related 

to judgements of irony, although the set we selected was not specifically mentioned in 

Hancock (2004). Obviously was noted by several researchers as a marker of sarcasm 

(Burgers, Van Mulken, & Schellens, 2012; Oraby et al., 2016; Whalen et al., 2009). 

Surely and clearly were selected because of their similarity to obviously. No doubt is 

also similar to obviously and was part of a sarcastic sample in Whalen et al. (2009). 

Er and erm were not used, as they were not frequent enough in the corpus to analyze. 

We randomly selected 166 - 168 posts with each textual pattern from the results to be 

used as our stimuli. 

2.9.4 Procedure 

Once the final set of posts were selected, we then created a Human 

Intelligence Task (HIT) on Amazon Mechanical Turk that asked workers whether any 

part of the response contains sarcasm. Five workers rated each post-response pair and 
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posts were marked as sarcastic if the majority of workers (three out of five) agreed 

that the response contained sarcasm. A total of 233 workers accepted the tasks. 

2.9.5 Results 

Given that most sarcasm annotation tasks of this type find low reliability on 

sarcasm ratings, we expected low reliability (e.g., Walker et. al., 2012; Swanson, 

Lukin, Eisenberg, Corcoran, & Walker, 2017; Davidov, Tsur, & Rappoport 2010). 

Indeed, many studies avoid this problem by focusing on text that includes the explicit 

#sarcasm or #irony hashtags, common on Twitter (Peng, Lakis, & Pan, 2015; 

Liebrecht, Kunneman, & van Den Bosch, 2013; Abercrombie & Hovy, 2016; Riloff 

et. al., 2013; González-Ibánez, Muresan, & Wacholder, 2011) rather than have 

humans hand-annotate text. Davidov et al., (2010), when using Fleiss’s kappa with 

two categories (the fewer categories, the higher the 𝜅), achieved a reliability of .34 for 

Amazon reviews and .41 on Twitter tweets, indicating fair reliability at best. Even 

when including relatively clear cases of sarcasm, Swanson et. al., (2017) found an 

alpha of only .387. They argue that though this is usually considered low, the 

subjectivity of sarcasm may mean that it should be treated differently. Several 

researchers argue that these low agreements are a result of the fact that there is wide 

variation in how people use and understand sarcasm (Walker et. al., 2012; Swanson et 

al., 2017; Davidov, Tsur, & Rappoport, 2010). Low inter-rater reliability on manual 

ratings of sarcasm seems to be an unfortunate corollary of studying forms of sarcasm 

that don’t contain explicit textual flagging. 
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 Sure enough, our Krippendorff’s alpha for the workers’ ratings of sarcasm 

was 𝛼 = .17. As a part of the process of preparing the rating task, several researchers 

and assistants tested our HITs. Not one of our researchers or assistants were able to 

complete the task in fewer than five minutes. However, 39 of our 250 tasks were 

completed in under five minutes, 17 in under three minutes, and one in 14 seconds (as 

reported by Mechanical Turk). On the opposite end, 44 workers were reported as 

spending over 30 minutes on the task. Although we cannot be certain about the large 

discrepancy in times, a plausible explanation is that the short duration workers 

skimmed or ignored the post-response pairs, and the long duration workers took 

breaks while working on the task. Another possibility is that short duration workers 

considered their answers prior to accepting the task, leaving them with the trivial task 

of filling them in once they accepted the task, and the work time counter began. It 

could also be that some participants put little effort into the nontrivial cognitive task 

of sarcasm comprehension. 

 Although inter-rater reliability was practically nonexistent for our participants, 

there were still reliable differences between stimuli that contained our cues and those 

that did not. Comparing the rate of sarcasm across conditions is still valuable in spite 

of the high variability in participants’ rating behavior. We ran chi-squared tests of 

independence to determine if the rates of sarcasm in our post-response pairs were 

significantly different from the baseline rate of 12% that Walker et al. (2012) found 

using stimuli from the same corpus and an identical HIT procedure on Mechanical 

Turk. See Table 2. Post-response pairs starting with the word uh at the beginning of 
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the post had higher rates of sarcasm, 𝜒2(1) = 23.1, p < .001, Φ = .08, and we can be 

95% confident that between 18.1% and 31.3% of IAC post-response pairs that start 

with the word uh would be rated as sarcastic by a majority of mTurk workers. Post-

response pairs starting with the word um also had higher rates of sarcasm, 𝜒2(1) = 

43.2 p < .001, Φ = .11 and we can be 95% confident that between 22.6% and 36.5% 

of IAC post-response pairs that start with the word um would be rated as sarcastic by 

a majority of mTurk workers. In addition, post-response pairs including the word 

obviously had higher rates of sarcasm than baseline, 𝜒2(1) = 11.7, p = .001, Φ = .06 

and we can be 95% confident that between 14.8% and 27.1% of IAC post-response 

pairs that include the word obviously would be rated as sarcastic by a majority of 

mTurk workers, post-response pairs including the word surely had higher rates of 

sarcasm than baseline, 𝜒2 (1) = 18.6 p < .001, Φ = .08 and we can be 95% confident 

that between 16.9% and 29.8% of IAC post-response pairs that include the word 

surely would be rated as sarcastic by a majority of mTurk workers, and post-response 

pairs including the word clearly had higher rates of sarcasm than baseline, 𝜒2 (1) = 

6.2, p < .013, Φ = .04 and we can be 95% confident that between 12.6% and 24.3% of 

IAC post-response pairs that include the word clearly would be rated as sarcastic by a 

majority of mTurk workers. Post-response pairs including the phrase no doubt did not 

have higher rates of sarcasm than baseline, 𝜒2 (1) = 1.4, p = .239, Φ = .02 and we can 

be 95% confident that between 9.6% and 20.5% of IAC post-response pairs that 

include the phrase no doubt would be rated as sarcastic by a majority of mTurk 

workers. 
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 Our two best candidates, um and uh, each displayed rates of sarcasm more 

than double the baseline rate in the corpus.  

 

2.9.6 Discussion 

Writing um or uh at the beginning of a turn suggested to readers that the 

writers were being sarcastic at more than twice the base rate of sarcasm for the 

Internet Argument Corpus. This result supports Hypothesis 2. Ums and uhs were 

more predictive than a number of other words tested, including words others 

identified as related to sarcasm. This result supports Hypothesis 6. Of the 

conventional words hypothesized to be related to sarcasm — obviously, surely, no 

doubt, and clearly — only no doubt did not have a higher rate of sarcasm ratings than 

baseline. This result partially supports Hypothesis 5. 

 One possibility is that only wait signals at the start of turns will affect sarcasm 

perception. The start of a turn is more noticeable, and indeed others have tested the 

role of written discourse markers in turn initial position precisely because of the 

salience of this location (Abbott et al., 2011). In Study 3, we assessed whether wait 

signals in the middle of turns also influenced sarcasm perception.  
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2.10 Study 3: Wait Signals in the Middle of Turns 

In Study 3, we examined whether posts to online debate forums were more 

likely to be perceived as sarcastic if they contained a filler or an ellipsis that was not 

at the beginning of a turn (referred to henceforth as uh (within) and um (within)). We 

also examined quotation marks encapsulating single words, which we thought may 

indicate higher sarcasm as a textual equivalent of the air-quotes gesture (Lampert, 

2013). Once again, if fillers, ellipses, or quotes around a word indicate sarcasm, 

Mechanical Turk workers should rate posts including them as sarcastic at a rate 

higher than 12%. 

2.10.1 Method 

Methods for Study 3 were identical to Study 2 with two exceptions: First, we 

used different textual patterns to collect post-response pairs from the Internet 

Argument Corpus, and second, we recruited a smaller set of workers who already had 

experience rating sarcastic content in online debate posts, in an attempt to achieve 

higher inter-annotator agreement. 

2.10.2 Participants 

Mechanical Turk workers were recruited from a pool of workers who had 

previously been ranked as providing reliable ratings of sarcasm in textual stimuli 

according to the conditions specified in Oraby et. al., (2016). All workers were also 

required to have an overall approval rate of at least 95%, to have completed at least 

500 tasks, and to have an IP address originating from an English-speaking country 



 36 

(including Australia, Canada, New Zealand, Great Britain, and the United States). 

Workers were paid $0.80 for rating 20 post-response pairs. 

2.10.3 Materials 

As in Study 2, we used regular expressions to match specific textual patterns 

within the Internet Argument Corpus, using the same constraints as before, selecting 

only posts that had between 10 and 150 words, and included a quote from a previous 

post. 

 We randomly selected sets of approximately 200 posts per pattern. Due to 

possible limitations of our scripts combined with relative scarcity of cues within the 

corpus, only 159 uh (within) posts were identified. Further, some posts were 

manually removed because upon inspection the posts fell into categories we did not 

want to examine and also believed we could computationally control for in future 

studies. The categories that made a post-response pair eligible for exemption from our 

set of stimuli were: (1) The post-response pair was a duplicate post-response pair to 

one that already existed in the set (1 removed), (2) The post-response pair included 

the matched pattern as part of a URL (19 removed), (3) The response did not include 

fillers or ellipses (15 removed) and (4) The post-response pair was not written in 

English (1 removed). This process afforded us a set of 154 uh (within) posts, 182 um 

(within) posts, 184 ellipses posts, and 292 quoted word posts (posts with quoted 

words were relatively plentiful within the IAC, and so were used to fill our quota for 

the HIT). Quotations were included as contrasts to um and uh. Quotations have been 
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argued to express sarcasm both in speaking, as air-quotes (Lampert, 2013), and in 

writing (Carvalho et al., 2009).  

2.10.4 Procedure 

Once the final set of posts were selected, we then created a HIT (Human 

Intelligence Task) on Amazon Mechanical Turk that asked workers whether any part 

of the response contains sarcasm. Five workers rated each post-response pair, and 

posts were marked as sarcastic if the majority of workers (three out of five) agreed 

that the response contained sarcasm. A total of nine workers accepted the tasks. 

2.10.5 Results 

As in Study 2, we expect a low worker reliability due to the challenges 

presented in Section 3.2. For Study 3, the Krippendorff’s alpha for the workers’ 

ratings of sarcasm was 𝛼 = .32, which was higher than the alpha of .17 in Study 2, but 

still far under common thresholds for fair reliability (Krippendorff, 2004). We 

attribute this to the higher quality of our workers. The Krippendorff’s alpha was also 

higher than the alpha of .22 for the original sample of 3,158 post-response pairs. We 

attribute this boost in reliability to the fact that our set of posts contained strong 

predictors of sarcasm (um, uh, or ellipses), so the sarcasm should be less ambiguous, 

leading people to agree on it in more cases. This explanation fits with the higher alpha 

(.39) achieved in another study in which researchers included unambiguous 

sarcastic/non-sarcastic post-response pairs (Swanson, Lukin, Eisenberg, Corcoran, & 

Walker, 2017). 
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 Despite the low reliability between workers, comparing sarcasm ratings across 

conditions is still valuable. While reliability detects the agreement of workers, the 

following analyses detect differences between overall proportion of post-response 

pairs rated as sarcastic. We ran chi squared tests of independence to determine if the 

rates of sarcasm in our post-response pairs were significantly different from the 

baseline rate of 12% that Walker et al. (2012) found using stimuli from the same 

corpus and an identical HIT procedure. See Table 3. Post-response pairs including the 

word uh had higher rates of sarcasm, 𝜒2(1) = 363.7, p < .001, Φ = .33, and we can be 

95% confident that between 60.1% and 74.9% of IAC post-response pairs that include 

the word uh would be rated as sarcastic by a majority of mTurk workers. Post-

response pairs including the word um also had higher rates of sarcasm, 𝜒2 (1) = 

309.8, p < .001, Φ = .30 and we can be 95% confident that between 52.2% and 66.4% 

of IAC post-response pairs that include the word um would be rated as sarcastic by a 

majority of mTurk workers. And post-response pairs including ellipses had higher 

rates of sarcasm, 𝜒2 (1) = 122.6, p < .001, Φ = .19, and we can be 95% confident that 

between 33.6% and 47.9% of the IAC post-response pairs that include ellipses would 

be rated as sarcastic by a majority of mTurk workers. In addition, post-response pairs 

including quotations had higher rates of sarcasm, 𝜒2 (1) = 195.2, p < .001, Φ = .24, 

and we can be 95% confident that between 36.5% and 47.8% of the IAC post-

response pairs that include quotations would be rated as sarcastic by a majority of 

mTurk workers. 
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2.10.6 Discussion 

Writing um, uh, or using ellipses in the middle of a turn suggested to readers 

that the writers were being sarcastic at 4.5 times the base rate of sarcasm for the 

Internet Argument Corpus. These results support Hypotheses 3 and 4. The lowest rate 

found, for ellipses, was still over triple the baseline rate of sarcasm in the corpus. This 

result supports Hypotheses 7 and 8.  

 As observed in prior work (Carvalho et al., 2009; Lampert, 2013), quotations 

around single words were also indicative of sarcasm, at over triple the baseline rate. 

In speech, people reported that they used direct quotation (which would be expressed 

with quotation marks if written) to be entertaining (Blackwell & Fox Tree, 2012). 

Direct quotes were also used to report thoughts (Fox Tree & Tomlinson, 2008), and 

were often accompanied by vocal and bodily demonstrations, such as moving the 

mouth and neck up as if howling and using a howling voice to imitate a dog’s 

behavior (Blackwell, Perlman, & Fox Tree, 2015). Being entertaining, reporting 

thoughts, and adding vocal and bodily information might all contribute to a 

relationship between spoken quotation and sarcasm. This relationship may be alluded 

to with written quotations. Written quotations may also act as text-separators to 
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highlight non-literal content (Whalen et al., 2009, p. 275). As text-separators they 

could potentially contribute to the pacing of information consumption which in turn 

may be suggestive of sarcasm, as proposed for um, uh, and ellipses.  

2.11 General Discussion 

Sarcasm has been studied across speech and writing and in synchronous and 

asynchronous settings. In the current series of studies, we documented the prevalence 

of fillers across spoken and written corpora and tested how likely fillers were to 

suggest sarcasm when they fell at the beginning of turns and in the middle of turns. 

We predicted that fillers would be more frequent in speaking than in writing (H1). 

We also predicted that fillers would suggest sarcasm because they are uncommon in 

writing (H2, H3), and that fillers and ellipses would suggest sarcasm because they 

communicate the need to wait in a context where waiting isn’t necessary (H4). We 

thought that seeing elements typical of spoken speech in writing (fillers and a written 

representation of spoken pauses, ellipses) would suggest to readers a need to think 

more deeply about what the writer was communicating.  

 We also predicted that obviously, surely, clearly, and no doubt would indicate 

the presence of sarcasm (H5), although at lower rates than fillers and ellipses (H6), 

and that quotation around a single word would indicate sarcasm (H7), also at lower 

rates than fillers and ellipses (H8), because fillers and ellipses indicate delay, further 

prompting readers to consider the material they were reading more deeply. We 

predicted that the search for deeper meaning would lead listeners to consider writers’ 

non-literal goals in using fillers and ellipses, such as the production of sarcasm. 
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Across corpora, we demonstrated that fillers are more common in speech than in 

writing. We also documented differences in preferences for er/uh versus erm/um 

across corpora and settings, with more ums in conversational American English 

corpora, and more ers/uhs in a conversational British corpus, a television/radio 

American corpus, and all written corpora. In two studies, we showed that fillers and 

ellipses reliably indicated sarcasm to readers and to a greater extent than other 

sarcasm-predicting devices. 

These data are indicative of a broader pattern in which writers use incongruent 

language to express sarcasm (Clark & Gerrig, 1984; Kovaz et al., 2013; Rubin et al., 

2016). Another way to view incongruence is by noting language that is used more 

frequently in one medium than another. Because fillers and pauses are not necessary 

in asynchronous written communication, such as online forums, the use of fillers and 

pauses are contextually inappropriate — their use contrasts with their medium. We 

suggest that this contrast is what enables um, uh, ellipses, and likely other 

phenomena, to cue non-literal meaning, including sarcasm. 

One next step with this research is to examine whether these patterns exist for 

more types of computer-mediated communication, including testing varying levels of 

synchronicity. More synchronous communicative methods, like instant messages and 

text-messages, could be expected to have lower rates of sarcasm co-occurrence with 

fillers, because fillers would be more likely to be used in these media for their time-

noting functions; for example, communicators using text chat might write um to 

indicate that their response will be delayed (although text chat programs that contain 
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blinking ellipses to indicate that the respondent is writing may obviate the need for an 

um). More asynchronous communicative methods, like Reddit and other message 

boards, could be expected to have higher rates of sarcasm co-occurrence with fillers, 

much like we observed here with an online debate forum. Other phenomena that 

might be explored include other wait signals, such as words like wait or hang on, 

characters like em-dashes, typographic behavior such as spacing out words, like t h i 

s, or elongations like thiiiiis. Like fillers, elongations have been shown to indicate 

upcoming problems in speech (Fox Tree & Clark, 1997). Their interpretation in 

writing may be similar to fillers as well.  

Another next step with this research is to assess the role of wait signals on 

other kinds of inferences readers can make beyond sarcasm. For example, wait 

signals may influence assessments of politeness or evasion. Hearing ums at the 

beginning of the spoken turns affected listeners’ judgements of speakers’ production 

difficulty, comfort, and honesty (Fox Tree, 2002). But this wasn’t because the ums 

were a leaked symptom of difficulty, discomfort, or dishonesty. The assessments 

were a product of the ums’ basic meaning — announcing an upcoming delay — 

coupled with the requirements of the task. Listeners were, in essence, asking 

themselves why a speaker would need to delay right then, and, if thinking about 

honesty, conclude that the speaker needed time to come up with a deceptive answer.  

Finally, it would be interesting to determine whether there is a difference in 

how sarcastically ums are viewed as opposed to uhs. In spoken communication ums 

lead to longer pauses than uhs on average (Clark & Fox Tree, 2002). Since wait 
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signals in online forums seem to be able to cue sarcasm through their 

inappropriateness, a longer pause could be viewed as more inappropriate than a short 

one. It is possible, therefore, that the longer pauses implied by um lead to higher 

ratings of sarcasm than uh. Although our data trends toward ums at the beginnings of 

posts being rated as sarcastic more frequently than uhs, it trends in the opposite 

direction for ums and uhs in the middle of posts. It’s also important to note that 

frequency does not necessarily imply intensity, so it would be interesting to use a 

more nuanced rating of sarcasm to check for differences between wait signals. 

As we achieve a better understanding of mechanisms and cues of non-literal 

language, both in writing and in speech, we will be able to train computers to flag 

sarcasm in language more and more accurately, leading to better tools to assist those 

who could benefit from them. One group who could benefit are people with hearing 

difficulties. Deaf children show slower development in recognizing sarcasm than 

hearing children, and although native sign language signers’ performance appears to 

eventually catch up to hearing persons’, late signers (those from hearing families) 

continue to show reduced performance in sarcasm recognition into adulthood 

(O’Reilly & Peterson 2014). Another group who could benefit are people on the 

autism spectrum, who struggle with sarcasm identification (Kaland, Møller‐Nielsen, 

Callesen, Mortensen, Gottlieb, & Smith, 2002; Peterson 2012). A third group who 

could benefit are second language learners, who also struggle with sarcasm 

identification, such as identifying satirical news (Prichard & Rucynksi, 2019). And 

there are others who could benefit, such as anyone who has trouble differentiating 
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satirical news reports from real stories, or who has trouble recognizing the satire 

behind a deadpan delivery. Technology with the ability to recognize sarcastic intent 

could inform readers of non-literal meaning as they read, bridging gaps in 

communication.  
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3 Chapter 2: The Sarchasm: Sarcasm Production and Identification in 

Spontaneous Conversation 

3.0 Pre-introduction 

 In this chapter, I present results from a published paper, The Sarchasm: 

Sarcasm Production and Identification in Spontaneous Conversation (Fox Tree et al., 

2020), in which we present a novel method for eliciting large amounts of sarcasm in 

the laboratory, and then provide evidence that correctly recognizing sarcasm in others 

may be far less accurate than previously believed. Although many studies have 

attempted to achieve high interrater agreement on sarcasm, this study is the first to 

examine interrater agreement directly between the sarcasm producer (whose reports 

of sarcasm are taken as veridical) and their interlocutor (who must recognize the 

speaker’s intent). 

3.1 Abstract 

We tested sarcasm production and identification across original 

communicators in a spontaneously produced conversational setting, including testing 

the role of synchronous movement on sarcasm production and identification. Before 

communicating, stranger dyads participated in either a synchronous or non-

synchronous movement task. They then completed a task designed to elicit sarcasm, 

although no instruction to produce sarcastic content was provided. After 

communicating, participants immediately reviewed their conversations and identified 

their own and their addressees’ sarcastic utterances. No definition of sarcasm was 

provided. We found that participants who had moved synchronously identified more 
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sarcasm in their own productions. They did not identify more sarcasm in their 

partner’s productions, however. We also discovered that most identifications of 

sarcasm did not align across conversational participants, and neither did those of 

outside observers. People reported sarcasm in their addressees commensurate with the 

sarcasm they produced, rather than the sarcasm that their addressees self-reported. 

There were numerous cases of sarchasm, where producers’ intended sarcasm was not 

identified by addressees. 

3.2 Introduction 

In 2019, a marketing firm asked people what phrases like, “I’ll bear that in 

mind,” mean, finding that people from the United States and the United Kingdom 

understood the phrases differently (Smith, 2019): Americans leaned towards, “I will 

probably do it,” and Britons leaned towards, “I’ve forgotten it already.” The study 

was reported by BBC news with the title, “YouGov survey: British sarcasm ‘lost on 

Americans’” (BBC, 2019). The experience of misunderstanding sarcasm is common 

enough to have prompted the neologism sarchasm, “the gulf between the author of 

sarcastic wit and the recipient who doesn’t get it” (Witte, 1998). Unlike successful 

sarcasm, which is understood by speakers and addressees, sarchasm reveals 

communicative failure. The failure can be with stock phrases like, “I’ll bear that in 

mind,” but it can also be with on-the-spot creations, such as saying, “I’ll put that 

down in my notebook of things to remember,” while meaning that the information 

will not be recorded (Bryant & Fox Tree, 2002, p. 114). In this report, we examine 
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how often sarcasm and sarchasm occur in spontaneous dialogue, and whether feelings 

of closeness, as created by synchronous movement, can invite increased sarcasm use. 

3.2.1 What is Sarcasm? 

 Many researchers have proposed different ways to define sarcasm and closely 

related phenomena such as verbal irony (e.g., Kreuz & Glucksberg, 1989; Rockwell, 

2003; Utsumi, 2000). But distinguishing sarcasm from other nonliteral language use, 

such as verbal irony, may be impractical. Many people cannot reliably distinguish 

them (Bryant & Fox Tree, 2002) and several researchers have collapsed the 

categories (Attardo, Eisterhold, Hay, & Poggi, 2003; Kruger, Epley, Parker, & Ng, 

2005). For the purposes of this paper, we will refer to verbal irony as sarcasm, except 

where citing authors who refer specifically to irony. Sarcasm (or sarcastic verbal 

irony) is frequently understood as a type of figurative language that conveys a 

negative meaning that stems from a clearly incorrect literal interpretation (Kreuz & 

Glucksberg, 1989).  

3.2.2 Cues to Sarcasm 

Cues to sarcastic intent can be linguistic, behavioral, or social-contextual. An 

important linguistic cue to sarcasm is non-veridicality, or asserting a state of affairs 

that contradicts the actual state of affairs (Kreuz & Glucksberg, 1989). Another 

linguistic cue is hyperbole (Kreuz & Roberts, 1994). Particular words can also be 

cues to sarcasm, such as the phrase yeah right in conversations (Tepperman, David, & 

Narayanan, 2006), the phrases let’s all and I love it when in online debates (Oraby, 
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Harrison, Reed, Hernandez, Riloff, & Walker, 2016), and the words um and uh, and 

ellipses, in written communication (D’Arcey, Oraby, & Fox Tree, 2019).  

Behavioral cues include smiles, laughter, lip tightening, and slow 

nods (Caucci & Kreuz, 2012), as well as a lack of facial cues, such as when dead-

panning (Attardo, et al., 2003). Gaze is another important cue, both towards a partner 

(Caucci & Kreuz, 2012) and away from a partner (Williams, Burns, & Harmon, 

2009). Gaze towards a partner was observed when people produced spontaneous 

sarcasm and gaze away from a partner was observed when people expressed prepared 

sentences sarcastically or sincerely, although there may have been other differences in 

methods behind the opposite gaze findings. Heavy stress, nasalation, and slower rate 

of speech have also been linked to sarcasm (Cutler, 1976), although other researchers 

have found little evidence for prosodic consistency across ironic and sarcastic 

utterances, which shows that listeners do not rely on a specific set of acoustic cues to 

identify sarcastic and ironic utterances (Bryant & Fox Tree, 2005; Bryant, 2010). 

 Potential social-contextual cues to sarcasm include information about who is 

communicating and under what circumstances they are communicating. For example, 

watching a late-night comedy show or engaging in discussion of a topic that all 

parties feel cynical about may prime people to expect sarcasm. Some evidence for the 

use of social-contextual cues is suggested by observations that people are more likely 

to be sarcastic with friends (Rockwell, 2003). People may be more willing to use 

sarcasm with friends because they are less concerned about sarchasms and the 
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consequent loss of face when they say something that is not immediately understood 

by their addressee.  

Other evidence for the importance of context is that a mismatched, contrasting 

context can alter judgements of sarcasm. When spontaneously produced ironic 

utterances from talk radio were couched in non-ironic contexts, people perceived less 

sarcasm than when the same items were couched in ironic contexts (Bryant & Fox 

Tree, 2002). Social factors also matter: The bite of sarcasm varied depending on what 

part of the country people came from (Dress, Kreuz, Link, & Caucci, 2008). In a 

cultural group that views sarcasm as negative, cues may be qualitatively different.  

Cues to sarcasm are not always produced in the contexts one might expect. 

For example, it might seem that people would use more cues in situations where there 

is a higher likelihood of sarchasm or misinterpretation, such as when communicating 

with strangers. But people used more visual and auditory behavioral cues with friends 

(Caucci & Kreuz, 2012). As another example, it may seem that people would use less 

sarcasm when communicating using text, because it lacks potentially clarifying visual 

or auditory clues. But, in at least some situations, people used more irony in 

computer-mediated communication than in face-to-face communication (Hancock, 

2004). Both the greater use of cues with friends and the greater use of sarcasm in text 

may result from different attitudes towards risk. More cues help friends avoid 

sarchasms. At the same time, fewer interpersonal risks from computer-mediated 

communication with anonymous strangers may enhance communicators’ willingness 

to risk a sarchasm in the service of humor. In addition to humor, people also use 
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ironic language to communicate nuances of opinion and to strengthen relationship 

bonds (Dews & Winner, 1995). 

In summary, linguistic, behavioral, and social-contextual cues all contribute to 

whether people are likely to interpret an utterance as sarcastic. Who one is 

communicating with and under which circumstances will also affect the likelihood of 

producing sarcasm. Friendship status in particular has an important effect on 

emotional expressions, as friends are more likely to share negative information with 

friends than with strangers (Segrin & Flora, 1998). People also felt more comfortable 

expressing themselves impolitely with friends than strangers, and interpreted 

utterances differently depending on whether they were produced by friends or 

strangers (Gupta, Walker, & Romano, 2007). 

3.2.3 Understanding Sarcasm 

Three models of sarcasm understanding are the Standard Pragmatic model, the 

Direct Access model, and the Parallel-Constraint-Satisfaction model. The Standard 

Pragmatic model holds that figurative language — including sarcasm — is always 

processed with the literal interpretation first. The Direct Access model takes an 

opposing view, that figurative language may be interpreted without first processing 

literal meanings (Gibbs, 2002). Similar to the Direct Access model, the Parallel-

Constraint-Satisfaction model holds that people process a number of cues to ironic 

intent all at once (in parallel) in order to determine a speaker’s meaning (Pexman, 

2008). Even from an early age, children are able to select between literal and ironic 

meanings with equal facility (Pexman, 2008). While it is possible for literal 
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interpretations to arise first, contextual cues can lead people to interpret a sentence 

figuratively just as easily, assuming that the interpreter has a decent grasp of Theory 

of Mind and the executive function for non-literal sentence interpretation. 

While people in general can understand nonliteral language even as children, 

there is some evidence that there may be individual differences in sarcasm 

comprehension. People with higher self-reported sarcasm were more confident in the 

identification of sarcastic intent, and were also faster at processing irony (Ivanko, 

Pexman, and Olineck, 2004). The more sarcastic a person described themselves to be, 

the more likely they were to select a sarcastic response from a set of four verbal 

responses to a vignette, when the vignette described the participant as having a 

conversation with a best friend (Ivanko et al., 2004). Notably for comparison to our 

study, however, sarcasm ratings for ironic criticisms were not affected by individual 

differences (Ivanko et al., 2004). The researchers also admitted to limitations in their 

experimental design, namely that the task was not a face-to-face, naturalistic 

interaction between individuals.  

3.2.4 Misunderstandings in Communication 

One issue with identifying miscommunication in communication is that it’s 

unclear how often people correct misunderstandings in general. People can have 

misunderstandings without overt repair. For example, people are happy to answer 

survey questions even when their conceptualization of what is asked is different from 

the surveyor’s, as evidenced by their willingness to change answers when provided 

more information about the survey question (Schober, Suessbrick, & Conrad, 2018). 
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People can also have misunderstandings that are not relevant to the task at hand; for 

example, a misunderstanding of what it means to have smoked a cigarette is irrelevant 

for a survey responder who has never smoked, puffed, or inhaled a cigarette, cigar, or 

pipe (Schober et al., 2018). Finally, people correct mistakes while moving their 

conversations forward without explicitly noting the need for repair; in fact, noting the 

repair can be viewed as leading the conversation in the wrong direction (Albert & de 

Ruiter, 2018).  

When people do indicate misunderstanding, communication is improved. For 

example, when describing paths through mazes, people used feedback suggesting lack 

of understanding to move more quickly to more generalizable ways of 

conceptualizing the mazes, such as by viewing them as abstract grids rather than 

idiosyncratic paths (Healey, Mills, Eshghi, & Howes, 2018). Expressing lack of 

understanding has also been proposed to drive the presentation of alternate 

descriptions of abstract shapes in referential card tasks (Tolins, Zeamer, & Fox Tree, 

2018), with multiple perspectives on the shapes linked to better performance at the 

task (Fox Tree, 1999; Fox Tree & Mayer, 2008) — a process that may also be behind 

the observation that increased feedback from any matcher in a multi-party referential 

card task resulted in better performance for all matchers (Fox Tree & Clark, 2013). 

Children can also take advantage of expressions of negative feedback. Children 

learned words better when they observed an addressee disagreeing with a partner’s 

object label than when the addressee agreed, as long as the turns were interwoven 

(Tolins, Namiranian, Akhtar, & Fox Tree, 2017).  
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Perhaps because of these issues with recognizing miscommunication, most 

prior work on communication of sarcastic intent has not suggested any glaring 

difficulty. One study of emails suggests that sarcastic intent can be communicated 

effectively, although people overestimate their effectiveness (Kruger et al., 2005). 

People wrote sincere and sarcastic comments about 10 topics to each other. They 

thought they communicated accurately about 97% of the time but were actually only 

accurate 85% of the time — although they were more aligned when they 

communicated by voice (Kruger et al., 2005). Texted misunderstandings can result 

from linguistic or pragmatic miscommunication, as well as affective 

miscommunication, such as interpreting tone as angry when it wasn’t or 

misunderstanding humor and sarcasm (Kelly & Miller-Ott, 2018). In a study of 

participants’ self-reported misunderstanding, most affective miscommunication 

identified by participants was about tone, but about a fifth of the miscommunication 

was misinterpretation of humor and sarcasm (Kelly & Miller-Ott, 2018).   

In contrast to the 85% agreement of Kruger et al. (2005), in another study of 

understanding sarcasm in written communication in a more naturalistic setting, 

researchers found very little agreement on nonliteral intent. Posts to an online fashion 

forum were assessed for sarcasm and humor by the posts’ authors and by a variety of 

readers who ranged in similarity to the authors, such as by also belonging to the same 

forum, belonging to other forums, or being from the same demographic group but not 

being forum users (Kellner & Schober, 2018). Opinions about the celebrity fashions 
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were judged as positive or negative. Readers aligned with authors less than 10% of 

the time on recognizing sarcastic intent, although more similar readers aligned more.  

This is similar to other research showing that friends can package messages 

for each other better than they can for strangers (Fussel & Krauss, 1989), suggesting 

some truth to people’s anecdotal feelings that they understand sarcasm better when 

communicating with friends. But although knowing how a friend thinks seems like it 

would make people more likely to understand each other’s sarcasm, it is also true that 

sharing information can create misunderstanding. In a referential communication 

game, directors who overlapped a lot with their addressees on object labels they were 

taught before the game were more likely to think their addressees knew a label that 

only they knew than directors who overlapped less with their addressees (Wu & 

Keysar, 2007).  

3.2.5 Synchronous Movement 

The important role of friendship status in sarcasm production and 

comprehension suggests that enhancing feelings of friendship may be one way to 

increase people’s production of sarcasm and improve their ability to accurately detect 

it. Synchronous movement improves social bonds, so moving together may 

approximate feelings of friendship, causing people to use sarcasm in subsequent 

conversations. 

 Synchronous movement occurs when two or more people engage in physical 

action that overlaps temporally. The movements can manifest as the same action, 

such as when two people both wave their right hand, or as different actions, such as 



 66 

when dancers engage in different movements set to the same music (Hove & Risen, 

2009). Synchronous movement can affect perception of rapport; for example, the 

sound of footsteps occurring together and animated stick figures walking together 

gave perceivers the impression of heightened rapport in comparison to when they did 

not move together (Miles, Nind, & Macrae, 2009). Synchronous movement can also 

affect actual rapport. Consciously moving in synchrony facilitated rapport within 

dyads (Bernieri, 1988; Wheatley, Kang, Parkinson, & Looser, 2012) and produced 

more cooperative behaviors and feelings of being on the same team (Wiltermuth & 

Heath, 2009). Both large and small motor movements heightened cooperative 

behaviors (Wiltermuth & Heath, 2009). Synchrony also elicited compassion and 

altruistic behavior (Valdesolo & DeSteno, 2011). Unconscious synchrony facilitated 

smoother social interactions and increased regard for communicative partners 

(Chartrand & Baugh, 1999). Body posture mimicry also enhanced prosocial behavior 

towards others (van Baaren, Holland, Kawakami, & van Knippenberg, 2004).  

We tested the effects of synchronous and non-synchronous movement on 

subsequent communication. If synchronous movement boosts general feelings of 

social connection, then sarcasm production might be increased and comprehension 

might be improved after synchronous movement compared to non-synchronous 

movement.  

3.2.6 Current Studies 

 We propose that enhanced social connection from synchronous movement 
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prompts increased sarcasm use and more accurate sarcasm detection between 

conversational participants.  

In Study 1, participants engaged in either synchronous or individual 

movement activities before participating in a sarcasm-inducing conversation about 

badly dressed celebrities, a task developed by Hancock (2004). Immediately after 

talking about the celebrities, participants went into individual booths to view a 

recording of their conversation, a task that is similar to one used by Amati and 

Brennan (2016) to investigate white lies. In private booths, each participant identified 

times in the recording they had used sarcasm and where they believed their partner 

had used sarcasm. If synchronous collaborative movement increases friendliness 

between strangers then people should feel more comfortable being sarcastic after they 

have moved together with their conversational partner. This would be observable 

through both individuals’ identifications of their own sarcastic productions and 

individuals’ identifications of their addressees’ sarcastic productions.  

In Study 2, we compared an individual’s self-identified sarcastic utterances to 

perception of the same utterances by their interlocutor. That is, we tested to what 

extent dyad participants agreed on what was sarcastic in their conversation. We 

compared accuracy across the synchronous and non-synchronous conditions, as well 

as inaccuracy across conditions. Because people could note as few or as many 

sarcastic utterances as they wanted, it was possible for people to be both highly 

accurate (e.g. identifying all five sarcastic utterances their partner self-identified) as 

well as highly inaccurate (e.g. identifying ten sarcastic utterances that their addressee 
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did not identify). We predicted that participants who engaged in synchronous 

movement would agree more and disagree less than participants who engaged in the 

non-synchronous movement. More specifically, we predicted that turning strangers 

into friends would result in more cues to sarcasm (cf. Caucci & Kreuz, 2012), which 

would enhance conversational participants’ abilities to correctly identify sarcasm. In 

addition, conversational participants who engaged in synchronous activity may be 

more accurate because they pay more attention to their partners (cf. Macrae et al., 

2008).  

In Study 3, we examined the details of participant agreement in both 

quantitative and qualitative ways. These details can help determine whether there are 

study design differences that explain the conflicts between our results and others’.  

Our work differs from earlier work in numerous ways. We went beyond tests 

where communicators’ sarcasm was produced on demand in answer to predetermined 

questions (e.g., Rockwell, 2003) or where production of sarcasm was assessed by 

selection from restricted options (e.g., Ivanko et al., 2004) by having communicators 

identify the sarcasm in their own and their partner’s talk immediately after their 

conversations. We also went beyond tests that used prepared sarcastic materials such 

as written text (e.g., Burgers, van Mulken, & Schellens, 2012; Pexman & Olineck, 

2002) or puppet dialogue (e.g., Nilsen, Glenwright, & Huyder, 2011) by inviting 

sarcasm production in spontaneous communication. In addition, our assessment of 

what was sarcastic went beyond identification based on the interpretations of people 

who were not part of the communication, such as trained identifiers (e.g., Burgers, 
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van Mulken, & Schellens, 2011; Campbell & Katz, 2012) or experimenters observing 

the conversations (e.g., Caucci & Kreuz, 2012): We tested how original 

communicators produced and identified sarcasm.  

While we were hopeful that our predictions would be borne out, we 

foreshadow our results with a cautionary note: People overestimate how well they 

communicate with their friends. Prior researchers have noted that although people 

think they communicate better with friends (and spouses), they actually do not 

(Savitsky, Keysar, Epley, Carter, & Swanson, 2011). Experimental participants tried 

to get their addressees to select the appropriate meaning of an ambiguous sentence 

they produced. They produced sentences like, “What have you been up to?”  which 

“could convey irritation that someone is late, interest in someone’s well-being, 

suspicion over possible romantic infidelity, or playful conjecture about an imminent 

surprise party” (Savistky, et al., 2011, p. 271). Although they thought their friends 

and spouses would be much better than strangers at selecting the right intention, 

friends were only marginally better, and spouses were not at all better. With respect to 

sarcasm, we may find that creating a feeling of friendship through synchronous 

movement may similarly have no effect on accuracy of sarcasm identification. 

3.3 Study 1: Synchronous Movement and Sarcasm 

 To enhance feelings of interpersonal collaboration, in the synchronous 

movement condition participants engaged in a brief movement activity facing each 

other. In the non-synchronous movement condition, participants engaged in the same 

movement activities, but facing away from each other. After the movement activity, 
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participants engaged in a conversation designed to elicit sarcasm. Immediately after 

this conversation, participants reviewed a videorecording of their conversation and 

individually noted where they produced sarcasm and where they thought their 

addressee had produced sarcasm. 

3.3.1 Method 

3.3.1.1 Participants 

One hundred thirty students from the University of California, Santa Cruz 

participated in this study in exchange for course credit. They were grouped into 65 

dyads. Due to the difficulty of getting two participants in the lab simultaneously, we 

ran as many dyads as possible over an 8-month period in 2017. There was no 

stopping rule. Sixteen dyads were excluded from analyses because research assistants 

who ran these participants were found to be making small talk with participants prior 

to their participation. Because research assistants were not blind to which condition 

was being run, this created a potential camaraderie confound between conditions. 

Three dyads were excluded from analyses because they reported that they were 

friends before participating in the study. Two dyads were excluded due to poor audio 

quality that made it difficult for participants to complete the experimental tasks. 

Finally, because the goal of the present study was to examine sarcasm production, the 

five dyads that included a person who did not identify any sarcasm were also 

excluded from analysis. People who did not identify sarcasm could be people who 

were not sensitive to sarcasm (we note here that lack of sarcasm sensitivity has been 

used as an indicator of communicative problems; Peterson, Wellman, & Slaughter, 
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2012). Another possibility is that people who did not identify sarcasm were 

inattentive or eager to leave the experiment quickly. Of the remaining 39 dyads, 46 

participants identified as female, 31 participants identified as male, and one 

participant identified as non-binary. Participants’ ages ranged from 18 to 37 (M = 

20.04, SD = 2.59).  

3.3.1.2 Procedure 

Dyads were randomly assigned to the synchronous or non-synchronous 

condition. Each dyad engaged in either a synchronous or non-synchronous movement 

activity lasting approximately six to eight minutes. In the brief movement activity, 

participants either faced each other while engaging in synchronous movement, or 

faced away from each other without collaborating. In both conditions the movements 

were identical except for whether the participants faced towards or away from each 

other. Participants were not recorded during the movement activity in order to 

facilitate their comfort (cf. Christenfeld & Creager, 1996, where participants were 

asked to dance in front of a camera in order to induce anxiety).  

In the synchronous condition, one participant was randomly designated the 

leader and interpreted the experimenter’s movement instructions, and the second 

participant mimicked the leader’s motions. First, participants performed movements 

as instructed by the experimenter, such as moving their left arm in circles and 

swaying their bodies. Then participants passed an imaginary ball of varying weights 

to each other. Finally, participants engaged in a mirroring exercise, where they were 
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instructed to make faces depicting emotions. Halfway through this synchronous 

movement activity, the partners switched leading and following roles. 

In the non-synchronous condition, participants interpreted the same instructor-

directed movements individually, then threw a ball of varying weights against the 

wall, and finally made the same faces while facing a wall.  

After the movement activity, participants engaged in a conversation designed 

to elicit sarcasm. Stimuli for the conversation consisted of well-known celebrities 

wearing ugly outfits (cf. Hancock, 2004). One male and four female celebrities were 

depicted across four laminated 8.5” x11” prints. Participants were also given an 

envelope containing possible conversation topic prompts to use if their conversation 

got stuck. See Appendix A for the prompts. Of the 39 dyads included in analyses, 31 

dyads used the prompts. On average, they started using them about 4 minutes 19 

seconds into the conversation (SD = 2 min 38 sec). 

The experimenter told participants that they would be engaging in a ten-

minute video-recorded conversation, started recording, and then left the room to 

allow conversation to commence. Participants were given ten minutes for the 

conversation. This was the average length of time found in Hancock (2004) for face 

to face conversations. The participants’ 10-minute conversations were video-recorded 

with Logitech c920 HD Pro webcams at 1280x720 resolution.  

Immediately following the conversation, participants were directed into 

separate rooms to review the video recording of their conversation, identifying at 

what points in the conversation they used sarcasm and when they believed their 
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partner used sarcasm (cf. Amati & Brennan, 2016). The participants’ responses were 

identified as timestamps indicating the beginning of utterances that corresponded to 

the video of the dyads’ conversations. Finally, participants answered a 13-item survey 

about their typical sarcasm use, their familiarity with their partner prior to the study, 

their comfort with the task, and demographic information, see Appendix B.  

3.2 Results 

 All individual reports of sarcasm were aggregated into a spreadsheet which 

was then analyzed using Python scripts and SPSS Statistics. In the 39 dyads there 

were 775 reports of sarcasm, 406 in reports of speakers’ own use of sarcasm and 369 

in speakers’ reports of their addressees’ sarcasm. Some of these uses may overlap, 

because a person might report themselves as being sarcastic with a particular 

utterance, and their addressee may also identify the same utterance as sarcastic. That 

is, all instances of agreement will be double counted in this 775 figure. In Study 2, we 

look more closely at agreement.  

 Sarcasm was prevalent throughout the 10-minute sessions, with an 

approximately equal distribution of reports throughout the conversation. See Figure 1. 
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Figure 1. Frequency of sarcasm reports over all 10-minute conversations. 

In the synchronous condition there were 229 instances of self-sarcasm and 

182 instances of other-sarcasm. In the non-synchronous condition there were 177 

instances of self-sarcasm and 187 instances of other-sarcasm. The average number of 

sarcastic instances per 10 minutes of dyadic conversation was 9.97 (SD = 7.09). The 

five dyads where at least one participant identified no sarcasm (11% of 44 possible 

dyads) were not included in this analysis.  

Participants who engaged in synchronous movement reported more sarcastic 

utterances in their speech, M = 6.36, SD = 4.31, compared to participants who did not 

engage in synchronous movement, M = 4.21, SD = 3.52, t(76) = 2.42, p = .018, 95% 

CI for the difference, [0.38, 3.91]. See Figure 2.  
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Figure 2. Mean of self-reported sarcastic utterances by condition. Error bars represent 

95% confidence intervals. 

 

We assessed the role of the research-assistant-camaraderie confound by 

running an analysis that included the sixteen removed dyads. Including these 

participants yielded similar results, with the synchronous group still reporting more 

instances of sarcasm (M = 6.11, SD = 4.39) than the non-synchronous group (M = 

4.43, SD = 4.06), t(108) = 2.09, p = .039, 95% CI for the difference, [.09, 3.28]. 

 Participants who engaged in synchronous movement reported similar levels of 

sarcastic utterances in their partners’ speech, M = 5.06, SD = 4.11, compared to 

participants who did not engage in synchronous movement, M = 4.45, SD = 4.02, 

t(76) = 0.65, p = .52, 95% CI for the difference, [-1.24, 2.44].  See Figure 3.  
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Figure 3. Mean of partner-reported sarcastic utterances by condition. Error bars 

represent 95% confidence intervals. 

 

In addition to differences by condition, the more participants reported using 

sarcasm, the more they perceived their partners to have used sarcasm. Every sarcastic 

utterance a participant reported was associated with a 0.54 increase (the slope of the 

regression line) in that participant’s report of their partner’s sarcastic utterance, r(76) 

= .55 (the strength of the correlation), p < .001, 95% CI [.37, .69]. Self-reported 

sarcasm explained a significant proportion of the variance in report of their partner’s 

sarcasm, R2 = .30, F(1,76) = 32.29, p < .001. See Figure 4.  
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Figure 4. Relationship of self-reported sarcastic utterances to reports of partner’s 

sarcastic utterances collapsed across synchronous and non-synchronous conditions.  

 

 Results were similar for synchronous and non-synchronous conditions. For the 

synchronous condition, every sarcastic utterance a participant reported was associated 

with a 0.45 increase in that participant’s report of their partner’s sarcastic utterances, 

r(34) = .43, p = .01, 95% CI [.11, .66]. Eighteen percent of the variance in the number 

of reports can be explained by this relationship, R2 = .181, F(1, 34) = 7.54, p = .01. 

For the non-synchronous condition, every sarcastic utterance a participant reported 

was associated with a 0.6 increase in the participant’s report of their partner’s 
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sarcastic utterance, r(40) = .68, p < .001, 95% CI [.47, .82]. Forty-six percent of the 

variance in number of reports can be explained by this relationship, R2 = .47, F(1, 40) 

= 34.75, p < .001. 

There was no relationship between what one person reported for their partner 

and what the partner reported for themselves, however; r(76) = .01, p = .93 across 

both conditions (95% CI [-.21, .23]), r(34) = .08, p = .645 in the synchronous 

condition (95% CI [-.26, .40]), and r(40) = -.11, p = .51 in the non-synchronous 

condition (95% CI [-.40, .20]).  

We use the term sarcasm reciprocity illusion to describe the difference 

between how much people think their addressees produce sarcasm and how much 

sarcasm is actually produced. Said another way, people think that their addressees 

produce sarcasm commensurate with their own sarcasm production, but there is 

actually no relation. 

One possibility is that people report more sarcasm because they feel more 

comfortable with each other. We found some evidence supporting this. People 

reported that the movement activity was more effective at making them feel 

comfortable with their partner when facing each other. In answer to the question “Did 

the movement activity (throwing the imaginary ball) make you feel more or less 

comfortable with your partner?,” participants in the synchronous condition reported 

that the movement activity was better at facilitating comfort on a seven-point scale 

from 1 extremely uncomfortable to 7 extremely comfortable, M = 4.69, SD = 1.17, 
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compared to the non-synchronous condition, M = 3.88, SD = 0.89, t(76) = 3.49, p = 

.001, 95% CI for the difference [.35, 1.28].  

On the other hand, we also found evidence against a comfort-sarcasm link. 

When asking people about their actual level of comfort with their partner during the 

procedure, people’s reports did not differ. In answer to the question, “How 

comfortable were you with your partner after the movement activity?,” participants in 

the synchronous condition reported being similarly comfortable on a seven-point 

scale from 1 extremely uncomfortable to 7 extremely comfortable scale, M = 4.66, SD 

= 1.26, compared to the non-synchronous condition, to M = 4.43, SD = 0.96, t(73) = 

0.91, p = .37, 95% CI for the difference, [-.28, .74] (three participants did not answer 

this question). Further, by the time they had engaged in the conversational task, 

people did not report feeling significantly more or less comfortable across conditions. 

We compared participants’ responses to the question, “How comfortable did you feel 

with your partner after engaging in a conversation about badly dressed celebrities?” 

Participants in the synchronous condition (M = 5.33, SD = 1.04) reported being 

similarly comfortable to participants in the non-synchronous condition (M = 5.17, SD 

= 1.39),  t(76) = 0.59, p = .56, 95% CI for the difference, [-.40, .73], on a seven-point 

scale from 1 extremely uncomfortable to 7 extremely comfortable. Finally, as 

expected, participants reported feeling more comfortable with their partner after the 

ten-minute conversation (M = 5.31, SD = 1.22) than after the movement activity (M = 

4.53, SD = 1.11), t(74) = 6.17, p < .001, 95% CI for the difference [.52, 1.02]. 
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To understand the relationship between comfort and sarcasm better, we 

correlated how comfortable a person felt with their rate of sarcasm. There was no 

correlation for any of the three comfort questions. Their answers to “Did the 

movement activity (throwing the imaginary ball) make you feel more or less 

comfortable with your partner?” were not correlated with their sarcasm production, 

r(76) = -.04, p = .76 overall (95% CI [-.26, .18]); r(34) = -.13, p = .43 in the 

synchronous condition (95% CI [-.44, .20]); r(40) = -.17, p = .28 in the non-

synchronous condition (95% CI [-.45, .14]). Their answers to “How comfortable were 

you with your partner after the movement activity?” were also not correlated, r(73) = 

.09, p, = .45 overall (95% CI [-.14, .31]); r(34) = -.1, p = .57 in the synchronous 

condition (95% CI [-.41, .23]); r(38) = .30, p = .058 in the non-synchronous condition 

(95% CI [-.01, .56]). And their answers to “How comfortable did you feel with your 

partner after engaging in a conversation about badly dressed celebrities?” were not 

correlated, r(76) = .02, p = .84 overall (95% CI [-.20, .24]); r(34) = .07, p = .69 in the 

synchronous condition (95% CI [-.26, .39]); r(40) = -.04, p = .79 in the non-

synchronous condition (95% CI [-.34, .27]). We conclude that comfort was not the 

driving factor behind differences in sarcasm reporting.  

3.3.2 Discussion 

 Using the procedure described here, we collected a large corpus of potentially 

sarcastic utterances. There were about 700 different cases of sarcasm (see Study 2 for 

information on removing double-counted instances). For comparison, researchers 
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identified 395 cases of sarcasm in the wild over a two-year period, mostly from face 

to face and classroom communication (Eisterhold et al., 2006). 

In this first test of sarcasm producers’ self-identification of where they 

produced sarcasm in a conversation immediately after producing the conversation, we 

found that people produced about one sarcastic remark per minute on average. 

Further, across both conditions, the more sarcastic utterances a person self-reported, 

the more sarcastic utterances they reported for their partners. Notably, however, 

people were not accurate in their reporting: People perceived sarcasm in their partners 

at rates similar to their own production rate regardless of what their partners reported 

about their own behavior. This is the first demonstration of this sarcasm reciprocity 

illusion.  

A related observation is that people who think of themselves as more sarcastic 

select more sarcastic messages to send to addressees (Ivanko et al., 2004), although in 

this earlier study researchers looked only at what producers felt about themselves and 

the message they selected to send to addressees rather than what producers actually 

produced while speaking and what they predicted about their addressees’ behavior. 

The authors also wrote, “It is important to note that although there was evidence, in 

the present experiments, that individual difference measures predicted performance 

on various irony tasks, the amount of variance explained by these individual 

difference variables was small” (pp. 265-266). 

Although synchronous movement had no effect on whether each partner’s 

self-reports matched the other partner’s self-reports in a dyad, synchronous 
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movement did increase sarcasm identification within an individual: People identified 

more sarcasm in themselves after moving synchronously than after moving non-

synchronously. The higher identification of self-sarcasm may have resulted from the 

synchronous movements’ creating a feeling of friendship, allowing speakers to risk 

potential misinterpretations that sarcasm can bring about. Sarcasm is a risky linguistic 

phenomenon because it can be misinterpreted a number of ways, including but not 

limited to: (1) different base rate expectations for sarcastic utterances, which can stem 

from individual, community, and cultural differences, (2) differing definitions of what 

is sarcastic and humorous, (3) deliberate ambiguity that allows certain addressees to 

understand the sarcasm while others don’t, for example to hide the true 

communication from a child, and (4) unintentional ambiguity that arises when 

common ground is not properly established between speaker and addressee.  

Notably, speakers did not report more sarcasm in their addressees after 

moving synchronously. So although they self-identified as having produced more 

sarcasm, they did not identify others as having produced more sarcasm. One 

interpretation of this is that synchronous movement influenced what a speaker was 

willing to risk but did not influence how likely a speaker was to feel that their 

addressee was also willing to risk more. 

3.3.3 Assessing Sarcasm Agreement 

In Study 2, we assessed to what degree dyadic participants agreed with each 

other’s sarcasm identification. We know that the number of times people thought 

their addressees were using sarcasm did not match the number of times their 
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addressees identified sarcasm in their own talk. But we do not know to what extent 

sarcasm identifications overlapped. For example, one person may have self-identified 

ten sarcastic comments, and their partner may have ascribed five sarcastic comments 

to them. Those five could be subsumed under the ten, they could overlap a little, or 

they could be entirely different. 

We also assessed to what degree three third-party observers came to similar 

conclusions about what was sarcastic. In studies of deliberately produced sarcasm, 

two coders generally achieved high agreement. For example, a second coder achieved 

over 93% agreement with a first coder when sorting people’s written productions into 

sarcastic, literal, or other bins (Campbell & Katz, 2012). The agreement was so high 

that the second coder coded only 18% of the data, to confirm that data could be sorted 

reliably; the remainder of the coding rested on the first coder’s sorting (Campbell & 

Katz, 2012).  

The additional rater technique was also used to confirm the reliability of 

sarcasm sorting in another study, with the conclusion that the rater “confirmed our 

analysis,” although no reliability statistics were provided (Eisterhold et al., 2006, p. 

1246). In this study sarcasm was identified and noted in the course of everyday 

interactions, mostly face-to-face and classroom communication (Eisterhold et al., 

2006). In another study, two coders agreed on what was ironic or not for 97% of lines 

in movie reviews (Burgers et al., 2011). They used a sorting technique they developed 

called the Verbal Irony Procedure. And in another study, this one using three coders, 

high agreement (𝛼 > .90) was achieved in rating productions of deliberately sarcastic 
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and sincere remarks on a 1 to 11 scale from “not sarcastic at all” to “extremely 

sarcastic” (Huang et al., 2015, p. 165). 

Because context can matter for successful sarcasm identification, our coders 

had access to the transcripts and videos in making their assessments. Context can 

make a big difference. In a study sorting ironic and non-ironic lines from movie and 

books reviews and satirical and real news articles, a Krippendorff’s alpha of .49 was 

achieved when lines were presented in isolation and .72 when lines were presented 

with the documents they came from along with a definition of irony (Reyes & Rosso, 

2014). Two evaluators were used. The researchers summarized sorting lines in 

isolation as “almost a random process” (Reyes & Rosso, 2014, p. 14).  

There is reason to expect both that the outside observers will be better at 

sarcasm detection, and that they will be worse. It is possible that outside observers 

will be better able to spot sarcasm because they are not engaged in the conversation. 

Outside observers spotted evasion better than people engaged in conversations (Bly, 

1993). Because they were not engaged in building up their own and their addressees’ 

contributions into coherent dialogues, as conversational participants were, outside 

observers were better able to identify when one participant was avoiding answering a 

question. Similarly, people engaged in a conversation could not detect each other’s 

little white lies (Amati & Brennan, 2016), although it remains an open question 

whether outside observers can.  

Alternatively, outside observers may be worse at sarcasm identification. 

Because they could not ground their communication with direction-givers, 
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overhearers were worse than direct addressees at understanding in a referential 

communication task (Schober & Clark, 1989). In this task, people identified items 

from a set and put them in the order the direction-giver specified. Sarcasm detection 

may follow the pattern observed in the referential communication task rather than the 

little white lies or evasion tasks because sarcasm is meant to be understood, whereas 

little white lies and evasion are meant to go undetected. 

3.5 Study 2: Sarcasm Identification Accuracy 

To assess the extent to which people accurately identified sarcasm in their 

addressees’ communication, we compared the timestamps at which each person 

indicated their partner had expressed sarcasm to where the expresser had indicated 

that they had expressed sarcasm.  

3.5.1 Method 

The data from Study 1 were analyzed, with one dyad excluded due to a 

misunderstanding of the instructions – the participant did not write timestamps, but 

instead transcribed the speech perceived to be sarcastic. Therefore, although this data 

was interpretable for the analyses in Study 1, it was not interpretable for Study 2. This 

left 758 of the original 775 sarcastic identifications for analysis in Study 2. Measures 

of sarcasm were gathered from five sources: the speaker’s own rating, their 

addressee’s rating, and three third-party ratings. The third parties were research 

assistants who separately viewed the conversations after they had occurred. 

The participants’ indication of sarcastic content was derived from their 

conversation, as indicated by the timestamps on their response sheets from Study 1. 
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Outsider observations of sarcasm were coded for sarcastic content by three research 

assistants who worked independently. The research assistants used both the transcript 

and the video of the conversation to make a holistic evaluation of sarcastic content 

from information provided by the participants’ body language, eye movement, gaze, 

and linguistic meaning. The research assistants were instructed to use their best 

judgement to identify cases of sarcasm from the perspective of the people who used 

it, as opposed to coding according to a theoretical definition of sarcasm. This method 

of using “folk definition[s]” of sarcasm, as opposed to academic definitions, has been 

used by others (Eisterhold et al., 2006, p. 1246; Campbell & Katz, 2012; Reyes & 

Rosso, 2014). Three coders exceeds the number others have successfully used to 

assess sarcasm, two (Burgers et al., 2011; Campbell & Katz, 2012; Eisterhold et al., 

2006; Reyes & Rosso, 2014). Participants and research assistants marking timestamps 

that displayed a difference of less than three seconds and referred to the same speaker 

were marked as an agreement.  

There are good reasons to use three seconds as a cutoff: Researchers who 

looked across a variety of corpora assessed the mean rate of speech in storytelling to 

be 3.43 (SD = .43) syllables per second, and in interviews to be 4.31 (SD = .10) 

syllables per second (Kowal, Wiese, & O’Connell, 1983, p. 389), which averages to 

3.87 syllables per second. With an average of 1.4 syllables per word assessed in 

another study (Andrews & Ingham, 1971, p. 129), this is about 2.76 words per 

second. So, a three second cutoff means looking at units that are about 8.28 words 

long. The average length of phrases identified as sarcastic by our coders was 7.32 
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words. So, a rolling window of three seconds should be good enough to capture most 

identifications of the same sarcastic utterance without including utterances that refer 

to different conversational contributions. A manual analysis of the participants’ 

timestamps revealed that after three seconds it became increasingly challenging to 

disambiguate the utterance to which the report referred. Due to the relative scarcity of 

sarcasm reports within the corpus, we treated the three-second rule as a rolling 

window to keep chains of temporally close sarcastic reports together (e.g., reports at 

1:00, 1:03, and 1:06 would be treated as a single instance of sarcasm) as opposed to 

attempting to separate them with judgment calls. Timestamps that were not 

temporally close to a timestamp identified by a partner were marked as 

disagreements. After running our computational analyses, we also manually coded 

580 overhearer reports to determine how accurate our computational analysis was 

likely to be.  

We also computed Krippendorff’s alpha as a measure of reliability between 

groups of annotators (Hayes & Krippendorff, 2007). In order to compute it, we 

needed to treat the continuous data as a set of discrete ratings. We leveraged our 

three-second window to split our data into a series of overlapping three second 

windows, resulting in approximately 600 time windows per 10 minute conversation 

(e.g., 0-2 seconds, 1-3 seconds, 2-4 seconds, etc.), and then dichotomized our five 

annotators’ data to be either 0 (no sarcasm reported within this time window) or 1 

(sarcasm reported within this time window). Alpha was then computed across all 39 
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dyads. This helps us compare reliability between the conversational participants and 

the overhearers. 

3.5.2 Results 

We analyzed three types of agreement. In one analysis, we assessed pairs of 

raters’ agreements by finding proportional overlap between their ratings of sarcasm. 

In the second, we focused on the sarcastic items themselves, assessing how often 

particular items were identified as sarcastic and by whom. The third analysis 

considered agreement as reliability and used Krippendorff’s alpha as described above. 

Python scripts were written to assist with all three analyses. 

To determine how many false positives and false negatives we could expect 

with our computational analysis using the three second rule, we manually examined 

sarcastic reports from three overhearer coders. Out of 580 total reports of sarcasm, 

there were five instances (around 2%) where two reports fell within three seconds of 

each other but did not refer to the same statement, and 18 instances (around 6%) 

where two reports fell outside three seconds of each other but did refer to the same 

statement. We take this as evidence that in almost all cases, the three second rule 

worked well for our data. 

3.5.2.1 Pairs of raters 

In the pairs-of-raters analyses, we compared one rater’s reports of sarcasm 

with one other rater’s reports of sarcasm, either across the conversational participants 

or across the overhearers.  



 89 

3.5.2.1.1 Conversational participants 

Of the 758 participant-identified cases of sarcasm, six referred to the same 

person, occurred within the same rolling three second window, and were coded by the 

same participant. These six annotations were treated as duplicates and were excluded 

from the analysis, leaving 752 distinct reports. There were 152 annotations from 

conversational participants that fell within the same rolling time window and referred 

to the same speaker, suggesting that there were 76 instances (152/2) of agreed-upon 

sarcasm (note that the analyses for Table 1 includes 3 annotations that occurred 

within the rolling window and so were double counted). One way to look at this is as 

20.2% agreement (152/752). There were 44 agreements (22.4%) in the synchronous 

condition and 32 agreements (17.8%) in the non-synchronous condition. 

Krippendorff’s alpha told a similar story between the conversational participants, ⍺ = 

.10, 95% CI, [.06, .14]. 

Sarcastic utterances that the producer and addressee agreed were sarcastic 

were counted and divided by the total amount of sarcasm cases for the respective 

dyad. Dyads who participated in the synchronous condition had similarly low levels 

of agreement (M = 20%, SD = 19.2%) to dyads who participated in the non-

synchronous movement condition (M = 19.2%, SD = 14.8%), t(36) = -.15, p = .89, 

95% CI for the difference, [-.12, .11]. That is, about 80% of sarcasm identifications 

were not agreed upon.  

We examined each of the 76 agreements between the conversational 

participants to see how many of them were within three seconds of an overhearer’s 
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report. Thirty six of the agreements, or approximately 47% had an overhearer’s report 

within three seconds, suggesting that even when conversational participants agree, it 

does not necessarily mean that overhearers will also agree.  

3.5.2.1.2 Overhearers 

Overhearers and conversational participants didn’t necessarily label the same 

utterances as sarcastic; that is, agreement across overhearers does not necessarily 

refer to the same items as agreement across conversational participants. Due to our 

three-second rolling window for marking agreement, each additional rater changed 

what counted as agreement. For instance, if rater A marked a sarcastic utterance at 37 

seconds, rater B marked one at 41 seconds, and rater C marked one at 39 seconds, 

then all three reports would be treated as a single instance of sarcasm when including 

all three raters in the analysis. However, the same reports of sarcasm might show no 

agreement when comparing only rater A and rater B. Nonetheless, while some 

information is lost by congealing all ratings into a single agreement analysis, 

comparing more than two raters’ reports at once is interesting for identifying pieces 

of dialogue that were likely viewed as sarcastic by many raters. This calculation is 

less useful when looking for differences in accuracy across rater type (e.g., participant 

vs. overhearer).  

Overhearer pairs agreed more with each other than participants agreed with 

each other. Of the 580 total annotations from the three third party raters for 38 

transcripts, there were 315 that only one rater marked as sarcastic (using a three-

second rolling window), 182 that two raters agreed were sarcastic, and 81 that all 
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three raters agreed were sarcastic (two annotations were excluded because the same 

overhearer coded two annotations within the same three-second rolling window). We 

calculated rater agreement for pairs of raters by taking the percent of their ratings that 

matched compared to the total number of ratings those two raters provided. Rater J 

(226 ratings) agreed with rater P (208 ratings) 29.5% of the time and rater E (146 

ratings) 29.6% of the time. Rater P agreed with rater E 29.4% of the time. The 

average agreement across our raters was 29.5%, or around 140% the proportional 

agreement of the conversational participants. However, it is important to note that 

each additional overhearer increases the likelihood of agreement. Krippendorff’s 

alpha accounts for this potential bias: for our three overhearer raters, ⍺ = .18, 95% CI 

[.15, .21]. 

About half of sarcasm identifications were not agreed upon, to a similar 

degree across movement conditions. There were 361 agreements (53.9%) in the 

synchronous condition and 311 agreements (46.6%) in the non-synchronous 

condition.  

3.5.2.2 Sarcastic Items 

In the second type of agreement we assessed, we began with the sarcastic 

items and counted how often different types of participants – the producers, the direct 

addressees, the overhearers – identified those items as sarcastic. We report the 

frequency of various configurations of agreements when including all raters in Table 

1.  
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It is important to note that the frequencies in Table 1 reflect sarcastic items and not 

instances of reporting sarcasm. For example, the 6 items that were agreed upon as 

sarcastic by both conversational participants and all three overhearers represent 30 

reports of sarcasm.  

Some sarchasms were so chasm-like, in addition to the addressee’s failing to 

identify the sarcasm, none of the three overhearers identified the sarcasm, as with 

“she looks like a fancy cocktail drink” in Example 1:  

(1) A: I just think honestly if the top was better it might have saved it 
B: yeah 
A: but like I just think that the mixture 
B: or if it was all one color 
A: yeah 
B: the fact that it goes into different colors I think that also just makes 
it look- she looks like a fancy cocktail drink 
 

Of the 917 utterances that were identified as sarcastic by somebody, over 25% were 

cases where only the speaker identified the sarcasm. See Table 1.  

 Some sarcasm was identified by the addressees, but not by the speaker or the 

overhearers as in “It was a weird time for fashion” in Example 2 (asterisks indicate 

overlap): 

(2) C:  It was a weird time for fashion *in these past couple of years* 
D: *I know* 

 
Of the 917 utterances that were identified as sarcastic by somebody, about 24% of 

them were cases where only the addressee identified the sarcasm. See Table 1.  
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 Some sarcasm was identified by a single overhearer, as in “she’s got some like 

sky high heels like sky high thigh highs” in Example 3: 

(3) E: yeah it’s like black on black everything so she’s got some like sky  
high heels 
F: mhm 
E: like sky high thigh highs  
F: and then all the way up she has like some fishnets 

 
Taken together with the speaker-only and addressee-only numbers, of the 917 

utterances that were identified as sarcastic, about 71% of them were cases where only 

one person identified the sarcasm. See Table 1. This leaves 29% of cases where two 

or more people identified an utterance as sarcastic.  

 In about 4% of the 917 cases, these two people were the conversational 

participants – not outside observers. See Table 1. This is how sarcasm is sometimes 

intended – for only direct addressee to get the joke. In Example 4 the participants 

identified sarcasm in “that’s not really its greatest look to be honest,” but none of the 

observers did: 

(4) G: yeah I don’t really- I think it’s like a skirt with a top 
H: yeah 
G: but that- that’s not really its greatest look to be honest 
H: Window: yeah 

 
Similarly, in Example 5, the participants identified sarcasm in “I would fall over the 

first time,” but none of the observers did: 

(5) G: I’ve never seen her wear that before 
H: me neither those shoes are ridiculous I don’t know how you would 
walk in them *[laughs]* 
G: *I know they’re so thick* like look how far off 
H: yeah I would fall over the first time *[laughs]* 
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These cases could be thought of as sarchasms for the observers – although they could 

also be failed observer identifications.  

 There were also cases of the inverse, where all three overhearers thought an 

utterance was sarcastic but the conversational participants did not, as with “what this 

isn’t what you wear everyday” in Example 6:  

 (6)  I: it’s pretty raunchy 
J: yes 
I: definitely not your everyday outfit that’s probably like a- 
J: what this isn’t what you wear everyday 

 
These could be falsely-identified sarcasms for the observers, or failed identifications 

by the participants. Fewer than 1% of the 917 cases fit this category, but of course 

these would become increasingly rare with increased numbers of overhearers. See 

Table 1. 

There were also cases where a conversational participant identified sarcasm in 

their partner, as did at least one overhearer, but the person who produced the 

utterance did not identify the sarcasm, as with “did you even have fun making this” in 

Example 7:  

(7) K: this one like even she’s miserable wearing this 
L: yeah she’s yeah 
K: like there’s no escape in that 
L: like did you even have fun making this [laughs] 

 
Cases like this accounted for 7% of 917 cases. See Table 1. These can be either 

unwitting sarcasm production, or cases of a speaker failing to identify their sarcasm 

after they produced it.   
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Finally, there were six cases where the speaker, the direct addressee, and all 

three overhearers identified sarcasm, as with “c’mon why not denim sunglasses” in 

Example 8:  

(8) Speaker M: they’re blue jeans as hell 
Speaker N: yeah is that a denim dress 
Speaker M: all denim  
Speaker N: wow t- that’s *impressive look at the hat too* 
Speaker M: *I think the hat is denim too [laughs]* 
Speaker N: I mean c’mon why not denim sunglasses **[laughs]** 
Speaker M: **I know might as well** 
Speaker N: missed opportunity 

 
Another one of these six was “I think this really brings out your eyes” in Example 9:  

(9) Speaker O: if you were required to recommend this outfit to a friend  
what would you say [laugh] 

 Speaker P: damn I would say yeah I think this really brings out your  
eyes  

 
These examples show that sarcasm in spontaneous speech can work as intended, with 

both conversational participants and outside observers successfully identifying 

sarcastic utterances. 

3.5.3 Discussion 

The synchronous movement condition did not significantly increase the rate of 

agreements. Participants were given as much time as they required to review 

conversations and identify sarcastic content, reducing the possibility that their lack of 

agreement is due to an inability to complete the task accurately under constrained 

conditions. Although dyads might have provided higher rates of agreement if they 

had been asked to identify sarcastic utterances together, when conversational partners 
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rely on their own judgement to identify sarcasm, they generally do not agree on 

which statements are sarcastic. 

Outside observers were better at identifying sarcasm, but still disagreed more 

than they agreed (315/580 = 54% of ratings were identified as sarcastic by one 

overhearer). Our result for spontaneously produced sarcasm in natural conversation 

differs from earlier results where outside observers coded sarcasm with great success. 

This includes sarcasm written by participants in experiments (Campbell & Katz, 

2012; Huang et al., 2015), and verbal irony and satire written in movie reviews or 

news outlets, including satirical news outlets (Burgers et al., 2011; Reyes & Rosso, 

2014). In another study, the items assessed were produced in spontaneously spoken 

settings, but they were selected for inclusion in the corpus based on the fact that an 

observer identified them as sarcastic, often talking to the producers about their 

productions (Eisterhold et al., 2006). In our dataset, these would be the items where 

overhearers overlapped with the speakers, which was about 28.6% of the speaker-

identified sarcasms. See Table 1. 

Inter-rater reliability as assessed by Krippendorff’s alpha shows that reliability 

was better than chance for both groups of raters, suggesting that raters generally made 

a good faith effort to code accurately. Nonetheless, overhearer raters were slightly 

more reliable between each other than the interlocutors were. Although overhearers 

and interlocutors received identical instructions, it is possible that they were more 

motivated to code carefully, as they were research assistants working in the lab, 
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whereas the interlocutors were participants who may have budgeted less time to 

complete the task. 

While a procedure to detect sarcasm may have improved our observers’ 

agreement (cf. Burgers et al., 2011), it is not necessary. In two written sarcasm 

studies (cf. Campbell & Katz, 2012; Huang et al., 2015) and an addressee-verified 

sarcasm study (Eisterhold et al., 2006), researchers did not provide coders with a 

procedure for identifying sarcasm, yet observers were able to agree on what was 

sarcastic. 

3.6 Study 3 

  In light of the extremely low level of agreement between raters, we performed 

several additional analyses to determine why our agreement was so much lower than 

other researchers have reported. Another way to measure agreement is by examining 

interlocutors’ responses to speakers’ sarcasm. Specifically, we thought that 

interlocutors’ responses to sarcastic comments could give us a clue as to whether they 

understood it. Another method that has seemed to garner successful agreement is to 

split verbal irony into several more specific categories (e.g., Hancock, 2004; Gibbs, 

2000). We therefore examined verbal irony in the conversations by binning into four 

categories (sarcasm, understatement, hyperbole, and rhetorical question), hoping this 

would lead to higher agreement. Further, an unanswered question from Gibbs (2000) 

is whether subtypes of verbal irony show agreement between separate coders, as 

Gibbs had his annotators work together to come to agreement (which was then 
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followed by Gibbs serving as a super-coder who verified the agreements these pairs 

of coders reached).  

3.6.1 Method 

 Subsets of the data from Study 1 were analyzed by coders trained in two 

different ways. For the Evidence of Understanding analysis, four dyads from the 

synchronous condition and four dyads from the non-synchronous condition were 

randomly selected for analysis. Coders were given definitions of positive evidence of 

understanding, negative evidence of understanding, and no evidence of understanding 

taken from Hancock (2004):  

Finally, responses to ironic statements were analyzed to determine the 
addressee’s comprehension of the speaker’s ironic intent. Addressees could 
provide three types of evidence (Clark, 1996): (a) negative evidence, 
indicating that the speaker’s ironic intent had been misinterpreted or required 
additional clarification for comprehension (e.g., “You really like that hat?”), 
(b) positive evidence, indicating comprehension of the ironic intent, either by 
acknowledging the ironic intent (e.g., “good one,” a laugh, etc.) or by 
extending the initial irony with a subsequent ironic remark, or (c) no evidence, 
in which the addressee did not acknowledge or respond directly to the ironic 
statement. When the addressee provided no evidence (e.g., by changing the 
subject), the addressee’s comprehension of irony could not be determined. (p. 
453) 
 

They were then given access to video recordings from Study 1, along with the list of 

timestamps at which each interlocutor reported sarcasm. This amounted to 179 

reports of sarcasm total. Coders determined for each instance of sarcasm whether the 

addressee exhibited positive evidence (coded as 1), negative evidence (coded as -1), 

or no evidence (coded as 0) of comprehending the speaker’s ironic intent. We then 

compared the way each of our coders rated the reports and compared the ratings of 

self-reported sarcasm to other-reported sarcasm. 
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 For the Subtypes of Verbal Irony analysis, two coders analyzed four randomly 

selected transcripts, two from the synchronous condition and two from the non-

synchronous condition. Coders were given the following definitions of four types of 

verbal irony, taken from Hancock (2004): 

(a) sarcasm, in which the speaker intended the pragmatic opposite of what was 
said in an effort to convey a negative attitude (e.g., “Matt Stone is looking just 
ravishing in his pink dress”), (b) understatement, in which the speaker stated 
less than was the case (e.g., “A little too much hairy cleavage for a formal 
event”), (c) hyperbole, in which the speaker exaggerated the situation (e.g., 
“The most vile thing known to man . . . hot dogs”), and (d) rhetorical 
questions, in which the speaker ostensibly asked a question in order to express 
an attitude but did not expect an answer (e.g., “What the hell was she 
thinking?”) (p. 453) 
 

Coders worked separately to watch the videos of the conversations and annotate 

separate copies of the transcripts. They did not communicate about the process once it 

began. Hancock (2004) did an analysis of these four sub-types of verbal irony, but it 

is unclear from the paper whether there was any measure of inter-rater agreement for 

this analysis, or whether the kappa reported refers to the subsequent analysis of irony 

cues. Finally, once coders were finished with their individual annotations, we 

combined all of their annotations into one spreadsheet and asked the same two coders 

to resolve their disagreements. This part of the process is identical to Gibbs’ (2000) 

method, except that he used students from his class and included jocularity as a type 

of irony.  
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3.6.2 Results 

In the Evidence of Understanding analyses, we found that coders generally 

agreed. In the Subtypes of Verbal Irony analyses, we found that coders generally did 

not agree.  

3.6.2.1 Evidence of Understanding 

We computed Cohen’s kappa as a measure of inter-rater agreement on all 179 

ratings by both coders (𝜅 = .38, 95% CI [.25, .51]), on the 96 self-reported sarcastic 

reports (𝜅 = .46, 95% CI [.29, .63]), and on the 83 other-reported sarcastic reports (𝜅 

= .29, 95% CI [.09, .50]). These signify fair to moderate agreement between coders. 

Next we examined the proportion of positive, negative, and no evidence across self- 

and other-reported instances of sarcasm, see Table 2. 

Table 2. Subset of data (N = 8 dyads) assessed for proportion of positive, negative, 
and no evidence across self- and other-reported instances of sarcasm. 

Self-Reported 
Sarcasm 

Positive Evidence No Evidence Negative 
Evidence 

Coder A 65.6% 28% 6.4% 

Coder B 54.2% 35.4% 10.4% 

Average 59.9% 31.8% 8.3% 

Other-Reported 
Sarcasm 

Positive Evidence No Evidence Negative 
Evidence 

Coder A 72.3% 20.5% 7.2% 

Coder B 55.4% 42.2% 2.4% 

Average (%) 63.9% 31.3% 4.8% 
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3.6.2.2 Subtypes of Verbal Irony 

The two coders turned in 73 reports of verbal irony. Sixteen of these reports 

matched perfectly (21.9%). Another 10 reports referred to the same statement but 

were classified as different forms of verbal irony. The other 47 utterances were only 

marked as ironic by one coder.  

Table 3. Subset of data (N = 4 dyads) coded for subtypes of verbal irony. 

 Rhetorical 
Q 

Hyperbole Understatement Sarcasm 

Coder A 20 6 9 7 

Coder B 11 11 3 6 

After 
agreement 

18 7 7 6 

 

After resolving their disagreements, the two coders reported higher levels of 

verbal irony than reported by Gibbs (2000). There were on average 9.5 utterances per 

10-minute video that were reported to include verbal irony. Gibbs (2000) reported 4.7 

per 10-minute conversation, suggesting that the badly dressed celebrities 

manipulation successfully elicited verbal irony (as also shown in Hancock, 2004). 

Coders consolidated their 73 independent reports into 42 combined reports across 753 

turns, with the 38 distributed as in Table 3. There were 4 instances in which the 

coders’ disagreements could not be resolved.  
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3.6.3 Discussion 

The amount of combined positive and negative evidence across both raters 

was slightly lower than that reported by Hancock (2004). Hancock reported that 

83.4% of the face-to-face interactions included some type of evidence, whereas our 

data showed only 68.4% — although this is still higher than Hancock’s reported 

58.5% for computer-mediated communication. In both Hancock’s and our study, 

negative evidence is low. Hancock (2004) suggested that the low proportion of 

negative evidence meant that misunderstandings were low, but we believe this may 

be driven in part by participants’ attempts to avoid awkward interactions: when 

mutual understanding deteriorates, it can be helpful to not direct attention to the 

misunderstanding. This phenomenon may be especially prevalent when interlocutors 

believe that mutual understanding will not be important or relevant in the long term 

(e.g., in a one-time 10-minute conversation with a stranger). Similarly, the high rates 

of positive evidence do not necessarily mean that agreement on sarcasm is high. 

People may have nodded or smiled even though they didn’t recognize the sarcasm. 

That is, people can provide evidence of understanding even when they do not fully 

understand.  

In further support of this, we note that our two coders attained only modest 

inter-rater agreement despite reporting similar rates of positive, negative, and no 

evidence. Unfortunately, Hancock (2004) does not provide inter-rater agreement for 

this measurement, so we are unable to compare. Our results could imply that coder 

training was insufficient, but it is more likely that the reason for low agreement was 
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that the task was quite challenging. Prior to analyzing our coders’ data, we asked each 

of our coders to report on their experience of coding, explicitly asking them to discuss 

how the process was easy, hard, or surprising. One coder remarked that it was 

unexpected how little participants’ reports of sarcasm overlapped, while noting that 

his own understanding of sarcasm also frequently conflicted with the conversational 

participants’ reports. This made coding difficult, because if the coder is unable to 

understand the sarcasm, it is harder to determine whether the addressee is providing 

positive, negative, or no evidence. He wrote,  

“...In these scenarios, if I’m as sure as I can be, I code literal responses to 
statements I consider to have any hint of humor in them as a negative 
understanding and literal responses to literal statements as not enough 
evidence for a negative or positive understanding. I did not feel confident 
taking an obviously literal statement and literal response as a positive or 
negative sarcastic understanding because it was not sarcastic… I’m finding 
myself doubting the participants’ motivations when they report the sarcasm 
times because many times it seems to make no sense when they are indicating 
there was a sarcastic remark, but I could be wrong.” 

 
This report, combined with the fact that our three overhearer annotators also achieved 

a relatively low agreement, suggests that despite good-faith efforts (at least on the 

part of our trained coders), no one had very good agreement about what constituted 

sarcasm during the conversations. 

 Regarding subtypes of irony, we should begin by stating that we believe that 

rhetorical questions, hyperbole, understatement, and sarcasm are useful constructs for 

researchers to study. However, our trained coders had difficulty agreeing on these 

constructs in our corpus of spontaneous productions. In addition, the coding process 
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— whether coded independently or in pairs — affected the categories items were 

binned into.  

3.7 General Discussion 

Conversational participants identified their own and their partners’ sarcasm 

use immediately after producing a conversation. We observed a sarcasm reciprocity 

illusion: people reported more sarcasm in their addressees when they reported more 

sarcasm in themselves. We also observed high levels of two related problems in 

conveying sarcasm: People produced sarcasm but addressees and overhearers didn’t 

understand it as sarcasm (false negatives, from the listener’s perspective), and people 

produced non-sarcastic statements that addressees and overhearers believed were 

sarcastic (false positives, from the listener’s perspective). Both of these phenomena 

were far more common than expected. Although pairs identified sarcasm in their 

conversations about once per minute, most of the sarcasm produced was not 

identified as sarcastic by addressees.  

Synchronous movement increased rates of self-reported, but not other-

identified, sarcasm use. That is, synchronous movement increased participants’ 

reports of sarcasm in themselves, but it did not increase reports of sarcasm in 

addressees. Synchronous movement also did not make identifying sarcasm in 

addressees more accurate.  

Unlike many previous studies where sarcasm identification was done by 

people who were not in the original conversation, in the current studies sarcasm 

identification is defined as a match between the speaker’s own identification of their 
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sarcastic productions and their addressee’s or an overhearer’s identification. This 

definition sidesteps the thorny debates about what is technically sarcasm as opposed 

to verbal irony (e.g. Attardo et al., 2003; Caucci & Kreuz, 2012). People believe they 

know what sarcasm is, and when they use it, they believe they are communicating 

effectively with addressees (Chin, 2011). But before the studies reported here, how 

accurately people identified sarcasm in spontaneously produced, natural conversation 

with strangers was unknown. We show that people generally perform poorly. 

One possibility for the low performance we observed is that because people 

generally use cues with friends (Caucci & Kreuz, 2012), we can anticipate that our 

study with strangers may not have included enough cues for accurate identification. 

However, we could argue just the opposite: that the hard part of doing stranger 

studies on a college campus is that most people consider themselves to be relatively 

friendly with each other because they are about the same age, doing similar things 

(such as attending college), and living in the same town. People who are part of 

similar social groups are more likely to agree on sarcastic intent than people who are 

completely unaffiliated (Kellner & Schober, 2018). So while they were strangers, 

they were likely closer to being on friendly terms than other possible addressee 

pairings in a non-campus study.  

Another possibility for the low performance is that we are measuring 

performance on a different task than those that have been assessed before. Our 

participants engaged in naturalistic conversation with no guidance other than to talk 

for ten minutes. Participants could talk about any aspect of the photos that they 
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pleased. They were not asked to take on a specific conversational role while 

discussing the photos (e.g., to communicate “as if they were providing commentary 

for a fashion show,” Hancock, 2004, p. 452), or to annotate written language (Burgers 

et al., 2011), which may contain more verbal irony anyway (Hancock, 2004). In other 

words, it may be that in spontaneous, natural conversation, verbal irony takes a form 

that is much more difficult to reliably annotate.  

It is worth noting that Gibbs (2000) also studied naturalistic conversations and 

then annotated for the presence of verbal irony. While the study is similar to ours at 

face value, it differs in important ways, most notably by defining and annotating 

verbal irony in a way that may have eliminated some cases that we include. Gibbs 

asked students in his class to record conversations between friends and roommates 

and reported 289 instances of irony across 62 conversations. But there are three 

reasons to believe that this number is a poor estimate of what interlocutors actually 

thought was ironic. One is that the students’ transcriptions varied broadly in quality, 

as Gibbs noted, which would make recognition of verbal irony more variable. 

Another is that we don’t know how many utterances were originally marked by raters 

as containing irony, only that there were 314 instances once two raters had come to a 

consensus, and 289 once Gibbs reviewed annotations. There were an unknown 

number of utterances marked as ironic prior to collaborating with a second coder (and 

if our similar analysis is any indication, only about 22% of these would match). 

Third, Gibbs reviewed the transcripts and the 314 utterances that students marked as 

ironic but did not report finding even one ironic utterance that his raters had missed, 
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just 25 that he did not agree with. Because recognition of verbal irony was 

bootstrapped from one rater to the next in this way, it is difficult to determine what 

agreement was actually achieved. Based on our experience asking people to code just 

four, or even one type of verbal irony (rather than five), we find it difficult to believe 

that similar students would achieve acceptable inter-rater agreement if the study was 

replicated without the bootstrapped annotation procedure, unless there was a 

specialized training process that wasn’t reported. 

If people are judging sarcasm based on the rules researchers have observed 

(see Utsumi, 2000, for a review of theories of irony), there should be more consensus 

among participants in a dyad. The low rates of agreement suggest that researchers’ 

rules are different from the internal rules that people use while producing and 

interpreting sarcastic comments.  

We can discount two alternative explanations for the discoveries reported 

here. The findings are not a result of synchronous movements’ increasing 

participants’ comfort with each other: Comfort ratings after the verbal activity were 

the same across conditions. The findings are also unlikely to be a result of 

synchronous movements’ prompting participants to focus their attention (Valdesolo et 

al., 2010), allowing for greater attention to sarcastic cues: People do not actually 

appear to be picking up on each other’s cues to sarcasm, failing to identify 80% of 

them. A third alternative explanation is that the findings result from rapport-building 

(Bernieri, 1988; Wheatley, Kang, Parkinson, & Looser, 2012); this is possible — 
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although positive emotions are not necessary for synchronous movement to promote 

cooperation (Wiltermuth & Heath, 2009).  

Our results contrast with other findings that the rate of misunderstanding 

sarcasm is very low, where in fewer than 5% of conversational turns did participants 

indicate they had not understood the irony when judged by outside observers 

(Hancock, 2004). But negative evidence does not necessarily correspond to a low rate 

of misunderstanding, because people might be choosing not to signal their 

misunderstanding. In addition, by definition, sarchasms occur when people do not 

understand that they’ve missed something. So the rate of sarchasms is not assessable 

through negative evidence — people experiencing sarchasm are unable to identify 

that they didn’t understand the irony.  

3.8 Conclusions 

Observing sarcasm in the wild is difficult (Eisterhold et al., 2006). Although 

sarcasm can be produced reliably in the lab (39 out of 40 dyads produced at least one 

ironic turn in Hancock, 2004), sometimes lab elicitation is less successful (18 out of 

29 dyads produced at least one sarcastic utterance in Caucci & Kreuz, 2012). To test 

how people use spontaneously generated sarcasm, we introduced a novel technique 

for heightening sarcasm production in the lab: a synchronous movement sequence 

preceding a sarcasm-inducing task, with conversational prompts to extend the 

conversation if necessary. With this procedure, we increased self-reported sarcasm by 

51% (on average, 4.21 times per conversation without synchronous movement 

compared to 6.36 times per conversation with synchronous movement). Studying 
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spontaneous sarcasm in a laboratory requires reliably creating spontaneous sarcasm in 

a laboratory, and synchronous movement can help researchers increase sarcasm 

production.  

While we were successful at fostering sarcasm as identified by the speakers 

themselves, we also discovered substantial mismatches between speakers’ and 

addressees’ identifications of spontaneously spoken sarcasm, as well as the sarcasm 

outside observers identified. People generally did not agree on what was sarcastic. 

What appears to be special in conversation are those few cases where conversational 

participants do agree. These cases may be especially creative, humorous, or 

enjoyable. Perhaps working towards that goal makes all the misses worthwhile. 
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3.10 Appendix A: Optional Conversational Prompts 

● Would you wear this outfit to a fancy restaurant? 
● If you were required to recommend this outfit to a friend, what would you 

say? 
● Would you wear this outfit? 
● Would you wear this outfit for $5? $50? $500? $5000? 
● Please describe the personality of someone who would wear this outfit. 
● Under what circumstances would you wear this outfit? 
● Could you be convinced to wear this outfit if someone paid you money? How 

much money would you require? 
● If you could meet the designer of this outfit, what would you say to them? 
● Do you know anyone who would wear this outfit? How do you feel about this 

person? Would this person look good in this outfit?  
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3.11 Appendix B: Post-Experiment Questionnaire 

(Note: Percentages represent all participants, including participants who were later 
excluded.) 
What is your gender identity? 

● Male (31.4%) 
● Female (67.6%) 
● Non-binary (1%) 

What do you predict is the gender identity of your partner? 
● Male (33.3%) 
● Female (61.8%) 
● Non-binary (4.9%) 

What is your age in years? 
● Free response (M = 20.04, SD = 2.59) 

Have you ever seen your partner before? 
● Yes (13.7%) 
● No (81.4%) 
● I don’t remember (4.9%) 

Did you and your partner introduce yourselves to each other at any point during 
the experiment? 

● Yes (24.8%) 
● No (75.2%) 

Did you consider yourself friends with your partner before you participated in 
this study? 

● Yes (5.2%) 
● Maybe (4.1%) 
● No (90.7%) 

Did you consider yourself friends with your partner after you participated in 
this study? 

● Yes (6.9%) 
● Maybe (49.5%) 
● No (43.6%) 

How comfortable were you with your partner after the movement activity? 
● 1-7 scale, extremely uncomfortable (1) to extremely comfortable (7) 

How comfortable did you feel with your partner after engaging in a conversation 
about badly dressed celebrities? 

● 1-7 scale, extremely uncomfortable (1) to extremely comfortable (7) 
Did the movement activity (throwing the imaginary ball) make you feel more or 
less comfortable with your partner? 

● 1-7 scale, extremely uncomfortable (1) to extremely comfortable (7) 
To what extent do you consider yourself a sarcastic person? 

● 1-7 scale, extremely not sarcastic (1) to extremely sarcastic (7) 
How often do you use sarcasm in a given day? (ex. 0 - 100) 

● (Free response) 
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Do you have any comments about this experiment you would like to share? 
● (Free response) 
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4 Chapter 3: Oh, SO Sarcastic: Diverse Strategies for Being Sarcastic 

4.0 Pre-introduction 

 In this chapter I present results from a paper under review, Oh, SO Sarcastic 

(D’Arcey & Fox Tree, under review), in which we consider the tradeoffs that 

researchers have made in their definitions of sarcasm. We argue that highly abstract 

theories of sarcasm may not generalize well to a typical person’s concept of sarcasm, 

and that the term is used broadly enough to apply in many situations where abstract 

theories would not. To express this belief with data, we collected undergraduates’ 

own ideas about what constitutes sarcasm after being asked to create some of it 

themselves. Through this data we identify over a dozen concepts that reliably connect 

to sarcasm in at least one way. 

4.1 Abstract  

Sarcasm has been defined in a plethora of different ways, but too often the 

definitions hinge on researchers’ own perceptions of what constitutes sarcasm or 

verbal irony, and not enough on the perceptions of people producing the sarcastic 

content. We asked people to transform internet forum posts to make them sarcastic 

without providing information about what sarcasm is. Participants then critically 

examined their creations. People identified a variety of strategies that they use to 

communicate sarcasm in writing. A content analysis of written productions confirmed 

the use of these strategies, several of which were more likely to be present alongside 

sarcasm. Results are useful for understanding sarcasm production, comprehension, 

and linguistic rapport.  
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4.2 Introduction 

Even among a relatively homogeneous population, there is immense diversity 

in people’s conceptions of sarcasm. People use more or less of it, and when they use 

it, they don’t always communicate it well to each other (Fox Tree et al., 2020). In this 

report, we asked people to transform forum posts to make them sarcastic without 

providing information about what sarcasm is. Their creations, and their reports about 

the experience of creating sarcasm, show that there are elements that can be reliably 

used to indicate sarcasm, and that producers’ sense of success in creating sarcastic 

productions is matched by, but distinct from comprehender’s success in interpreting. 

We begin with a review of what people might be thinking of when they think 

of sarcasm. Because there is so much disagreement about sarcasm, it is instructive to 

begin by illustrating this disagreement through more (and less) authoritative sources, 

like dictionary entries. The goal in doing this is not to agree on the term so much as to 

show that it is difficult or perhaps impossible to do so. We then describe our sarcasm-

creation experiment. We asked people to transform internet forum posts to make them 

sarcastic without providing information about what sarcasm is. We then describe 

what people did when they attempted these transformations, including their own 

reports of strategies to create sarcasm. Finally, we examine the ability of several 

commonly reported strategies to predict the presence of sarcasm, both in participants' 

own eyes and in third party raters. 
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4.2.1 Dictionary Definitions of Sarcasm 

Although Urban Dictionary is among the more colloquial sources from which 

to define a word, its community-driven nature may make it more reflective of used 

definitions than authoritative sources. Some highly upvoted definitions of sarcasm are 

“The ability to insult idiots without them realizing it” and “the bastard stepchild of 

irony” (Urbandictionary.com, 2020). More traditional definitions may feel more 

familiar or precise: “The use of irony to mock or convey contempt” (OED), but also 

leave substantial ambiguity in the concept. OED’s definition does not speak to 

UrbanDictionary’s suggestion that sarcasm frequently requires a lack of 

comprehension by the target (“without them realizing it”). And although 

Collinsdictionary.com also uses irony in their definition (“A taunting, sneering, 

cutting, or caustic remark; gibe or jeer, generally ironic”), their definition does not 

mandate irony in the same way that Oxford’s does. Neither does Merriam-Webster’s 

definition require irony: “A sharp and often satirical or ironic utterance designed to 

cut or give pain” (Merriam-Webster, 2020). 

Older dictionaries provide some insight as well: Webster’s 1812 dictionary 

defines sarcasm as, “A keen reproachful expression; a satirical remark or expression, 

uttered with some degree of scorn or contempt; a taunt; a gibe.” This definition 

suggests that sarcasm is generally a witty phenomenon, as Oscar Wilde is well-known 

for pointing out. Literaryterms.net writes that sarcasm is “really more a tone of voice 

than a rhetorical device,” yet it is unclear what role tone of voice plays in everyday 

sarcasm (Bryant & Fox Tree, 2002, 2005).  
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Our own field of psychology has much to say as well. Lazarus’s Psychology 

Today blog post remarking that, “Sarcasm is actually hostility disguised as humor” 

notes a commonality among most of the definitions above: that sarcasm conveys 

contempt toward something, though not necessarily the addressee. Within the 

subdiscipline of sarcasm research itself, there are various theories about what 

constitutes sarcasm, possibly as a type of verbal irony. Two of the most well-known 

are the echoic mention theory (which suggests that sarcastic speakers are referencing 

some mutually understood opinion in a negative light) and pretense theory (which 

posits that sarcastic speakers are taking on a contrastive persona in order to mock it). 

Yet neither of these theories reflects the diversity and creativity of sarcasm as it is 

naturally used, and none remark on sarcasm’s ability to draw speaker and addressee 

together (example taken from a corpus described by Fox Tree et al., 2020): 

(1) A pair of participants looking at a photo of Brad Pitt and Britney 
Spears clad in denim outfits: 
A: “I mean c’mon, why not denim sunglasses?” 
B: “I know, right?” 
A: “Missed opportunity.” 

 
Laypeople’s definitions have a ring of truth that extends beyond researchers’ 

definitions.  

4.2.2 Researchers’ Definitions of Sarcasm 

One of the principle difficulties of studying sarcasm is defining what sarcasm 

is. Sarcasm is understood differently in the echoic mention theory (Sperber & Wilson, 

1981) and the pretense theory of verbal irony (Clark & Gerrig, 1984). In the echoic 

mention theory, ironic utterances mention a meaning rather than use it, in the same 
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way that people mention or use a word. The distinction is subtle -- mentioning is 

saying something to call attention to the concept itself (e.g., “but what is heat, 

really?”), whereas using is saying something to convey its meaning (e.g., “I can’t take 

this heat”). In pretense theory ironic utterances involve an act on the part of one or 

more of the interlocutors to portray an entity or group in a derogatory way. When 

defined in such distinct ways, the methods that researchers select to identify sarcasm 

differ enough that results will differ as well. 

Another difficulty is defining what sarcasm is not. In the following 

constructed example, if the conversational participants are eager to get home to cook, 

the response to the question comes off as sarcastic:  

(2)  A: Oh hey, should we stop for some fast food?  
B: Yes, let’s do that because we got all these groceries. 

 
But the response could be interpreted non-sarcastically if the interlocutors were tired 

from shopping. Recognizing this exchange (and many naturalistic exchanges) as 

either sarcastic or non-sarcastic requires more information than just the words. 

Some researchers work towards a more scientifically testable definition by 

creating a definition that connects well to multiple definitions. For example, the 

Verbal Irony Procedure describes a logical process for determining whether a passage 

contains verbal irony. In each step the researchers’ process connects to one or more 

definitions of irony, and their definition stays relatively broad: “an utterance with a 

literal evaluation that is implicitly contrary to its intended evaluation” (Burgers, van 

Mulken, & Schellens, 2005, p. 190). These approaches are important because they 
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attempt to bring together definitions of irony and sarcasm while also driving forward 

empirical testing of the combined definition. 

4.2.3 Computational Identification of Sarcasm 

Researchers attempting to computationally derive sarcasm from text have 

looked directly at what kinds of lexical patterns (symbols, words, and phrases) are 

likely to co-occur with sarcasm. The usual approach is to have a wide variety of raters 

determine whether or not words, phrases, or passages are sarcastic. Interjections like 

gee and gosh, for example, predict the presence of sarcastic content in novels (Kreuz 

& Caucci 2007), as do patterns like wow, oh really, and I love it when in internet 

arguments (Oraby et al., 2012). Writing words like um or uh and using punctuation 

like ellipses and quotes has also been associated with sarcasm (D’Arcey et al., 2019). 

From the presence of these patterns, other commonly collocated patterns can be 

derived from large corpora. For instance, if the word ugh co-occurred with wow, gee, 

and I love it when, it is possible that ugh would also predict the presence of sarcasm 

(for a typical example of this approach, see Qadir & Riloff 2014).  

There are also other approaches to teaching computers to recognize sarcasm 

that have gained traction recently: deep learning algorithms, for one, are starting to be 

effective at recognizing emotions in text (Felbo et al., 2017). Deep learning methods 

attempt to train a virtual prediction network, usually containing hundreds or 

thousands of nodes in multiple layers, to classify texts into categories that match 

predetermined categories. These methods may change the direction of future sarcasm 

classifiers. 
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4.2.4 Current Study: Creating Sarcasm 

Despite the difficulties of defining it, sarcasm is frequently produced in 

everyday communication. In an experimental study of sarcasm produced while 

describing badly dressed celebrities, pairs of communicators self-identified a sarcastic 

production about once a minute (Fox Tree et al., 2020). Even though sarcasm is often 

missed in spontaneous communication, conversational participants may risk 

producing it because of the joy that can be had from successful production and 

comprehension (Fox Tree et al., 2020).  

To better understand what people are doing when they create sarcastic 

communication, we asked people to modify non-sarcastic utterances to make them 

sarcastic and then critically examine their creations. We did not tell participants in 

advance what we meant by the word “sarcasm,” a method adopted by many prior 

researchers in light of definitional difficulties (e.g. Attardo 2003; Fox Tree et al. 

2020; Kreuz & Caucci 2007; Rockwell 2000).  

To assess sarcasm creativity, we developed a novel task where participants 

rewrote forum posts from internet arguments to make them sarcastic. The posts were 

selected because they were rated as not being sarcastic. By asking people to make 

non-sarcastic writing sarcastic (and not supplying a definition of sarcasm), we 

accomplished two goals: First, we got a set of sarcastic rewrites that can be contrasted 

with their original, non-sarcastic versions. Second, we primed our participants to have 

recent experience using and thinking about sarcasm: We had them create it, and then 

asked them about that process. 
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Because understanding sarcasm (and probably creating it) is an interactive 

process between the textual content and the reader’s schemata (Boon, 2005), it was 

important to give our raters and participants some context for the original versions of 

the internet posts. For this reason, we limited our stimuli to only posts that directly 

quoted other posts. In this way, we gathered a set of pairs of posts, one of which was 

responding to the other, in which it was always clear that the latter post was a direct 

response to the former post. For example: 

(3) Post: I have to ask you, did you do bbq ribs in your restaurant? And 
were they dry southern ribs?  
Response: Yes, I did ribs but I like 'um juicy. It’s all about the sauce 
baby. 

 
Hereafter we refer to these items as post-response pairs. 

We asked participants to rewrite only the responses, not the original posts, 

because we only got sarcasm ratings on the responses (not the posts). After rewriting 

each response, participants were asked to rate the difficulty of making the response 

sarcastic and their perceived success at doing so. We wanted to examine the difficulty 

of rewriting text to make it sarcastic. In most conditions, people use sarcasm in a 

carefree, easy way. But in our procedure, participants were tasked with interpreting 

another writer’s meaning and then modifying their statements to change that 

sentiment. For this reason, we hypothesized that participants would find our task to be 

more challenging than they anticipated. 

 We also wanted to understand people’s beliefs about sarcasm, so we asked 

them about their experiences creating it. We used these introspective self-reports to 

examine people’s conceptions of sarcasm more closely, first by looking for similar 
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ideas between participants and then testing to see whether those ideas could be made 

into reliable concepts by training raters to recognize them. 

4.3 Method 

 Participants rewrote responses in post-response pairs to make them sarcastic. 

They also assessed the quality of their creations. 

4.3.1 Participants 

Participants were 82 undergraduate psychology students at the University of 

California, Santa Cruz, who received course credit for their participation. 

4.3.2 Materials 

Twenty-four internet posts from the Internet Argument Corpus (Walker et al., 

2012) and their responses were selected from a set of responses that were judged by 

at least 4 out of 5 MTurk raters to not be sarcastic. Although the post-response pairs 

varied considerably in their topic and content, the responses were all between 14 and 

51 words long. We used PsychoPy (Peirce 2007) to create a stimulus-response system 

where users could type in their rewritings while reading each post-response pair. 

4.3.3 Procedure  

A research assistant asked each participant to sit at a computer running the 

PsychoPy experiment. The experiment software told the participant that they would 

be reading pairs of internet posts and their responses, and rewriting the responses to 

be more sarcastic, while attempting to keep the meaning the same (first half) or make 

the meaning opposite (second half). Before doing the task, participants were first 

asked how difficult they believed the task would be on a scale of 1 (not at all 



 133 

difficult) - 7 (extremely difficult). They also rated difficulty for each item after 

rewriting on the same 1 - 7 scale, in addition to how successful they felt they were 

after rewriting on a scale from 1 (not at all successful) - 7 (extremely successful). 

In order to engage and motivate participants, the experiment was posed as a 

performance task: They were told that the computer would judge the quality of their 

rewrites and, if the rewrites were of high quality, they would complete their 

participation more quickly. This was quantified by displaying a timer in the top right 

corner of the screen, which signified the remaining time to complete the experiment. 

Each time an answer was submitted, the participant received one of the two following 

feedback messages, dependent on the quality of their response: (a) “That was okay, 

but try for a better response next time.” or (b) “Well done! This response was 

analyzed to be of high quality. One minute has been removed from your remaining 

time.” When high-quality feedback was received, one minute was removed from the 

experiment timer to motivate participants to submit higher quality answers. “High 

quality,” though not explicitly defined for participants, was calculated by the 

PsychoPy experiment as any response longer than ten typed characters (regardless of 

what those characters were) and more than five seconds spent typing. Participants 

rewrote responses, rating the perceived difficulty and their perceived success on each 

rewrite until the timer ran out, at which point they were asked debriefing questions 

about the strategies they used and what cues they use to determine when someone is 

being sincere. 
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4.3.4 Coding 

Research assistants coded the rewrites in four ways: (1) Full context: how 

successful the participant was at making the rewrite sarcastic compared with both the 

original post and original response, (2) Partial context: sarcasm level of rewrite with 

only the original post (not the original response), (3) polarity of response (positive, 

negative, or neutral/ambiguous), and (4) strategies used to create sarcasm. These are 

described in more detail below: 

4.3.4.1 Sarcasm level of post-response-rewrite 

Two research assistants read the quote, the original response, and the rewrite. 

They then rated how successful the participant was at modifying the original response 

to be sarcastic on a scale of 1 - 7. These coders therefore compared the sentiment of 

the original response with that of the modified rewrite, closely mirroring the rating 

process for the participants themselves.  

4.3.4.2 Sarcasm level of post-rewrite 

Not only did we want to compare participants’ success ratings to third party 

raters’ success ratings, we also wanted to find out how sarcastic the rewrites were 

without comparison to the original responses. To address this, two different research 

assistants read the original quote but only saw the rewrite -- not the original response. 

These two coders were asked how sarcastic they felt the rewrite was. Although this 

coding process is less comparable to the participants’ self-reports of their success, it is 

likely a better measure of whether our participants were actually able to create 

sarcasm that is recognizable by others. 
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4.3.4.3 Polarity of rewrites 

The process of making something sarcastic may be different for information 

already imbued with a clear sentiment, so we assessed the degree to which positivity 

and negativity played a role in the creation of sarcasm. To investigate sentiment 

polarity, the four research assistants who rated post-response-rewrites and post-

rewrites rated each of the 24 post-response pairs as positive, negative, or 

neutral/ambiguous. Then, taking the three most positive post-response pairs and the 

three most negative, the four research assistants rated whether each rewrite of those 

six post-response pairs was positive, negative, or neutral/ambiguous. 

Four research assistants rated each of the 24 stimuli internet posts as 

categorically positive, negative, or neutral/ambiguous. After creating separate ratings, 

the raters engaged in a communal discussion about stimuli where disagreements 

existed. Initial ratings and ratings after discussion were recorded. The three most 

unambiguously positive stimuli and the three most unambiguously negative stimuli 

were identified by examining initial ratings and using post-communal discussion 

ratings as a tiebreaker. The four research assistants then coded all rewrites of these six 

post-response pairs in the same way -- either positive (1), negative (-1), or neutral (0).  

4.3.4.4 Strategies 

Finally, we examined each participant’s response to the post-experiment 

question, “What strategies did you use to make these items sarcastic?” Four research 

assistants who were not involved in rating rewrites’ sarcasm level or polarity 

collaborated with the authors to identify patterns in participants’ self-reported 
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strategies for creating sarcasm. Once strategies were identified, we created a coding 

system to determine how often those strategies had been used in rewrites and tested it. 

4.4 Results 

Participants generated a total of 628 rewrites. Of these, 22 were dropped 

because of an experimental error. Seven more were dropped because the participant 

did not enter any responses. This left 599 rewrites for analysis. 

4.4.1 Difficulty of creating sarcasm 

We compared each participant’s prior estimate of the difficulty of the task 

with their average rating of the trials they completed. Overall, their averaged post-

rewrite ratings on the seven-point scale suggested a slightly higher perceived 

difficulty than they had anticipated, M = 4.09, SD = 1.43 for anticipated difficulty and 

M = 4.78, SD = 0.92 for experienced difficulty, t(81) = 4.21, p < .001, 95% CI [.37, 

1.03]. Free responses in the post-experiment questionnaire supported this result, with 

participants remarking that it was “extremely difficult,” “tricky,” and “harder than I 

imagined.” Similarly, participants rated their success only to be moderate at rewriting 

the forum responses, M = 3.34, SD = 1.46, on the 1 (not at all successful) - 7 

(extremely successful) scale.  

4.4.2 Sarcasm Level of Post-Response-Rewrite 

Research assistants were asked to rate participants’ success at modifying the 

original response into a sarcastic rewrite, on a scale of 1 (not at all successful) to 7 

(extremely successful). Rater 1 (M = 3.19, SD = 2.55) coded higher than rater 2 (M = 

2.37, SD = 1.63), t(597) = 7.65, p < .001. Their ratings covaried slightly, r(597) = 
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.278, p < .001. These findings suggest that participants were at least modestly 

successful at creating sarcastic meaning. We also found a modest relationship 

between the average of research assistants’ ratings with participants’ own ratings of 

their success, r(597) = .173, p < .001. We also computed correlations for each of our 

coders individually to see if one coder understood sarcasm in a very different way 

from our participants. Research assistant raters individually showed similar levels of 

covariance with participants’ ratings, r(597) = .113, p = .006 and r(596) = .156, p < 

.001, respectively. 

4.4.3 Sarcasm Level of Post-Rewrite 

Separate research assistants were asked to rate the sarcasm of the rewrite, 

without access to the original response, on a scale of 1 (not at all successful) to 7 

(extremely successful). Rater 3 (M = 3.64, SD = 2.16) coded higher than rater 4 (M = 

3.08, SD = 1.68), t(597) = 6.53, p < .001. The two research assistant sarcasm raters 

showed moderate agreement for the level of sarcasm present in the rewrites, r(597) = 

.407, p < .001. There was a small but significant correlation between the participants’ 

success rating and the average amount of sarcasm perceived by our coders, r(597) = 

.160, p < .001. Correlations between participants’ ratings and individual research 

assistants’ ratings were similar, r(597) = .176, p < .001 and r(597) = .081, p = .048, 

respectively. 

4.4.4 Polarity of Rewrites 

Overall, coders rated the post-response pair stimuli more negatively than 

positively, t(149) = -3.033, p = .003, but the most negative stimuli were rewritten 
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more negatively than the most positive stimuli were: Rewrites of the three most 

negative stimuli showed more negativity than positivity, t(70) = -4.42, p < .001, but 

rewrites of the three most positive stimuli did not differ on positive or negative 

sentiment, t(78) = -0.19, p = .849. Further, coders rated rewrites of the positive 

stimuli more towards the middle of the scale (M = -.01, SD = .59) than rewrites of the 

negative stimuli, which were more negative (M = -.30, SD = .56), t(148) = -3.00, p = 

.003, 95% CI for the difference, [-0.1, -.47]. See Figure 1. 

 

Figure 1. Initially positive stimuli saw large drops in positivity in their rewritings, 
(especially when participants were asked to reverse the meaning of the forum 
responses) becoming essentially neutral overall. Initially negative stimuli saw a 
moderate rise in positivity in their rewritings, coming closer to neutral, but still 
decidedly negative overall. 
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4.4.5 Strategies 

 Four research assistants collaborated with the authors to critically examine 

participants’ self-reported strategies for creating sarcasm. Fifteen distinct strategies 

were identified and organized into five supercategories: (1) mental, to describe 

strategies where participants reported attempting to predict their addressees’ 

responses to their productions, (2) structural, to describe strategies to organize their 

rewrite in a particular way, (3) emphasis, to describe strategies that call attention to 

specific elements of the response, (4) tone, to describe adjustments to the emotional 

content of the message, and (5) content, to describe adjusting the semantic meaning 

of the response in certain ways. Participants also noted particular words that suggest 

sarcasm, which we examined as well. 

4.4.5.1 Mental 

Mental strategies included simulations and prior knowledge. Fifteen 

participants reported attempting to predict the impact of their rewrites (simulation) or 

base it on sarcasm they had encountered in the past (prior knowledge). Simulation 

was reported by 15 of our participants, and prior knowledge by 7. Because these 

mental strategies do not have a clear representation in the text of the rewritten 

responses, we do not examine them further. 

4.4.5.2 Structural 

Structural strategies included adding questions and brevity. Participants 

reported adding questions to their rewrites to make them more sarcastic, fitting with 

“rhetorical questions” as a category of irony (Hancock, 2004; Fox Tree et al., 2020). 
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Three participants reported adding questions. Five participants reported using brevity. 

They suggested that shortening the length of the response would increase its sarcastic 

effect. 

4.4.5.3 Emphasis 

Emphasis strategies included word emphasis and idea emphasis. Word 

emphasis included capitalization (of words), elongation (of vowels), and adding 

punctuation of various types. Idea emphasis included exaggerating a key concept 

within the text, making a statement absolute (true or false in all cases), or adding 

discourse markers (e.g. well, oh, like).  

4.4.5.4 Tone 

Tone adjustments included jocularity (four participants) and condescension 

(four participants). These participants reported changing the emotional tone of the 

response to be more amusing in a friendly or joking way, or more nasty and insulting 

toward the original post. 

4.4.5.5 Content 

Content adjustments included opposite sentiment (12 participants) and 

affirmations (10 participants). These reports involved changing the meaning of the 

response to contrast with the perceived sentiment, or using explicit confirmations to 

highlight an inconsistent sentiment, e.g., “Oh yeah that totally makes sense”. 

4.4.5.6 Word choices 

In addition to the higher-level, heuristic strategies reported, participants also 

reported using specific words and phrases to create sarcasm. There were 17 words 
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and phrases reported: u(h)m (8), yeah (64), so (84), well (24), like (78), totally (39), of 

course (41), oh yeah (9), as if (7), literally (4), always (36), for sure (3), surely that’s 

right (0), obviously (13), absolutely (2), really (20), and clearly (10). We counted the 

frequency of these words in the 599 rewrites to determine how much people’s reports 

matched their behavior. Because um, yeah, so, well, like, and always occurred in the 

original responses, they were also likely to occur in rewrites far more frequently, as 

participants were asked to rewrite those responses. Therefore, we did not examine 

them here. 

4.4.6 Strategies used in rewrites 

We analyzed the 599 rewrites to look for evidence of all but two of the self-

reported strategies. The two we did not explore were the mental categories simulation 

and prior knowledge. We did not assess simulation because we had no way of 

knowing when participants used this strategy of imagining the effect of their 

statements. We did not assess prior knowledge because we had no way of knowing 

when participants were explicitly drawing on their previous experiences with 

sarcasm.  

4.4.6.1 Structural  

Rewrites were coded dichotomously for presence or absence of questions. 

First we identified rewrites that contained more question marks than the original 

response (N = 60). In order to ensure that we did not miss any added questions, we 

then examined the remaining rewrites that included question marks (N = 29) and 

determined whether the question was similar to one asked in the original response. 
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Two research assistants coded these as containing either “only similar or identical 

questions” or “at least one different question,” achieving moderate interrater 

reliability (𝜅 = .541). Counting only those questions that both research assistants 

agreed were novel, this analysis suggests that at least 72 posts contained a new 

question, or 12% of the rewrites. 

Many of our participants’ responses were brief. Of the 599 rewrites, 490 were 

shorter than their responses. This result is likely to be at least partially due to the fact 

that when repeating information people tend to make it more succinct (Clark & 

Wilkes-Gibbs, 1986), as well as suboptimal participant motivation. 

4.4.6.2 Emphasis 

We analyzed emphasis via capitalization and elongation. We did not analyze 

punctuation due to a limitation in our experiment setup that made it more challenging 

for participants to type punctuation. The capitalization category was straightforward: 

we created a Python script to perform an exhaustive search through the rewrites for 

sequences of at least two letters that were capitalized. Then, a manual check was done 

to eliminate acronyms (e.g., “USA”, “TV”, “LOL”, etc). There were no capitalized 

words in the original responses, so all capitalizations within the rewrites were 

considered novel. Fifteen rewrites included at least one word that was all in capital 

letters. This is likely lower than might have been possible with other data collection 

methods (in our experiment, due to the same limitation making punctuation difficult 

to analyze, capitalization required pressing shift for each letter intended to be 

capitalized). 
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Assessing elongation required differentiating elongations from typographical 

errors. Elongations were defined as: (1) words that had one or more extra final letters 

when compared to a typical spelling (e.g., “itt.” “noww,” “soooo”) and (2) words 

contained two or more extra repeated letters within the word (e.g., “totallllly,” 

“bessst”). Although this assessment may contain some false positives that actually 

were due to participants accidentally hitting a key twice, it also may have helped 

weed out some typographical errors (e.g. “totallly,”, “besst”), which could be less 

noticeable in the middle of a word than extra errors at the end of a word. None of the 

original responses contained elongations, so all elongations within the rewrites were 

considered novel. There were 36 clear instances of elongation in the 599 rewrites. 

4.4.6.3 Word choices 

Participants reported using specific words and phrases to imbue their rewrites 

with sarcastic sentiment. Six of the words participants reported using (um, yeah, so, 

well, like, and always) were also present in the original responses from the post-

response pair stimuli, so we do not report their frequency here. However, ten of the 

eleven other reported words did appear with various frequencies. See Table 1. 

  



 144 

 

Word Frequency in 
Rewrites 

Totally 39 

Of course 41 

Oh yeah 9 

As if 7 

Literally 4 

For sure 3 

Surely that’s right 0 

Obviously 13 

Absolutely 2 

Really 20 

Clearly 10 

Table 1. Frequency of words and phrases in rewritten forum responses that 
participants reported using strategically to create sarcastic content. 
 

Totally, of course, really, clearly, and obviously were used the most 

frequently. They share an ability to polarize meaning, fitting with our participants’ 

reports of exaggeration and absolutes as ways to generate sarcasm. 

4.4.6.3 Tone and Content 

Some strategies were more abstract and required more extensive human 

coding to identify. We refer to these strategies as literary devices, although they do 

not all perfectly fit into that category. They are exaggeration, absolutes, jocularity, 

opposite sentiment, condescension, and affirmations. We created a coding scheme for 
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each of these strategies (See Appendix A) and asked four research assistants to code 

all 599 rewrites for the presence of each of them. 

4.4.6.4 Reliability of Literary Devices 

Prior to examining the frequency of literary devices in the rewrites, we wanted 

to see how reliably they could be coded, so we computed Krippendorf’s alpha for 

each literary device (see Table 2). Although all alphas and kappas showed agreement 

above chance, no alpha value exceeded .25, suggesting that agreement overall was 

present but limited. Suspecting that some coders may agree more than others, we 

computed Cohen’s kappa values for pairs of coders on all permutations. Indeed, there 

were several potentially interesting patterns that are noteworthy.  

 Exaggeration Absolute Jocularity Opposite 
Sentiment 

Condescension Affirmation 

Krippendorff’s ɑ .162 .225 .093 .378 .160 .150 

Cohen’s 𝜅 (a/b) .148 .272 .281 .339 .199 .389 

Cohen’s 𝜅 (a/c) .346 .232 .100 .319 .297 .283 

Cohen’s 𝜅 (a/d) .350 .271 .102 .461 .249 .089 

Cohen’s 𝜅 (b/c) .111 .196 .087 .407 .219 .111 

Cohen’s 𝜅 (b/d) .138 .254 .109 .356 .115 .028 

Cohen’s 𝜅 (c/d) .396 .340 .296 .444 .179 .206 

Table 2. The top row displays Krippendorff’s Alpha values for each of six literary 
devices reported by participants, followed by five more rows that display Cohen’s 
Kappa values for each pair of raters. These results show that even identically trained 
coders have differences in their conceptualizations of these literary devices. 
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For exaggeration, coders A, C, and D seemed to agree with each other more 

than coder B, suggesting coder B thought about exaggeration differently than the 

other three coders. Together, those three coders’ alpha value is .365. Nonetheless, it is 

clear that there is at least some similarity in how all four raters viewed exaggerative 

content. The presence of absolute statements showed slight reliability above chance 

levels as well, along with condescension. When coding jocularity, coders A and B 

agreed more strongly with each other, and coders C and D agreed more strongly with 

each other, though there was less overlap between other pairs, suggesting that there 

may be two reliable but distinct concepts that make up jocularity for our coders. It is 

not too surprising that opposite sentiment showed higher levels of agreement, 

partially because it is one of the more straightforward literary devices, and partially 

because we explicitly asked participants to rewrite their sarcastic interpretations in a 

way that utilized opposite sentiment. Finally, affirmations show an interesting pattern 

as well, suggesting that coders A and B (with the highest reliability) may partially 

share a concept with coder C, while coder C shares an entirely different concept with 

coder D. 

4.4.6.5 Sarcasm content of literary devices 

Since all six literary devices showed above-chance coding reliability, we next 

examined to what extent these literary devices were successful at creating sarcastic 

content. We used the three measurements of sarcasm previously discussed for each 

rewrite: The participants’ success rating, the research assistants’ full-context rating of 
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the participants’ success, and the different research assistants’ partial context rating of 

the rewrites’ sarcasm, not including viewing the original responses. 

 Participant rating Mean Coder Rating 
Full Context 

Mean Coder Rating 
Partial Context 

Exaggeration .168*** .380*** .438*** 

Absolutes .104* .125** .180*** 

Jocularity .126** .368*** .445*** 

Opposite Sentiment .135** .069 .015 

Condescension .151*** .517*** .498*** 

Affirmation .072 .015 .046 

Table 3. Pearson correlations between the average of four coders’ determinations of 
the presence of exaggeration, absolute statements, jocularity, opposite sentiment, 
condescension, and affirmations, and separate coders’ determination of the presence 
of sarcasm. * = p < .05, ** = p < .01, *** = p < .001 
 

When more coders agreed that exaggerations, absolutes, jocularity, or 

condescension were present in a rewrite, the more likely separate coders (and 

participants themselves) were to believe that sarcasm was present in that rewrite. 

Condescension was a particularly impressive predictor, accounting for approximately 

25% of the variance in sarcasm ratings for coders with either partial or full context for 

their ratings. It is interesting that condescension was not as strong a predictor for 

participants’ own determination of how sarcastic they were, perhaps suggesting that 

people may not realize that their own use of sarcasm comes off as condescending. 

This could also be an artifact of having research assistants who are finely tuned to 

recognize condescension due to their experience studying related topics. 
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The table above suggests that as we defined them, exaggeration, absolutes, 

jocularity, and condescension are predictive of sarcastic intent. We were surprised to 

find that opposite sentiment and affirmations were not predictive. In order to develop 

our understanding of our data, we ran exploratory analyses on the same dataset, but 

split by running block. Because participants were asked to craft some rewrites to keep 

the same sentiment as the original response, and were asked to reverse the sentiment 

for others, we wondered whether that was interfering with our analysis of the 

relationship between opposite sentiment and sarcasm presence. See Table 4. 

 Participant rating Mean Coder Rating Full 
Context 

Mean Coder Rating Partial 
Context 

 Same 
meaning 

Reversed 
meaning 

Same 
meaning 

Reversed 
meaning 

Same 
meaning 

Reversed 
meaning 

Exaggeration .228*** .137** .393*** .372*** .423*** .448*** 

Absolutes .124 .086 .149* .112* .195** .175** 

Jocularity .105 .135* .251*** .458*** .350*** .522*** 

Opposite 
Sentiment 

.239*** .040 .209** .008 .162* -.049 

Condescension .101 .181** .580*** .476*** .490*** .505*** 

Affirmation .152* .043 -.097 .081 -.035 .093 

Table 4. Pearson correlations between the average of four coders’ determinations of 
the presence of exaggeration, absolute statements, jocularity, opposite sentiment, 
condescension, and affirmations, and separate coders’ determination of the presence 
of sarcasm, split by running block. In one block, participants were asked to rewrite 
the non-sarcastic responses while keeping the same meaning, and in the other block, 
participants were asked to rewrite the non-sarcastic responses while reversing the 
meaning. * = p < .05, ** = p < .01, *** = p < .001 
 
 By splitting the correlations by block, we show that opposite sentiment was a 

valuable predictor of sarcasm both as understood by participants and as understood by 
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different coders, but only when participants were asked to keep the meaning the same 

-- not when they were asked to reverse it. Affirmations showed a weak correlation 

with participants’ sarcasm ratings, but no other significant correlation was present, 

suggesting that affirmations may not be a useful predictor of sarcastic content, except 

potentially as viewed by the creators of sarcasm themselves. Other correlations were 

relatively similar to the non-split data. 

4.5 Discussion 

 Although there are many ways to define sarcasm and people do not always 

agree (or even often agree, cf. Fox Tree et al., 2020), when they are focused on 

creating sarcasm, such as by converting a sincere text to a sarcastic one, they can be 

at least modestly successful as assessed both by themselves and by outside observers. 

When rewriting content that uses a negative sentiment people tend to rewrite it as 

even more negative, but when working with positive sentiment people tend to rewrite 

using a more neutral sentiment. People identified a variety of strategies that they use 

to communicate sarcasm and a content analysis of written productions confirmed the 

use of several of these strategies, as well as related words and phrases.  

The reported strategies can be grouped into at least 15 categories, organized 

into 5 supercategories, (1) mental, (2) structural, (3) emphasis (4) tone, and (5) 

content. Mental strategies include simulations and prior knowledge, which we were 

unable to test. We found evidence that participants used structural strategies, like 

adding questions and brevity. We also found that they used emphasis strategies like 

word emphasis (strategic use of punctuation, capitalization, and elongation) and idea 
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emphasis (adding absolutes and discourse markers). Finally, we found that they used 

tone strategies like jocularity and condescension. Content strategies were a more 

complicated story, as reversing the sentiment was present (but participants were 

explicitly asked to do this) and affirming a sentiment (which showed no relationship 

to others’ ratings of sarcasm). 

 One limitation of this work is that the sarcasm generated by our participants, 

though diverse, probably does not account for all types of written sarcasm, even if our 

definition of “all” only includes sarcasm in internet forums. Although the 24 post-

response pairs that we used were diverse in their topics and content, participants were 

in a situation where they had to attempt to ground with the original writers -- that is, 

they had to understand the writer’s original intent in order to create a sarcastic version 

of the text. Because there was limited context (posts were from pre-2010s, 

participants didn’t get to see the entire message thread and/or other posts by the 

authors), it is possible that participants refrained from using more subtle forms of 

sarcasm. 

 Another limitation is that our strategy categories were of relatively low 

frequency - our 82 participants reported a total of 116 distinct ideas that we grouped 

into 15 categories. Although this results in some cell sizes as low as three, we are 

confident that the cells with larger numbers of reports would be represented in a 

larger sample. 

 Sarcasm has been defined in a plethora of different ways, but too often the 

definitions hinge too much on researchers’ own perceptions of what constitutes 
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sarcasm or verbal irony, and not enough on perceptions of people producing the 

sarcastic content. To remedy this problem, this work attempts to reconnect with the 

populations that researchers study, and to find out more about their own definitions of 

sarcasm, treating differences of opinion as diversity rather than error. It does so by 

first showing the diversity of strategies that people use to create sarcasm in writing. 

These results will help both researchers who bring strong definitions of sarcasm to 

their work, as well as researchers who do not. Those who try to disambiguate sarcasm 

from similar concepts like verbal irony will be able to use this work to inform their 

definitions in ways that make them more accessible to the general public, and those 

who use community-driven definitions of sarcasm can better understand what that 

definition actually entails. The information provided here could be useful to 

screenwriters who want to create a sarcastic character, as well as any other 

storytellers who want to imbue their characters with a sarcastic edge. Sarcasm’s many 

facets allow for nuanced character development, as well as subtle storytelling. In a 

broad way, the message of this work is that we can rarely be certain about whether 

sarcasm is being used. Concepts like sarcasm are broad and fluid enough that there 

cannot be a single central definition for all. Without certainty of what sarcasm is, we 

often find ourselves in ambiguous moments in communication. That ambiguity itself 

has beauty -- if understanding was always easy, it wouldn’t be nearly as rewarding. 
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4.7 Appendix A: Coding Scheme for the Presence of Sarcasm Strategies 

Exaggeration: If a rewrite describes something as more or less than its accepted 
reality. Understatement or overstatement. Another way to think about this is as 
hyperbole. If it seems like it’s literally true, it’s probably not an exaggeration. 

● I am starving could be exaggeration 
● I ate a thousand tacos (very likely exaggeration) 
● Beyonce is a goddess (definitely an exaggeration) 
● I cleaned all the dishes (probably not an exaggeration) 
● It’s so hot you could fry an egg on the sidewalk 
● You should never put a baby in a hang glider (would not be included) 
● I never sleep (almost definitely an exaggeration) 
● "Oh, your tacos are so bad! Let's go eat McDonalds instead :)" (not likely to 

be an exaggeration) 
● “Oh, your tacos are the worst! Let’s go eat McDonalds instead :)” (is an 

exaggeration) 
 
Absolute: If a rewrite contains a word or phrase that implies "all" or "none" of 
something, or the most or the least possible, without hedging. Statements that imply 
majorities or are nearly absolutes were not included. Examples:  

● "I cleaned all the dishes" would be included 
● "I cleaned most of the dishes in the universe" would not be included 
● "Nobody loves you like I do" would be included 
● "You are kinda the best thing ever" would not be included, because "kinda" 

hedges the absolute statement 
 
Jocularity: Does the rewrite playfully poke fun or tease?  
If it is likely to offend someone, code "no" for jocularity. Condescension better 
describes teasing that is intended to hurt someone's feelings. Jocularity is teasing that 
is not intended to hurt someone's feelings. 

● "Oh, your tacos are so bad! Let's go eat dirt instead :)" 
● “Oh, your tacos are the worst! Let’s go eat dirt instead :)” 
● “This is a terrible salad” (right after finishing it) 
● “Duh” to a respected rocket scientist 

 
Opposite Sentiment: Does the rewrite attempt to say the opposite of the original 
response at least in part? (literal meaning -- not actual or perceived meaning) 
Please imagine a horizontal scale bisected by a “neutral” point in the middle (a visual 
example was given). Then examine each rewrite and its corresponding statement in 
the original response and determine whether the two statements would fall on 
opposite sides of the “neutral” point. If so, the rewrite should be marked as containing 
at least some opposite sentiment. 
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Condescension: Does the rewrite clearly act condescendingly or nastily toward 
something, or try to belittle something? On the surface they’re nicer than what they 
mean. Patronizing courtesy or politeness. 

● "You're so helpful! Thank you, sweetheart!" 
● “When you wash the dishes, I need you to get all the food off of them” 
● “You know what’d be great? If you showed up on time” 
● “What a cute little tune” - to Beethoven 

 
Affirmation: Does the rewrite attempt to agree with the original post (quote) in a 
clear way? This is meaning-specific, not word-specific. Does not need to have any 
specific word, just needs to affirm part of the post (not the response). 

● “I totally agree with your statement” 
● “That seems right to me” 
● “No problem at all there!” 
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4.8 Appendix B: Top positive and negative stimuli, with examples of rewrites 

The three most unambiguously positive stimuli were as follows: 

[Stimulus 1]  
POST: pop song - good vibrations (the beach boys) next is - a day in the life 
(the beatles) one of these days (pink floyd) echoes (pink floyd) cool world 
(mondo rock) eagle rock (daddy cool)  
RESPONSE: i like anything rock and sometimes punk rock, i like thursday's 
song o man i forgot it........... but i like it and um maroon 5 harder to brethe is 
awesome! 
EXAMPLE REWRITE: i loooove anything rock and especially punk rock. I 
love thursday's song and i cant get enough of maroon 5 harder to breathe. its 
like totally awesomeee 

 
[Stimulus 10]  

POST: cunx, i have to ask you, did you do bbq ribs in your restaurant? and 
were they dry southern ribs?  
RESPONSE: yes, i did ribs but i like 'um juicy. its all about the sauce baby. 
EXAMPLE REWRITE: Yeah, I totally made ribs. With my nonexistent grill. I 
made 'um juicy, is all about the sauce when you fake barbecue 
 

[Stimulus 20]  
POST: there days my favorite is flashpoint, its really very interesting show. 
RESPONSE: lot of tv shows are there as like: lost dexter heroes jersey shore 
hung big love born to death monk this shows are outstanding.must watch 
it.....! 
EXAMPLE REWRITE: I was going to recommend you a list of other really 
great shows, but it sounds like you're already a TV expert 
 

All four coders rated the first and third stimuli as positive. Three of the four coders 

agreed that the second stimulus was positive and came to unanimous agreement in the 

communal discussion.  
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The three most unambiguously negative stimuli were: 

[Stimulus 2]  
POST: then in that case they wouldn't be good parents now would they? 
RESPONSE: they treat their kids like that because they are conservative 
thinkers. and you wouldnt claim that all conservative thinkers are bad 
parents. well...maybe i would. 
EXAMPLE REWRITE: oh yes bevause liberal thinkers make the bessssst 
parents 
 

[Stimulus 4]  
POST: the same applies to obama. he gives a great speech...so does al pacino. 
any good actor can give a good speech. obama has demonstrated zero ability 
to govern. he can't even vote regularly for or against things...hence all of his 
present votes in the illinois government. there's no hypocrisy. she's been a 
mayor and is presently a great governor. obama is nothing but a senator from 
the illinois political machine. he has done little or nothing. he hasn't 
sponsored any significant bills. he hasn't even been in the senate much in the 
last few months...he's been busy running for president. ...don't forget...obama 
has been a senator for three years...he hasn't been doing what senators 
normally do for three years though...he's been running for president and 
writing his memoirs  
RESPONSE: frankly, obama's limited experience is towards the bottom of my 
list of concerns because all experience seems to do is make it so you can learn 
the art of true "politicing" . i mainly care that his ideas suck. 
EXAMPLE REWRITE: oh because Obama's limited experience is totally 
towards the bottom of my list of concerns because all experience does is make 
it so you can learn the art of true politicing" right. I totally care that he has 
"sucky" ideas" 
 

[Stimulus 12]  
POST: it certainly beats the alternative of even more deaths from illegal and 
unregulated abortions. or perhaps you'd just want to see more babies brought 
to term and abandoned in dumpsters. but if you really just want to trade non 
sequitors instead of discussing the issue in all of its complexity, maybe i 
should just say: abortion sucks, but the alternative is worse.  
RESPONSE: that is the biggest spin the liberal left every has put out.......i was 
alive back then and you find more babies thrown away in garbage can now 
then you did then.........barely a week goes by that you don't see that hapening 
now....... 
EXAMPLE REWRITE: The liberal left's view is clearly so insightful and 
correct based on how many babies we see thrown away on the daily 
 

All four coders rated all three of these stimuli as negative.  
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5 Overall Discussion 

Sarcasm has been studied from many different angles. Here I presented three 

directions from which to develop a more complete understanding of a phenomenon 

that is complex, diverse, and elusive. Each of these directions is useful in its own 

way, but together they begin to show that sarcasm is many different things to 

different people in different contexts. While it is tempting to look at the analyses 

above and proclaim victory with the strongest findings (e.g. um and uh strongly 

predict sarcasm (D’Arcey et al., 2019), condescension strongly predicts sarcasm 

(D’Arcey, Fox Tree, under review), it is important to remember that the many more 

moderate findings are just as important for understanding how people think about 

sarcasm (e.g. ellipses and single quoted words predict sarcasm (D’Arcey et al., 2019), 

exaggeration predicts sarcasm (D’Arcey, Fox Tree, under review)).  

Across three research papers that are published or under review, I approached 

sarcasm from a computational and psychological perspective, and through both 

production and comprehension lenses. In the computational approach I showed 

evidence that sarcasm is commonly co-present in writing with signals asking the 

reader to wait, potentially drawing on the contextual inappropriateness of asking an 

interlocutor to wait using an asynchronous medium. In the experimental methods, I 

showed evidence that agreement on sarcasm can be quite low, whether between 

interlocutors themselves or even between trained research assistants. Finally, in the 

qualitative approach, I showed that the diversity of ways that people think about 
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sarcasm is far broader than the ways that researchers generally portray it, and that 

many of those ideas reliably predict the presence of sarcasm. 

The emerging story seems to suggest that sarcasm is a multidimensional entity 

-- one that does not rely on any one mechanism like “saying the opposite of what you 

mean” or “being contextually inappropriate”, but one that draws on many strategies 

and attributes, both linguistic and contextual. Future work that would follow this 

direction could stem off in a variety of different ways. For example, it would be 

tremendously beneficial to draw more heavily on public knowledge in a more 

demographically representative way. One way to do so would be to collect statements 

that are potentially sarcastic and ask people to help disambiguate their sarcastic 

content in a more qualitative way. Questions like “what do you need to know about 

the writer to figure out if they were being sarcastic?” could bring valuable insight to 

understanding the sources of sarcasm. 

Likewise, in today’s world, video and audio recording is omnipresent, making 

it easy for people to hold others responsible for their past words and actions. As a 

result, it has become strategic for politicians to claim, “I was joking” or “I was being 

sarcastic”. This leads to a situation where it becomes difficult to know which story is 

more representative. Presumably it would be useful to be able to ascertain whether or 

not sarcasm was present, but we currently have few tools to do so, and have little 

knowledge about this strategy’s effect on public opinion. 

On a similar note, sarcasm, when used as a form of humor, may be used and 

understood differently by people in positions of power than it is by people who are 
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not. Since expressions of humor recognition (e.g., laughter) differ based on status 

(Oveis et al., 2016), it is plausible that expressions of humor themselves differ as 

well. And from a more general perspective, power differences may be only the tip of 

the iceberg.  

There is already evidence that cultural differences in ideas of sarcasm vary 

widely (Dress et al., 2008). Taking the strategies described in Oh SO Sarcastic above 

and testing them against representative populations could lead to several important 

results: First, it could unearth new strategies that haven’t yet been examined. Second, 

it can give us an idea of whether there is regional or cultural variation in the 

connection of each strategy to the idea of sarcasm. For instance, maybe university 

students in California tend to strongly associate sarcasm with condescension, but for 

adults in the Midwest, sarcasm is much more about affirmation. Third, it could tell us 

whether some strategies are more widely associated with sarcasm than others. 

Perhaps jocularity will turn out to be associated with sarcasm at low levels for most 

people.  

In this complex problem space, it is no wonder that researchers have studied 

sarcasm and come to very different conclusions about its nature. One is reminded of 

the tale of the blind men and the elephant (e.g., Daigneault, 2013), in which the blind 

protagonists all touch a different part of the animal and draw conclusions about the 

nature of the elephant as a whole, resulting in six completely different (but all 

accurate) definitions of an elephant. It is my hope that by thinking about sarcasm 
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from a multitude of different viewpoints (especially those of non-scientists), we will 

open our eyes to a broader view of how sarcasm functions in our world. 
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