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ABSTRACT OF THE DISSERTATION

Linking Anthropogenic Aerosols and Large-Scale Circulation Systems in Climate Models

by

Mohammad Taufiq Hassan Mozumder

Doctor of Philosophy, Graduate Program in Earth and Planetary Sciences
University of California, Riverside, December 2021

Dr. Robert J. Allen, Chairperson

This dissertation is composed of three parts. In the first part, I investigate the an-

thropogenic aerosol burden response to future warming perturbations using climate models. 

Many climate models simulate an increase in anthropogenic aerosol species in response to 

warming. This is primarily due to a decrease in wet removal associated with reduced pre-

cipitation. The enhanced aerosol burden and hydrological changes are related to a robust 

climate change phenomenon—the land–sea warming contrast. Enhanced land warming is 

associated with continental reductions in lower-tropospheric humidity that drive decreases 

in low clouds, which leads to reduced large-scale precipitation and aerosol wet removal. 

Thus, unless anthropogenic emission reductions occur, a warmer world will be associated 

with enhanced aerosol pollution.

In the Second part, I explore the mechanisms that drive the Atlantic meridional 

overturning circulation (AMOC) based on the Coupled Model Intercomparison Project 

phase 6 (CMIP6) models. The CMIP6 all-forcing simulations show a robust AMOC strength-
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ening during ∼1950−1990 and weakening afterwards (∼1990−2020). These multi-decadal

AMOC variations are related to changes in North Atlantic atmospheric circulation, which

drive changes in the subpolar North Atlantic surface density flux. CMIP6 anthropogenic

aerosol forced simulations yield a similar AMOC including associated atmospheric circula-

tion responses. I conclude that the CMIP6 models yield robust, externally forced AMOC

changes, the bulk of which are due to anthropogenic aerosols.

Finally, I quantify the impact of near-term climate forcer (NTCF) mitigation-

including aerosols and chemically reactive gases such as tropospheric ozone and methane-on

the AMOC using four chemistry-climate models. Non-methane NTCF mitigation, including

aerosols, ozone and precursor gases alone, will amplify greenhouse gas-induced weakening of

the AMOC. However, all-NTCF mitigation, which also includes methane reductions, more

than offset this weakening. Thus, efforts to improve air quality must also target methane

to avoid additional climate change, including weakening of world’s major ocean circulation

system.
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Chapter 1

Introduction

Lower tropospheric aerosols can affect air quality and human health. A recent

study attributed 3.3 million premature deaths each year to aggravated aerosol pollution,

led by fine particulate matter (PM2.5) [1], particularly in heavily polluted areas like India

and China. Regardless of the emergent importance of atmospheric aerosol mitigation, there

exists a large inconsistency among studies estimating aerosol response to climate change.

This inconsistency is driven by our limited understanding of the physical processes and their

complex interaction with aerosol particles. The optical properties of aerosols, which can

influence the energy balance of the earth system by scattering or absorbing radiation, adds

to the complexity. According to the report on the 5th Intergovernmental Panel on Climate

Change (IPCC), the total effective aerosol radiative forcing is -0.9 Wm-2 (-1.9 to -0.1) [2],

indicating aerosols have a net cooling effect. Both climatic and societal importance of air

pollution has significantly enhanced by anthropogenic activities, as humans are responsible

for a large part of the tropospheric aerosol burden increase since the pre-industrial era [3].
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Continued greenhouse-gas induced global warming is expected to be associated

with changes in physical, chemical and biological factors that control the lifetime, transport,

chemistry, atmospheric burden and surface concentration of aerosols. Understanding the

response of aerosol burden to robust physical perturbations is important to the context of

future climate change. Chapter 2 presents a study that investigates the land-sea warming

contrast, where continents warm more rapidly than ocean as a robust feature found in both

observations and climate model simulations. Heat from the ocean surface is more readily

transferred away from the surface due to turbulence and mixing. It is also found that

if heat is being transferred by advection, the land-ocean warming contrast can be solely

explained by the change in lapse rate over land and ocean [4, 5]. As a result, a significant

land-ocean warming contrast is seen over most latitudes, while strongest over mid−high

latitudes, which intensifies with continued global warming [6, 7].

The land specific humidity varies in concert with the specific humidity and satu-

ration specific humidity over the sea. Thus, near-surface atmospheric moisture content is

primarily controlled by the saturation specific humidity of the oceans. When a warming

perturbation is applied according to future projections, the continents warm more rapidly

than oceans due to land-ocean warming contrast. The rapidly warming continents can hold

far more moisture compared to the increased moisture that is transported from the slowly

warming ocean. The relative humidity (RH) over lands falls. Recent observational and

climate model simulation studies have found a significant decrease in near-surface relative

humidity over continents [?, 7].

Chapter 2 shows that the hydrological perturbations related to land-sea warming

2



contrasts will enhance aerosol burden, resulting in reduced air quality and an enhanced

aerosol radiative effect. This is due to the fact a reduction in relative humidity over land has

potentially important hydrological cycle implications. This impact is evident particularly

in terms of large-scale precipitation. Most models parameterize large-scale precipitation

based, in part, on a relative humidity threshold (e.g. air needs to be at saturated before

precipitation can occur). To the extent that future warming drives decreases in RH over

land, there is also a corresponding decrease in large-scale precipitation and wet deposition.

The Atlantic Meridional Overturning Circulation (AMOC) is one of the major

ocean circulation system that can significantly impact our climate by globally transporting

large amounts of heat, carbon and freshwater[8, 9]. Observations, proxies and climate model

simulations of AMOC variability indicate a gradual weakening during the recent decades[10,

11, 12, 13]. Most climate models agree that the long-term gradual weakening in AMOC

is a response to positive radiative forcing associated to gradually increasing greenhouse

gases[14, 15, 16, 17, 18, 19]. By the end of the 21st century, for example, models estimate a

24-39% decline in the AMOC, with larger weakening under larger increases in future GHG

emissions [20]. Although there is considerable uncertainty on the role of anthropogenic

aerosols on North Atlantic climate variability, aerosols may impact the AMOC−including

strengthening (weakening) the AMOC and increasing (decreasing) the northward cross-

equatorial ocean heat transport[21, 22, 23, 24, 25, 26, 17]−since it can offset (reinforce) the

positive radiative forcing exerted by the greenhouse gases.

Chapter 3 investigates the impact of atmospheric aerosol reduction using a multi-

model approach. The Coupled Model Intercomparison Project phase 6 (CMIP6) models are

3



used to identify the AMOC responses during different periods as a response to the changes

in North Atlantic atmospheric circulation. This study shows that a large suite of state-of-

the-art climate models yield a robust strengthening (weakening) of the AMOC from ∼1950-

1990 (∼1990-2020), and that this response is largely driven by anthropogenic aerosols. The

multi-decadal AMOC variability is initiated by North Atlantic aerosol perturbations to net

surface shortwave radiation and surface temperature (and hence sea surface density), which

in turn affect sea level pressure gradient and surface wind−and via latent and sensible heat

fluxes−sea surface density flux through its thermal component. AMOC-related feedbacks

act to reinforce this aerosol-forced AMOC response, largely due to changes in sea surface

salinity (and hence sea surface density), with temperature (and cloud) related feedbacks

acting to mute the initial response.

Since there is an increasing demand of improved air quality−incorporating reduc-

tion in anthropogenic aerosols−and a substantial evidence that AMOC is weakening, under-

standing future changes in AMOC is of primary interest, in the context of climate mitigation

policies. A strict policy is expected to be imposed to mitigate future ambient air pollution.

However, an aggressive aerosol removal strategy could lead to additional surface warming,

significant mean increase in precipitation and a significant weakening in AMOC[27, 13, 28].

Since methane can increase the radiative forcing by 20%–25% through shortwave absorp-

tion, methane emission reduction is highlighted−in addition to aerosol reduction−in recent

studies for a ’win-win’ policy to mitigate climate change and air pollution[29, 30, 31, 27, 28].

Near-term climate forcers (NTCFs)−chemical species whose impact on climate

occurs primarily within the first decade after their emission−have received significant at-
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tention, as they consider components that can affect both the air quality as well as the

radiative balance of the Earth[32, 33]. NTCFs, also known as short-lived climate forcers

(SLCFs), include aerosols, and chemically reactive gases including ozone, sulfur dioxide

and methane (CH4). Thus, future reduction in NTCFs−to improve air quality−can exhibit

rapid climate response due to their short atmospheric lifetimes compared to GHGs. Poli-

cies that consider future reductions in emissions of NTCFs is therefore important to meet

the United Nation’s Sustainable Development Goals, as well as to mitigate the projected

AMOC weakening, which is close to a point of critical transition[34, 35, 36, 37].

In chapter 4, I analyze simulations from the the Aerosol and Chemistry Model In-

tercomparison Project (AerChemMIP), part of the Coupled Model Intercomparison Project

(CMIP6), with models that include an interactive representation of tropospheric aerosols

and atmospheric chemistry, allowing for the quantification of chemistry-climate interactions[38,

39]. I found that relative to the Shared Socio-economic Pathway 3-7.0 (SSP3-7.0; with strong

increases in GHGs and NTCFs), NMNTCF (aerosols and ozone precursors) mitigation in

the SSP3-7.0-lowNTCF scenario leads to significant AMOC weakening in all AerChemMIP

models. In contrast, NTCF (aerosols, ozone and precursor gases including methane) miti-

gation in the SSP3-7.0-lowNTCFCH4 scenario nullifies most of the projected weakening in

NMNTCF due to the inclusion of methane mitigation.
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Chapter 2

Enhanced land–sea warming

contrast elevates aerosol pollution

in a warmer world

Abstract

Many climate models simulate an increase in anthropogenic aerosol species in response

to warming1, particularly over the Northern Hemisphere mid-latitudes during June, July

and August. Recently, it has been argued that this increase in anthropogenic aerosols

can be linked to a decrease in wet removal associated with reduced precipitation, but the

mechanisms remain uncertain. Here, using a state-of-the-art climate model (the Com-

munity Atmosphere Model version 5), we expand on this notion to demonstrate that

the enhanced aerosol burden and hydrological changes are related to a robust climate
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change phenomenon—the land–sea warming contrast. Enhanced land warming is associ-

ated with continental reductions in lower-tropospheric humidity that drive decreases in low

clouds—particularly large scale (stratus) clouds—which, in turn, lead to reduced large-scale

precipitation and aerosol wet removal. Idealized model simulations further show that mut-

ing the land–sea warming contrast weakens these hydrological changes, thereby suppressing

the aerosol increase. Moreover, idealized simulations that only feature land warming yield

enhanced continental aridity and an increase in aerosol burden. Thus, unless anthropogenic

emission reductions occur, our results add confidence that a warmer world will be associated

with enhanced aerosol pollution.

2.1 Introduction

Since the pre-industrial era, anthropogenic activities have resulted in a significant

increase in anthropogenic aerosol burden5, which in turn has affected Earth’s radiative bal-

ance. According to the Fifth Assessment Report of the IPCC, the total effective aerosol

radiative forcing is −0.9 W m−2 (90% uncertainty range: −1.9 to − 0.1 W m−2) [40],

indicating that aerosols cause a net cooling effect, which has probably offset 40% of GHG

warming [41]. Aerosols can also adversely affect air quality and human health, with a recent

study attributing 3.3 million premature deaths each year to aggravated aerosol pollution,

led by fine particulate matter (PM2.5) [1], particularly in heavily polluted areas such as In-

dia and China. Continued GHG-induced global warming is expected to be associated with

changes in the physical, chemical and biological factors that control the lifetime, transport,

chemistry and atmospheric burden of aerosols [42, 43]. Considering the climatic and societal
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importance of aerosol pollution, an improved understanding of how future climate change

can influence the amount of aerosol is needed for climate and air pollution policy decisions.

Studies show a mixed aerosol response to GHG-induced warming, with some anal-

yses yielding a decrease in aerosol burden, particularly SO4 [44, 45]. However, more recent

studies show an increase in aerosols under warming [46, 47, 48]. State-of-the-art Atmo-

spheric Chemistry Climate Model Intercomparison Project (ACCMIP) [49] models yield

robust increases in most aerosol species, particularly over the Northern Hemisphere mid-

latitudes during summer, which are largely due to a decrease in wet removal from reductions

in large-scale precipitation (LSP) [47]. This results in a negative aerosol climate feedback,

ranging from −0.21 to − 0.46 W m−2 K−1. Similarly, these same ACCMIP models yield

a robust increase in PM2.5 and, in turn, an increase in premature mortality [50].

Uncertainty in the aerosol response to future warming is related to several factors,

including uncertainty in the simulation of aerosol processes [51, 52], including transport,

removal and chemistry. Furthermore, models must accurately simulate how GHG-induced

warming impacts the climate system and, in turn, how these warming perturbations af-

fect the important physical processes controlling aerosol burden. However, some climate

warming responses are more robust than others. The land–sea warming contrast (LSWC),

where continents warm more than the ocean [53, 54, 6, 55], is a robust feature found in

both observations and climate model simulations. This phenomenon is caused by contrasts

in surface sensible and latent fluxes over land [53], land–ocean contrasts in boundary-layer
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lapse rate changes [56], boundary-layer relative humidity and associated low-level cloud

cover changes over land [57], and soil moisture reductions [58]. Thus, enhanced continental

warming is associated with an increase in land aridity, which in turn may affect the burden

of anthropogenic aerosols. Here, we demonstrate, using novel simulations, that the LSWC

is a dominant driver of the anthropogenic aerosol increase under future warming.

2.2 Results and Discussion

Figure 2.1 a,d,g,j shows that the Community Atmosphere Model version 5 (CAM5)

[59] simulates a significant increase in all anthropogenic aerosol species in response to warm-

ing. Responses are estimated from the difference between a ten-year control simulation,

based on the year 2000 climate and aerosol emissions, and a ten-year warming simulation,

based on the year 2100 climate and year 2000 aerosol emissions (section 2.3). The signifi-

cance of all of the responses was determined by Student’s t-test for the difference of means,

using the pooled variance. In all cases, the annual mean aerosol burden increases globally,

with the maximum increase over the Northern Hemisphere mid-latitudes (30–60◦N)—more

specifically, over the Northern Hemisphere mid-latitude continents during summer (June

through August (JJA)). For example, the annual mean sulphate (SO4) burden increases

3.5% globally, 3.8% over the Northern Hemisphere mid-latitude land, and 9.8% over the

Northern Hemisphere mid-latitude continents during JJA.

A similar sequence in decreasing wet deposition (Figure 2.1 b,e,h,k) is found from

global annual to Northern Hemisphere mid-latitude continents during JJA. Wet deposition
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is the primary removal mechanism for atmospheric aerosols and soluble gases [60]. Hence,

the increase in burden is consistent with a reduction in wet deposition, and moreover,

the maximum increase in aerosol burden over Northern Hemisphere mid-latitude continents

during JJA is consistent with a corresponding maximum reduction in wet removal. Further-

more, most of this reduction in aerosol wet removal is driven by a decrease in wet deposition

due to LSP (Figure 2.1 c,f,i,l). Over the oceans, the weaker decreases and increases in wet

deposition, respectively, are consistent with: (1) the increase in aerosol burden over the

continents, some of which gets transported over the ocean, leading to an increase in wet

removal; and (2) increases in LSP (Figure A.1). These results agree with earlier findings

based on ACCMIP models [47].

We now focus on what contributes to the reduction in aerosol wet deposition, most

of which occurs over the continents of the Northern Hemisphere mid-latitudes during JJA.

A decrease in wet deposition is in contrast with the expected global mean precipitation

increase in response to warming10. CAM5 supports previous findings and simulates a 2.5%

increase in global annual mean total precipitation, which becomes larger over the North-

ern Hemisphere mid-latitude continents (9.4% annual increase). Most of this annual mean

increase over the Northern Hemisphere mid-latitude continents is driven by convective pre-

cipitation (a 21% annual increase) as opposed to LSP (a 2% annual increase; Figure A.1).

During JJA, Northern Hemisphere midlatitude total precipitation increases slightly, which

is decomposed into a 14% increase in convective precipitation, but an 18% decrease in LSP

(Figure 2.2 a). Similar results exist across the CMIP5 models [47]. Despite this increase
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in convective precipitation, the change in wet deposition due to convective precipitation

is negligible over the Northern Hemisphere mid-latitudes during JJA under warming (Fig-

ure 2.2). The decrease in LSP is consistent with a maximum reduction in wet deposition due

to large-scale (and total) precipitation over the Northern Hemisphere mid-latitude conti-

nents during JJA. Although the dominant role of LSP, and the corresponding wet removal,

is consistent with ACCMIP models2, we acknowledge relatively large model diversity in

terms of the proportion of wet removal due to convective precipitation16, as well as addi-

tional uncertainties in aerosol simulations (section 2.3).

Reductions in relative humidity and soil moisture are important components of

the projected summer drying over the Northern Hemisphere mid-latitudes [61]. To a large

extent, land moisture is dictated by the transport of moisture from the oceans [62]. When

the continental lower tropospheric temperature warms more than that over the ocean, the

air can hold more moisture relative to the amount of moisture advected from the oceans

[7]. As a result, the relative humidity over the continents decreases. This relative humidity

reduction promotes low-level cloud (CLOW) reductions over the land, causing further land

warming, thus constituting a positive feedback that acts to further warm and dry out the

land [57, 5]. Soil moisture is also a crucial factor for the positive land-drying feedback

during the summer. Less soil moisture has been associated with less precipitation through

atmospheric feedbacks [63].
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CAM5 captures this summertime drying over the Northern Hemisphere mid-latitude

continents (Figure A.3), including the reduction in relative humidity and CLOW, as well as

a reduction in soil moisture, all of which are largest during JJA (Figure 2.3). The CLOW

reduction is largely due to decreases in lowlevel large-scale (stratus) cloud (SCLOW; sec-

tion 2.3). Furthermore, snow depth exhibits a maximum decrease during March through

May (MAM), which implies less snow melt during the late spring and early summer, prob-

ably contributing to the decrease in soil moisture. Also consistent with the enhanced conti-

nental aridity is a decrease in surface runoff. These CAM5 hydrological changes are generally

consistent across CMIP5 models (Figure A.4). However, some exceptions do exist, including

the seasonal cycle of runoff and the magnitude of the snow depth response.

To evaluate the importance of enhanced land warming to the aforementioned hy-

drological responses, and the increase in aerosol burden under warming, a set of idealized

simulations were performed to mute the land warming. These were identical to the de-

fault warming simulation, but the near-surface land temperature was nudged to the control

simulation’s near-surface land temperature (section 2.3). Three separate nudging simu-

lations were performed, with nudging strengths of 1.0, 2.5 and 5.0%. These simulations

successfully muted the enhanced land warming, with larger nudging producing a larger

LSWC reduction (Figure A.5 and Table A.1). The LSWC amplitude can be measured in

terms of the warming ratio, defined as the lower-tropospheric continental warming relative

to that over the ocean [64]. In CAM5 simulations with 5.0% nudging, the global annual

warming ratio drops from 1.46 to 1.08 (26% decrease). This warming ratio reduction oc-
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curs at all latitudes, but the largest decrease (∼41%) occurs over the Northern Hemisphere

mid-latitudes during JJA. Hence, these nudging simulations successfully weaken the LSWC.

The importance of muted land warming was explored in two steps: (1) by analysing

the hydrology changes; and (2) by investigating the aerosol burden and wet deposition

changes. The muted land warming simulations weaken the decrease in all hydrology vari-

ables, particularly during JJA, including lower tropospheric relative humidity, soil moisture,

surface runoff, low clouds and LSP (Figure 2.2). The decrease in MAM snow depth is also

weakened. Thus, with a weaker LSWC, less Northern Hemisphere mid-latitude continental

drying occurs, and this response generally scales with the magnitude of the nudging. How-

ever, we note possible nonlinearities with some aspects of the response, as the changes in

LSP, soil moisture and runoff are similar for the 2.5 and 5.0% nudging experiments, despite

clear separation of the change in aerosol burdens.

Figure 2.3 shows that muted land warming results in a weaker increase (or de-

crease) in anthropogenic aerosol species over the Northern Hemisphere mid-latitude conti-

nents, particularly during JJA. Consistently, the decrease in wet deposition due to LSP is

also weakened. This weakening is consistent with the changes in hydrology and strength

of the nudging—1.0% nudging yields the smallest reduction during JJA, and 5.0% nudging

yields the largest reduction.
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Climate change may also affect aerosol burden through modification of chemical

production pathways, particularly in the context of SO4 and secondary organic aerosols

(SOA). In CAM5, changes in chemical production act to mute the increase in SO4 and

SOA burden over the Northern Hemisphere mid-latitude continents, especially during JJA

(Figure A.6 and Figure A.7). The two primary chemical production pathways of SO4 are

aqueous and gaseous production (section 2.3). In response to warming, CAM5 exhibits

a decrease in aqueous SO4 production, consistent with the decrease in low clouds (Fig-

ure 2.2). This, in turn, results in more of the SO4 gaseous precursor SO2 (not shown),

and a corresponding increase in SO4 gaseous production. However, the decrease in aqueous

production dominates, and the total chemical production of SO4 decreases in response to

warming (Figure A.6).

In CAM5, a relatively simple treatment of SOA is assumed (section 2.3). A gaseous

precursor for SOA formation (SOAG) requires oversaturation to condense and form SOA.

The SOAG partial pressure increases with enhanced warming, which decreases the conden-

sation of SOAG to SOA under warming, resulting in less SOA (Figure A.7). Hence, changes

in chemical production are not responsible for the increase in SO4 or SOA burden under

warming— in fact, they act to weaken the increase. Furthermore, these conclusions are

consistent across the muted warming simulations (Figure A.6 and Figure A.7).

Finally, a third set of simulations were performed to investigate the impact of in-

creasing the LSWC. They were identical to the control simulation, but the near-surface land
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temperature was nudged to that based on a future warming simulation, based on the year

2150 Representative Concentration Pathway (RCP) 8.5 climate conditions (section 2.3).

Three different nudging strengths of 1.0, 2.5 and 5.0% were used. These simulations there-

fore enhance the LSWC (Figure A.8), and a larger contrast is obtained with a larger nudging

strength. These simulations, which only feature enhanced land warming, yield an increase

in all anthropogenic aerosol species, in addition to a decrease in wet removal by LSP, over

the Northern Hemisphere mid-latitude continents (Figure 2.4). These simulations also show

the expected hydrological changes, including decreases in lower-tropospheric relative humid-

ity, soil moisture, low clouds and LSP, particularly during JJA (Figure A.9). Thus, land

warming alone causes continental drying and an increase in aerosol burden, with more land

warming yielding a larger response.

Now, we further elucidate the cause of the JJA LSP decrease over the Northern

Hemisphere mid-latitude continents. Extratropical storm tracks play an important role

in mid-latitude precipitation, and global warming may lead to a decrease in extratropical

storm track activity [65, 66]. CAM5 simulations support this finding, yielding a decrease

in JJA Northern Hemisphere mid-latitude storm track activity (Figure A.10). However,

the decrease in JJA storm track activity occurs over both land and ocean, with similar

magnitude, in opposition to the land–sea contrast in LSP, low cloud and other hydrological

variables (for example, Figure A.3). Additional analyses also suggest that a decrease in

storm track activity is not the dominant cause of the LSP decrease (Appendix A).
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Instead, the LSP decrease is largely consistent with decreases in SCLOW. As with

most models, CAM5 parameterizes largescale cloud cover based on relative humidity23.

The JJA Northern Hemisphere mid-latitude decrease in continental relative humidity un-

der warming is consistent with the decrease in large-scale cloud cover, particularly in the

lower troposphere. Moreover, the net condensation rate of water vapour into liquid stratus

droplets depends on the stratus cloud cover. This implies that a decrease in largescale cloud

cover should be associated with a decrease in LSP. Thus, we suggest that the decrease in

LSP is a direct consequence of the decrease in large-scale cloud cover.

Statistical analyses support this conclusion. The spatial (grid box) JJA Northern

Hemisphere mid-latitude land correlation between SCLOW and low-level relative humidity

(LSP) is 0.72 (0.55) in the control simulation. The corresponding correlation between the

change in SCLOW and the change in low-level relative humidity (LSP) is 0.52 (0.43). In

contrast, the corresponding correlations between LSP and storm track activity are much

weaker, at 0.16 in the control simulation and 0.19 based on responses. Similar results

are obtained in CMIP5 models (Appendix A). Furthermore, a regression model compris-

ing SCLOW versus LSP values from the CAM5 control simulation predicts reasonably well

the actual change in JJA Northern Hemisphere mid-latitude continental LSP (Figure A.11).

To further test the importance of SCLOW to LSP, we performed additional per-

turbed parameter experiments with CAM5 that involved reducing the sensitivity of SCLOW

to relative humidity (section 2.3). When decreasing the sensitivity of SCLOW to relative
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humidity, smaller (relative) decreases in SCLOW under warming are expected. Further-

more, if decreases in SCLOW drive decreases in LSP under warming, smaller (relative)

decreases in LSP would also be expected. In the default warming simulation, the Northern

Hemisphere mid-latitude JJA continental decrease in SCLOW is −3.7% and the decrease

in LSP is −3.3 mm month1. The corresponding percentage changes are −33.9 and −13.3%,

respectively. In our sensitivity experiment, the corresponding decreases in SCLOW and

LSP were −2.5% and −2.6 mm month−1, respectively. More importantly, the percentage

changes exhibited weaker decreases, at −30.5 and −10.7%, respectively. Thus, as we re-

duce the sensitivity of SCLOW to relative humidity over land, warming results in a smaller

SCLOW decrease, and a correspondingly smaller LSP decrease.

Similar to state-of-the-art ACCMIP models, CAM5 simulates a global annual mean

increase in anthropogenic aerosols in response to GHG-induced warming, with a maximum

increase over the Northern Hemisphere mid-latitude continents during JJA. Targeted CAM5

simulations show that this response is related to the LSWC and associated increases in con-

tinental aridity, which result in less aerosol wet removal. Muting the LSWC weakens the

increase in aerosol burden, as well as the decrease in soil moisture, runoff, snow depth, lower

tropospheric relative humidity, LSP and associated aerosol wet removal. Furthermore, land

warming alone yields an increase in aerosol burden and the opposite hydrological changes.

Additional analyses suggest that the reduction in LSP is largely due to decreases in SCLOW,

which is consistent with reductions in continental relative humidity. Although aerosol sim-

ulations have uncertainty, we have related the increase in aerosol burden under warming to
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a robust climate change phenomenon− the land warms more than the ocean, which leads to

enhanced continental aridity, and less LSP and aerosol wet removal. Furthermore, although

our results are based on a single climate model, a larger suite of CMIP5 models yields

similar hydrological changes to CAM5. ACCMIP models also support the importance of

reduced LSP and aerosol wet removal under warming. Since our default warming responses

are (1) based on a business-as-usual warming scenario and (2) assume no reductions in

anthropogenic aerosol emissions, they represent an upper bound on future aerosol increases

in response to climate change. Unless emission reductions occur, our results add confidence

that a warmer world will be associated with enhanced anthropogenic aerosol pollution, or

alternatively, that larger emission reductions will be necessary to obtain a desired level of

air quality.

2.3 Methods

All simulations for this study were performed with the state-of-the-art CAM5 (ref.

[59])—the atmospheric component of the Community Earth System Model version 1.2.2,

developed primarily at the National Center for Atmospheric Research. CAM5 incorporates

the three-mode modal aerosol model (MAM3) [67], which provides internally mixed repre-

sentations of number concentrations and mass for Aitken, accumulation and coarse aerosol

modes. The simulated aerosols were composed of SO4, black carbon, primary organic

aerosols (POA), SOA, sea salt and mineral dust. Aerosol wet removal was based on ref.

[68], but with modifications for the consistency with cloud macrophysics and microphysics.

The routine treats both in-cloud and below-cloud scavenging. For in-cloud scavenging, cloud
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water first-order loss rates (based on cloud water mixing ratios and precipitation produc-

tion rates) were multiplied by ‘solubility factors’ to obtain aerosol first-order loss rates. The

solubility factors can be interpreted as the aerosol fraction in cloud drops multiplied by the

tuning factor. The stratiform in-cloud scavenging only affects the stratiform-cloud-borne

aerosol particles, and these have solubility factors of 1.0 (0 for interstitial aerosols).

In CAM5 (and most models), two types of clouds were diagnosed: large-scale

(stratus) and convective (cumulus). The large-scale cloud cover is derived from the as-

sumed triangular distribution of total relative humidity. The cumulus cloud cover is a

function of the convective mass flux from both the deep and shallow convection schemes.

The spatial correlation (JJA Northern Hemisphere mid-latitude land) between

the change in CLOW and SCLOW is 0.98. Furthermore, the JJA Northern Hemisphere

mid-latitude continental decreases in CLOW and SCLOW are −4.1 and −3.7%, respectively

(significant at the 99% confidence level). The corresponding decrease in low-level convective

cloud cover is much weaker at − 0.4%. In terms of percentage changes, CLOW and SCLOW

exhibit large responses at −28.8 and −33.9%, respectively (−11.5% for low-level convective

cloud cover). Thus, the bulk of the CLOW decrease is due to decreases in SCLOW, and the

spatial patterns of the responses are very similar. Using CLOW as a surrogate for SCLOW

is a reasonable approximation.
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Furthermore, the change in SCLOW, as for most hydrological variables including

LSP, exhibits a land–sea contrast (for example, Figure A.3). During JJA in the Northern

Hemisphere mid-latitudes, SCLOW decreases by −3.7% over land, but increases by 1.5%

over sea (both significant at the 99% confidence level). This is consistent with the land–sea

contrast in low-level relative humidity, which decreases by −4.5% (significant at the 99%

confidence level) over land, but increases by 0.5% (significant at the 95% confidence level)

over the sea.

Uncertainty in the aerosol response to future warming is related to several factors,

including uncertainty in the simulation of aerosol processes. For example, models parame-

terize aerosol removal processes differently, including both wet and dry removal. Based on

AeroCom models, relatively large diversity exists in terms of the proportion of wet removal

due to convective precipitation versus LSP. Across AeroCom models and aerosol species,

the percentage of convective wet removal (relative to the total) ranges from 10-80% [51].

CAM5 falls in the middle of this relatively large range, with a percentage of removal by

convective precipitation ranging from 43-52%, depending on the aerosol species. Over the

Northern Hemisphere midlatitude continents during JJA, the numbers are a bit larger than

the global annual mean values, with approximately 50-60% of wet removal due to convec-

tive precipitation. Thus, CAM5 does not lack a sensitivity of wet removal by convective

precipitation.
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Another source of uncertainty is how changes in precipitation intensity versus fre-

quency impact aerosol wet removal [69]. During JJA, the CMIP5 multimodel mean shows

a 6-7% decrease in the LSP frequency rate in the Northern Hemisphere mid-latitudes. The

corresponding decrease in the intensity of precipitation is 13-14%. This indicates that a

decrease in the intensity of LSP, as opposed to the frequency, is probably the most im-

portant driver of the decrease in LSP and the associated wet removal3. However, we note

that models tend to overestimate the frequency of precipitation (rain almost every day),

implying that they may underestimate the role of precipitation frequency in wet scavenging.

Similar results are obtained with CAM5, as the frequency of JJA LSP decreases

by −3.5% in the default warming simulation over Northern Hemisphere midlatitude con-

tinents, whereas the intensity decreases by − 13.8%. Furthermore, the changes in LSP

in the nudged simulations are driven by changes in the intensity, as opposed to the fre-

quency, of LSP. For example, the frequency of JJA LSP decreases by −3.5, −4.2, −3.1

and −2.7% over the Northern Hemisphere mid-latitude continents in the default warming

and 1.0, 2.5 and 5.0% nudged (muted land warming) simulations, respectively. The cor-

responding intensity of LSP decreases by −13.8, −4.6, −1.0 and −0.6%. Similarly, in the

enhanced land warming simulations, the frequency of LSP decreases by −1.4, −1.3 and

−1.8% in the 1.0, 2.5 and 5.0% nudged (enhanced land warming) simulations, respectively.

The corresponding intensity of LSP decreases by −6.5, −15.5 and −17.3%. Thus, changes

in the intensity, as opposed to the frequency, of LSP are driving the bulk of the LSP signal.

We note that changes in precipitation frequency are probably more related to dynamics
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(for example, changes in the frequency of storm tracks), whereas changes in precipitation

intensity are probably more related to changes in thermodynamics (for example, enhanced

land warming and aridity). Thus, the dominant role of the LSP intensity decrease in the

overall LSP reduction supports the importance of thermodynamics, as opposed to dynamics.

Although we did not use the full chemistry version of CAM5 (CAM5-chem), sim-

ple on-line chemistry is included in CAM5. In terms of SOA, the most straightforward

representation (which is used in many climate models) is to assume fixed mass yields for

precursor volatile organic compounds and then emit this mass as primary aerosol particles.

MAM adds one level of sophistication by simulating a single lumped gas phase SOA species

(SOAG). MAM then simulates condensation or evaporation of the SOAG to or from several

aerosol modes. This provides a realistic method for estimating the distribution of SOA

among different modes, and a minimal representation of the temperature dependence of the

gas/aerosol partitioning.

Simple gas-phase chemistry is included for SO4. This includes: dimethyl sulfide

oxidation with OH and NO3 to form SO2; SO2 oxidation with OH to form H2SO4 (gas);

H2O2 production; and H2O2 loss. Rate coefficients and oxidant concentrations (O3, OH,

HO2 and NO3) are provided from the Model for Ozone and Related chemical Tracers [70].

CAM5 time-slice simulations were integrated for ten years and were based on cli-

matological sea-surface temperatures and sea-ice concentrations, along with anthropogenic
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aerosol and precursor gas emissions. Nearly identical results were obtained with a longer, 20-

year integration. Sea-surface temperatures and sea-ice concentration anomalies (2090−2099

relative to 2006−2015) from CMIP5 RCP 8.5 models were added to the default warming

simulation, along with endof- the-century RCP 8.5 GHG concentrations. The control and

default warming simulations both have identical aerosol and precursor gas emissions, based

on the year 2000. We note that our simulations lack additional climate warming–land

feedbacks, including prognostic wildfire emissions and changes in vegetation that may be

important for changes in aerosol burden under future warming.

Additional idealized ten-year time-slice simulations were performed to investigate

the effect of the LSWC on aerosol burden. Muted land warming simulations are identical

to the default warming simulation, but near-surface land temperatures are nudged to the

control simulation. The simulated meteorological field (near-surface land temperature)

Tnudged is calculated in the following manner:

Tnudged = (1 − α)Twarming + αTcontrol

where Twarming and Tcontrol are the near-surface land temperatures from the de-

fault warming simulation and control simulation, respectively. Tcontrol is fed every 6h and

the nudging is applied at every model time step (that is, every 30 min). The fraction de-

notes the strength of the nudging, which varies between 0.010, 0.025 and 0.050 (that is, 1.0,

2.5 and 5.0% nudging, respectively).
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A series of ten-year time-slice simulations with enhanced land warming was also

performed. These simulations are identical to the control simulation, but near-surface land

temperatures are relaxed to a warming simulation, which is based on RCP 8.5 climate

conditions in the year 2150. Thus, these simulations only feature enhanced land warm-

ing. Similar to most climate models, CAM5 diagnoses the liquid stratus cloud cover as a

function of the grid box mean relative the humidity over water. There is also a critical

relative humidity (Ucl) that must be exceeded for liquid stratus cloud cover to form (that

is, stratus cloud only exists when the grid mean relative humidity exceeds Ucl). In CAM5,

Ucl is an externally specified function of height and surface properties. Ucl is specified

at 0.8875 in the layers below 700 hPa (SCLOW). However, for SCLOW over land with a

water-equivalent snow depth less than 10−6 m, Ucl = 0.7875. Similarly, Ucl = 0.80 in the

layers above 400 hPa (high-level stratus). Between 700 and 400 hPa (mid-level stratus), a

linearly interpolated Ucl value is used.

Sensitivity experiments were performed by increasing Ucl, in the layers below 700

hPa over land with a water-equivalent snow depth of less than 10−6 m, from 0.7875 to

0.8875 (both a new control and a new warming simulation). By increasing Ucl, the amount

of SCLOW over land is reduced, particularly during the summer months when the snow

depth is low. The JJA Northern Hemisphere mid-latitude climatological SCLOW over land

decreases from 10.9% in the default simulation (Ucl = 0.7875) to 8.4% in the sensitivity

simulation (Ucl = 0.8875). Corresponding values over the sea remain relatively unchanged

at 32.3% (32.7%) in the default (sensitivity) simulation.
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More importantly, the sensitivity of SCLOW to relative humidity is reduced. This

is confirmed by regressing SCLOW versus low-level relative humidity using values from each

control simulation. With Ucl = 0.7875, the regression slope (∆CLOW/∆RH (where RH

stands for relative humidity); that is, the sensitivity of SCLOW to relative humidity) is

0.51, implying that a 1% decrease in relative humidity yields a 0.5% decrease in SCLOW

(significant at the 99% confidence level). With Ucl = 0.8875, the regression slope decreases

to 0.41, implying that a 1% decrease in relative humidity yields a 0.4% decrease in SCLOW

(significant at the 99% confidence level). Thus, this perturbed parameter experiment re-

duces the sensitivity of SCLOW to relative humidity by 20%. Similar results are obtained

using relative humidity at other levels (for example, 700 hPa).

In addition to smaller reductions in JJA Northern Hemisphere mid-latitude conti-

nental SCLOW and LSP in our sensitivity simulation, other hydrological variables change

in a consistent way, which supports the idea that feedbacks exist between the hydrological

variables. For example, there is less JJA Northern Hemisphere mid-latitude land warming

(6.0 to 5.6 K), a smaller decrease in lowlevel relative humidity ( 4.5 to 4.3%) and a smaller

decrease in soil moisture ( 0.85 to 0.46 kg m−2). Similar conclusions exist based on per-

centage changes. Thus, with reduced sensitivity of SCLOW to relative humidity, there is

reduced land warming, as well as smaller decreases in low-level relative humidity and soil

moisture. In other words, there is a smaller increase in continental aridity.
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Consistent with our default warming and nudged simulations, the decrease in LSP

(as Ucl is increased) is entirely dominated by decreases in LSP intensity. The change in the

frequency of LSP remains essentially unchanged at −3.5%. However, the intensity of LSP

changes from −13.8 to −6.8% as Ucl is increased from 0.7875 to 0.8875.

26



Figure 2.1: CAM5 seasonal and annual mean aerosol burden and wet deposition
response to climate change. a–l, Changes in aerosol burden (a, d, g and j), and wet
deposition due to total precipitation (b, e, h and k) and LSP (c, f, i and l) over the Northern
Hemisphere mid-latitudes for SO4 (a–c), black carbon (d–f), POA (g–i) and SOA (j–l)
stratified by all grid points (turquoise), land only (maroon) and ocean only (purple). Annual
mean responses for the globe (black), Northern Hemisphere mid-latitudes (turquoise) and
Northern Hemisphere mid-latitude continents (maroon) are shown to the right of each
panel. Error bars represent the 99% confidence interval based on a Student’s t-test for the
difference of means, using the pooled variance. DJF, December through February; SON,
September through November.
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Figure 2.2: CAM5 seasonal mean hydrology response for default warming and
muted land warming simulations. a–f, Changes for the Northern Hemisphere mid-
latitudes over land for LSP (a), lower tropospheric relative humidity (b), 10 cm soil moisture
(c), low cloud cover (d), surface runoff (e) and snow depth (f). Responses are shown for 0%
nudging (that is, default warming; black), 1.0% nudging (maroon), 2.5% nudging (purple)
and 5.0% nudging simulations (turquoise). Error bars represent the 99% confidence interval
based on a Student’s t-test for the difference of means, using the pooled variance. The
low cloud cover response in d is nearly identical to the low-level, large-scale (stratus) cloud
response.
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Figure 2.3: CAM5 seasonal mean response of aerosol burden and wet deposition
due to LSP for default warming and muted land warming simulations. a–h,
Changes in aerosol burden (a, c, e and g), and wet deposition due to LSP (b, d, f and
h), for the Northern Hemisphere midlatitudes over land for SO4 (a and b), black carbon
(c and d), POA (e and f) and SOA (g and h). Responses are shown for 0% nudging
(that is, default warming; black), 1.0% nudging (maroon), 2.5% nudging (purple) and 5.0%
nudging simulations (turquoise). Error bars represent the 99% confidence interval based on
a Student’s t-test for the difference of means, using the pooled variance.
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Figure 2.4: CAM5 seasonal mean response of aerosol burden and wet deposition
due to LSP for enhanced land warming simulations. a–h, Changes in aerosol burden
(a, c, e and g), and wet deposition due to LSP (b, d, f and h), are shown for the Northern
Hemisphere mid-latitudes over land for SO4 (a and b), black carbon (c and d), POA (e
and f) and SOA (g and h). Responses are shown for 1.0% nudging (maroon), 2.5% nudging
(purple) and 5.0% nudging simulations (turquoise). Error bars represent the 99% confidence
interval based on a Student’s t-test for the difference of means, using the pooled variance.
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Chapter 3

Anthropogenic aerosol forcing of

the AMOC and the associated

mechanisms in CMIP6 models

Abstract

By regulating the global transport of heat, freshwater and carbon, the Atlantic Merid-

ional Overturning Circulation (AMOC) serves as an important component of the climate

system. During the late 20th and early 21st centuries, indirect observations and models

suggest a weakening of the AMOC. Direct AMOC observations also suggest a weaken-

ing during the early 21st century, but with substantial interannual variability. Long-term

weakening of the AMOC has been associated with increasing greenhouse gases (GHGs), but

some modeling studies suggest the build up of anthropogenic aerosols (AAs) may have offset
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part of the GHG-induced weakening. Here, we quantify 1900-2020 AMOC variations and

assess the driving mechanisms in state-of-the-art climate models from the Coupled Model

Intercomparison Project phase 6 (CMIP6). The CMIP6 all forcing (GHGs, anthropogenic

and volcanic aerosols, solar variability, and land use/land change) multi-model mean shows

negligible AMOC changes up to ∼1950, followed by robust AMOC strengthening during

the second half of the 20th century (∼1950-1990), and weakening afterwards (1990-2020).

These multi-decadal AMOC variations are related to changes in North Atlantic atmospheric

circulation, including an altered sea level pressure gradient, storm track activity, surface

winds and heat fluxes, which drive changes in the subpolar North Atlantic surface density

flux. To further investigate these AMOC relationships, we perform a regression analysis

and decompose these North Atlantic climate responses into an anthropogenic aerosol-forced

component and a subsequent AMOC-related feedback. Similar to previous studies, CMIP6

GHG simulations yield robust AMOC weakening, particularly during the second half of the

20th century. Changes in natural forcings, including solar variability and volcanic aerosols,

yield negligible AMOC changes. In contrast, CMIP6 AA simulations yield robust AMOC

strengthening (weakening) in response to increasing (decreasing) anthropogenic aerosols.

Moreover, the CMIP6 all-forcing AMOC variations and atmospheric circulation responses

also occur in the CMIP6 AA simulations, which suggests these are largely driven by changes

in anthropogenic aerosol emissions. More specifically, our results suggest that AMOC

multi-decadal variability is initiated by North Atlantic aerosol optical thickness pertur-

bations to net surface shortwave radiation and sea surface temperature (and hence sea

surface density), which in turn affect sea level pressure gradient and surface wind−and
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via latent and sensible heat fluxes−sea surface density flux through its thermal component.

AMOC-related feedbacks act to reinforce this aerosol-forced AMOC response, largely due to

changes in sea surface salinity (and hence sea surface density), with temperature (and cloud)

related feedbacks acting to mute the initial response. Although aspects of the CMIP6 all-

forcing multi-model mean response resembles observations, notable differences exist. This

includes CMIP6 AMOC strengthening from ∼1950-1990, when the indirect estimates sug-

gest AMOC weakening. The CMIP6 multi-model mean also underestimates the observed

increase in North Atlantic ocean heat content. And although the CMIP6 North Atlantic

atmospheric circulation responses−particularly the overall patterns−are similar to obser-

vations, the simulated responses are weaker than those observed, implying they are only

partially externally forced. The possible causes of these differences include internal climate

variability, observational uncertainties and model shortcomings−including excessive aerosol

forcing. A handful of CMIP6 realizations yield AMOC evolution since 1900 similar to the

indirect observations, implying the inferred AMOC weakening from 1950-1990 (and even

from 1930-1990) may have a significant contribution from internal (i.e., unforced) climate

variability. Nonetheless, CMIP6 models yield robust, externally forced AMOC changes, the

bulk of which are due to anthropogenic aerosols.

3.1 Introduction

The Atlantic Meridional Overturning Circulation (AMOC) is an important com-

ponent of the climate system, transporting large amounts of heat and freshwater poleward

[8, 9]. The AMOC exhibits variability on a range of timescales, impacting not only surface
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temperature, but also precipitation and sea level in several regions [71, 72]. The AMOC

plays a central role in the climate response to anthropogenic forcing [73, 74, 75, 19, 76, 77],

and has also likely played a key role in past rapid climate change and paleoclimate shifts

[78].

Since April 2004, the AMOC has been directly monitored at 26.5◦N by the RAPID

array [79]. The RAPID array shows a strong decline in the first part of the record and a

slower increase afterwards. This record suggests an overall AMOC decline at a rate as high

as 0.4 Sv yr−1 (1 Sv = 106 m3 s−1) [80, 81, 10, 11]. The causes of this recent AMOC slow-

down remain highly debated, and may be related to natural decadal variability [82, 83, 84].

However, longer-term evidence, including sea surface temperature fingerprints and coral-

based proxies, also suggest AMOC weakening−by about 0.2 Sv decade−1 during the 20th

century−as part of climate change [85, 12].

Although climate models disagree on the precise magnitude of the AMOC weakening−and

differ substantially in their representation of the strength and depth of the AMOC−model

simulations predict AMOC weakening in response to increasing greenhouse gases [14, 15, 16,

17, 18, 19]. By the end of the 21st century, for example, models estimate a 24-39% decline in

the AMOC, with larger weakening under larger increases in future GHG emissions [20]. This

has been related to reduced ocean heat loss, and secondarily through increased freshwater

input at high latitudes, both of which decrease the density of sea water in the subpolar

North Atlantic (i.e., the sinking region) [86]. For example, decreased Arctic sea-ice, via

positive buoyancy anomalies caused by anomalous surface heat and freshwater fluxes, may

help explain weakening of the AMOC [81, 87]. Warming of the tropical Indian Ocean−by
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means of atmospheric teleconnections and changes in ocean salinity and circulation−may

exert a stabilizing effect on the AMOC, attenuating its recent weakening [88]. Overall, our

understanding of how anthropogenic perturbations impact the AMOC remains limited.

There is considerable debate on the role of anthropogenic aerosols in driving

North Atlantic climate variability. One study argued anthropogenic aerosols are the dom-

inant driver of Atlantic Multidecadal Variability (a broad term encompassing Atlantic cli-

mate variability), primarily through aerosol-cloud interactions and modification of net sur-

face shortwave radiation [89]. However, this result was based on a single climate model,

the Hadley Centre Global Environmental Model version 2, Earth System configuration

(HadGEM2-ES). Subsurface inconsistencies between observations and HadGEM2-ES were

also noted, and long-term trends in sea surface temperatures may be too sensitive to

HadGEM2-ES’ aerosol loading [90]. Others have also suggested a role of anthropogenic forc-

ing, including aerosols, in driving Atlantic Multidecadal Variability [91, 92, 93, 94, 95, 96].

Anthropogenic aerosols may also impact the AMOC, including strengthening the AMOC

and increasing the northward cross-equatorial ocean heat transport [21, 22, 23, 24, 25, 26,

17]. [26]−using the same HadGEM2-ES model discussed above−finds AMOC strengthening

in response to increasing anthropogenic aerosols. They argue that this is primarily driven

by increased salinification of the North Atlantic subpolar gyre via increased evaporation,

decreased flux of ice through the Fram Strait and increased salt advection from the subtrop-

ical Atlantic. This study, like many of the earlier studies, relies on a single climate model.

Very recently, however, [97] use the new Coupled Model Intercomparison Project phase 6

(CMIP6) [39] archive to show a ∼10% AMOC strengthening from 1850-1985, which they
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attribute to aerosol forcing. Furthermore, [98] find that the projected 21st century decline

of anthropogenic aerosols in CMIP5 models induces AMOC weakening. This weakening

of ocean circulation is associated with a divergence of meridional oceanic heat transport,

which leads to enhanced ocean heat uptake but diminished storage of oceanic heat in the

subpolar North Atlantic.

The newest generation of coupled climate and earth system models, CMIP6, rep-

resents a significant opportunity to evaluate the role of external forcing, including anthro-

pogenic aerosols, on North Atlantic climate and the AMOC. Similar to the very recent

results of [97], we show that a large suite of state-of-the-art climate models simulate robust

strengthening of the AMOC from ∼1950-1990, and that this response is largely driven by

anthropogenic aerosols. Furthermore, CMIP6 models yield robust AMOC weakening from

1990-2020, with anthropogenic aerosols again playing an important role. We show that this

multi-decadal AMOC variability is initiated by North Atlantic aerosol perturbations to net

surface shortwave radiation and surface temperature (and hence sea surface density), which

in turn affect sea level pressure gradient and surface wind−and via latent and sensible heat

fluxes−sea surface density flux through its thermal component. AMOC-related feedbacks

act to reinforce this aerosol-forced AMOC response, largely due to changes in sea surface

salinity (and hence sea surface density), with temperature (and cloud) related feedbacks

acting to mute the initial response.
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3.2 Methods

3.2.1 AMOC Calculation

The AMOC is defined as the maximum stream function (ψ) below 500 m at 28◦N

in the Atlantic Ocean. It is calculated by integrating the northward sea water velocity (vo)

with depth, z, along the western (xw) to the eastern boundaries (xe) of the Atlantic Ocean:

ψ(z) =

∫ 0

z

∫ xe

xw

vo(x, z′)dxdz′. (3.1)

The AMOC percent change is estimated from the least-squares regression slope (rs) of the

non-normalized AMOC time series using: 100 × rs×N
AMOC(N=1) , where N is the number of

years (e.g., 30 for 1990-2020) and AMOC(N = 1) is the initial AMOC strength (e.g., in

1990 for 1990-2020). The quoted AMOC percent change uncertainties are estimated as

the standard error, defined as σ√
nm

, where σ represents the standard deviation across each

model mean AMOC percent change and nm is the number of models.

Following prior work, we estimate an inferred AMOC as the subpolar North At-

lantic (45-60◦N and 0-50◦W) minus the Northern Hemisphere (0-60◦N and 0-360◦) surface

temperature anomaly, scaled by 2.3 Sv K−1 [85]. Our inferred AMOC conclusions are qual-

itatively the same with alternative scalings [12], since we apply the same scaling to both

observations and CMIP6.

3.2.2 SDF Calculation

The surface density flux (SDF) indicates the loss or gain of density (buoyancy) of

the ocean surface due to thermal (radiation, sensible and latent heat) and haline (sea-ice

37



melting/freezing, brine rejection, precipitation minus evaporation) exchanges [99, 87]. An

increase in subpolar North Atlantic SDF is associated with strengthening of the AMOC; a

decrease in SDF is associated with weakening of the AMOC. Surface density flux is define

as:

SDF = −αSHF
cp

− ρ(0, SST )β
SFWF × SSS

1 − SSS
, (3.2)

where cp, SST, and SSS are the specific heat capacity and sea surface temperature and

salinity, respectively; α and β are thermal expansion and haline contraction coefficients; and

ρ(0, SST ) is the density of freshwater with a salinity of zero and the temperature of SST.

SHF represents the net surface heat flux into ocean (positive downward), which is estimated

as a sum of shortwave (SW) and longwave (LW) radiation, sensible (SHFLX) and latent

(LHFLX) heat fluxes, and heat fluxes from sea ice melting and other minor sources. SFWF

represents net surface freshwater flux into ocean (positive downward) and is estimated as

precipitation + runoff + ice melting – evaporation. The first term −αSHFcp represents

the thermal contribution (TSDF); the second term −ρ(0, SST )β SFWF×SSS
1−SSS represents the

haline contribution (HSDF) to the density flux.

3.2.3 OHC Calculation

The ocean heat content (OHC) is estimated from the ocean potential temperature

for each model vertical level. It is derived by spatially integrating over the North Atlantic

(0-60◦N; 7.5-75◦W) upper-ocean (0-700 m) [?, e.g.,]]Zhang13, and then multiplying by ref-

erence values for sea water density (ρ) and specific heat capacity (C) of 1025 kg m−3 and

3985 J kg−1 K−1, respectively [100]. Ocean heat content is calculated for each vertical level

38



according to the following equation:

Φz =
∑
i,j

ρCθi,j,zVi,j,z, (3.3)

where Φz is the ocean heat content for model vertical level, z; θ is the potential temperature

at that vertical level; V is the grid cell volume; and i, j are the latitudes and longitudes that

cover the North Atlantic. Equation (3.3) is subsequently integrated throughout the upper

ocean (0-700 m) to get the North Atlantic upper ocean heat content, with units of Joules.

Observed OHC data comes from NOAA National Centers for Environmental Infor-

mation (NCEI). This observed upper-ocean heat content is derived from a yearly averaged

dataset of objectively analyzed ocean temperature anomalies since 1955 [101].

3.2.4 Regression Analysis

We decompose the 1940-2020 North Atlantic climate response into an anthro-

pogenic aerosol-forced component and a subsequent AMOC-related feedback. The forced

response is obtained by regressing the negative of the net downward subpolar North Atlantic

surface shortwave radiation time series (-1xSW), which is a proxy for changes in anthro-

pogenic aerosols, onto various fields including for example sea surface temperature (SST),

surface wind speed (SFWD), sea level pressure (PSL) etc. Spatially dependent regression

coefficients (e.g., δSST
δ(−1×SW )), or sensitivities, are based on a linear least-squares regression

analysis applied to the CMIP6 ensemble mean annual mean. To isolate the AMOC-related

feedback, we first remove variability associated with the aforementioned forced response.

This is accomplished by multiplying the sensitivity (for a given field) by the negative of the

net downward subpolar North Atlantic surface shortwave radiation time series, and sub-
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tracting this quantity from each field. We then perform a subsequent regression, where the

AMOC time series is regressed onto this new field. To convert this feedback field to the same

units as the forcing field, we multiply the feedback field by the regression slope between the

AMOC time series and the negative of the net downward subpolar North Atlantic surface

shortwave radiation time series. This latter regression slope has a value of 0.32 Sv
W m−2 and

is significant at the 95% confidence level. Similar results are obtained if the subpolar North

Atlantic aerosol optical thickness time series is used (as opposed to -1xSW, not shown).

3.2.5 Decomposition of seawater density

The seawater density (ρ) is diagnosed offline using the CMIP6 models simulated

temperature, salinity and pressure [102]. The same algorithm is used to calculate both

surface and sub-surface seawater density. The density trend is decomposed into thermal

and haline components according to:

δρ = (
dρ

dT
)δT + (

dρ

dS
)δS, (3.4)

where δ represents the trend and dρ
dT and dρ

dS represents the climatological partial derivative

of temperature and salinity with respect to density at each grid box. For the time series, δ

represents the anomaly and dρ
dT and dρ

dS represents the 1900-2020 annual area mean over the

subpolar North Atlantic. T is temperature in and S is salinity in PSU. dρdT is the temperature

derivative of density and dρ
dS is the salinity derivative of the density. The derivatives are

calculated based on the formulas from Unesco’s joint panel on oceanographic tables and

standards.
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3.2.6 Decomposition of Latent and Sensible Heat Fluxes

Using Monin-Obukhov similarity theory [103], latent (LHFLX) and sensible (SHFLX)

heat fluxes can be decomposed into wind, moisture and temperature components according

to:

LHFLX = −Lvρairu∗q∗ (3.5)

SHFLX = −cp,airρairu∗θ∗, (3.6)

where Lv is the latent heat of vaporization; cp,air is the specific heat capacity of air at

constant pressure; ρair is the surface air density; u∗ is the surface velocity scale (m s−1, also

referred to as the surface friction velocity); q∗ is the surface humidity scale (kg kg−1); and

θ∗ is the surface temperature scale (K) [104, 105]. The velocity scale can be estimated from

observed or simulated surface wind stress (τ) as u∗ =
√
|τ |
ρair

. Given values for latent and

sensible heat fluxes and Eqs. (7-8), the moisture and temperature scales can be calculated

as the residual. The validity of this methodology has been verified in MERRA2, where all

fields (e.g., u∗, q∗, θ∗, and the surface heat fluxes) are archived.

LHFLX and SHFLX trends can then be decomposed into wind, moisture and

temperature components according to:

δLHFLX ≈ −Lvρair(u∗δq∗ + q∗δu∗) (3.7)

δSHFLX ≈ −cp,airρair(u∗δθ∗ + θ∗δu∗) (3.8)

where δ represents the trend and u∗, q∗ and θ∗ represent climatological values at each grid

box. ρair is assumed to be constant for each grid box. Cross checking the estimated and

actual LHFLX and SHFLX trends shows very close agreement. The first (second) term in
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Eq. (9) represents the moisture (wind) component of δLHFLX. Similarly, the first (second)

term in Eq. (10) represents the temperature (wind) component of δSHFLX.

3.2.7 Storm Track Activity

We define the extratropical cyclone (storm track) activity using temporal variance

statistics, band-pass filtered using a 24-hour difference filer [106, 107]:

pp = [PSL(t+ 24hour) − PSL(t)]2, (3.9)

where PSL is the daily sea level pressure and pp is the 24-hour difference filtered variance

of sea level pressure. The overbar corresponds to time averaging over each year.

3.2.8 Anthropogenic Aerosol Effective Radiative Forcing

Anthropogenic aerosol Effective Radiative Forcing (ERF) is estimated from the

net top-of-the-atmosphere (TOA) radiative fluxes (the sum of net longwave and shortwave

fluxes) using ∼30 years of data from fixed sea surface temperature (SST) simulations [108].

More specifically, anthropogenic aerosol ERF is the net TOA radiative flux difference be-

tween piClim-Control and piClim-aer simulations (i.e., piClim-aer−piClim-Control). These

two simulations are identical in all ways except piClim-Control features preindustrial aerosol

and precursor gas emissions whereas piClim-aer features present-day (i.e., 2014) aerosol and

precursor gas emissions. Twelve models are available for the aerosol ERF calculation. The

transient anthropogenic aerosol ERF is calculated in a similar fashion, using the histSST

and histSST-piAer experiments. Only three models are available for the transient aerosol

ERF calculation, including MIROC6, UKESM1-0-LL, and NorESM2-LM.

42



3.2.9 Trend and Correlation Significance

Multi-model ensemble mean trends are based on the ensemble mean time series for

each model. All time series are normalized by subtracting each model’s long-term (1900-

2020) climatology. Trends are based on a least-squares regression and significance is based

on a standard t-test. The lead-lag correlation analysis is based on Pearson’s correlation

coefficient. The 95% confidence intervals for the lead-lag correlations are estimated by

first transforming the Pearson’s correlation coefficient (r) to a Fisher’s z-score (rz). The

corresponding standard error of the z distribution is defined as: σz = 1√
N−3 , where N is the

number of years. The confidence interval under the transformed system is calculated as:

rz±zα
2
×σz, where zα

2
is calculated from the inverse of the cumulative distribution function

and α is 0.05 for a 95% confidence interval. The transformation is reversed to obtain the

lower and upper bounds of the confidence interval. Similar lead-lag correlation results are

obtained under detrended and non-detrended time series.

3.3 Results

3.3.1 CMIP6 All Forcing Simulations

Time Series

Figure 3.1a shows the 1900-2020 CMIP6 all forcing ensemble mean normalized

AMOC time series based on 24 models and 95 realizations (Figure B.1 shows the models

and number of realizations used). Relatively small change occurs up to ∼1950, after which

the AMOC strengthens through ∼1990, and then rapidly weakens through present-day
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(2020). 83% (92%) of the models yield a positive (negative) AMOC trend from 1950-

1990 (1990-2020). The 1950-1990 (1990-2020) ensemble mean strengthening (weakening)

represents a 7.7±1.6 (−11.4±1.8) percent change (Figure B.1). These and all subsequent

percent changes are relative to the beginning year of the time period (Methods Section).

As these multi-decadal AMOC variations are based on the ensemble mean from a relatively

large number of models, they are not due to internal climate variability. Instead, they are

driven by external forcing.

We note that the non-normalized climatological AMOC strength varies consid-

erably across CMIP6 models Table B.1). Over the present-day (2005-2018), the CMIP6

simulated AMOC ranges from 9.1 Sv (NESM3) to 30.3 Sv (NorESM2-MM). The corre-

sponding multi-model mean AMOC strength and one-sigma uncertainty across models is

19.8 and 5.6 Sv, respectively (similar values are obtained over the entire 1900-2020 time

period at 20.5 an 5.8 Sv). This is similar to but somewhat larger than that from the RAPID

array at 17.5 Sv with an interannual standard deviation of 1.4 Sv. Re-estimating Figure 3.1a

using only those models that simulate a climatological AMOC strength within one standard

deviation of the RAPID observations (i.e., 16.1 to 18.9 Sv) yields 8 models. This model

subset yields similar 1950-2020 results, including AMOC strengthening from ∼1950-1990,

followed by weakening (not shown).

The AMOC is related to surface density fluxes in the subpolar North Atlantic

[87, 99], which modulate deepwater formation in the deep convection region. We define

the subpolar North Atlantic region as 45-60◦N and 0-50◦W. We get similar results with

alternate definitions of the subpolar North Atlantic region (e.g. 45-65◦N and 10-60◦W).
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Figure 3.1 also includes the corresponding time series for the subpolar North Atlantic sur-

face density flux (SDF), thermal (TSDF) and haline (HSDF) components. The AMOC and

SDF exhibit similar multi-decadal variations, including an increase (decrease) from ∼1950-

1990 (1990-2020). Moreover, most of the temporal variation in SDF is consistent with

TSDF. The haline SDF component (HSDF) is an order of magnitude weaker (Figure 3.1l).

Multi-decadal variations in TSDF are largely consistent with latent (LHFLX) and sensi-

ble (SHFLX) heat fluxes (Figure 3.1 d-e). Similar temporal evolution also occurs for the

subpolar North Atlantic surface wind (SFWD), which is a component of both LHFLX and

SHFLX. Moreover, the sea level pressure gradient (dPSL) between Europe (30-45◦N and

0-30◦E) and the subpolar North Atlantic also exhibits similar temporal evolution consistent

with surface wind variations (Figure 3.1 g-h), as does the subpolar North Atlantic extrat-

ropical cyclone (storm track) activity, March mixed layer depth (MMLD) and sea surface

density (SSD) (Figure 3.1 i-k). We also mention here that the multi-decadal evolution of

these variables is generally out of phase with the subpolar North Atlantic net downward

surface shortwave radiation (SW; Figure 3.1f).

Lead-Lag Correlations

Figure 3.2 shows subpolar North Atlantic lead-lag Pearson correlations (r; Methods

Section) based on the CMIP6 all forcing annual mean ensemble mean. The subpolar North

Atlantic 550 nm aerosol optical thickness (AOT; a measure of the extinction of radiation

by aerosols) and SW exhibit the maximum correlation at −0.89 with zero lag (Figure 3.2a).

The subpolar North Atlantic net surface shortwave radiation and AMOC exhibit maximum

correlation at −0.84, with SW leading the AMOC by ∼12 years (Figure 3.2b). Similarly, the

45



subpolar North Atlantic net surface shortwave radiation and surface temperature are max-

imally correlated at 0.90 with zero lag (Figure 3.2c); and surface temperature and AMOC

have maximum correlation of −0.85, with AMOC lagging by ∼12 years (Figure 3.2d). Thus,

the subpolar North Atlantic net surface shortwave radiation and surface temperature are

temporally in sync with aerosol optical thickness, all three of which lead the AMOC by ∼12

years.

Figure 3.2e shows that the Europe-subpolar North Atlantic sea level pressure gra-

dient and the subpolar North Atlantic surface wind have a maximum (and significant)

correlation of 0.69 at zero lag, which is consistent with geostrophy. Similarly, maximum

correlations at zero lag occur between the surface density flux and the subpolar North

Atlantic surface wind; Europe-subpolar North Atlantic sea level pressure gradient; March

mixed layer depth; and sea surface density (r = 0.86; 0.58; 0.85; and 0.92 respectively;

Figure 3.2 g,i,k,m). Similar results exist between both the sea level pressure gradient and

surface wind and the thermal component of the surface density flux; the thermal compo-

nent of the surface density flux also shows a maximum and significant correlation at zero lag

with latent (r = 0.79) and sensible (r = 0.94) heat fluxes (not shown). Thus, the Europe-

subpolar North Atlantic pressure gradient, as well as the subpolar North Atlantic surface

wind and surface density and heat fluxes are temporally in sync and significantly correlated.

These responses are similar to, and generally consistent with, North Atlantic Oscillation

(NAO)-like variability driving air-sea fluxes [109]. However, correlations between these vari-

ables (i.e., SDF, SFWD, and dPSL) and the AMOC all have maximum (and significant)

correlations at a 4-5 year lead, ranging from 0.66 to 0.78 (Figure 3.2 f,h,j). The 5-year
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lead correlation where the subpolar North Atlantic surface density flux leads and AMOC

is likely related to signal propagation via Kelvin waves/boundary currents, which impact

the AMOC in the lower latitudes (e.g., 28◦N) [110, 111, 112, 113, 114]. We note that the

TSDF leads the AMOC by 5 years (r = 0.80), while the HSDF lags the AMOC by 7 years (r

= 0.54). Similarly, SSD (Figure 3.2n) and SSDT (not shown) lead the AMOC, but by 10

years (similar to SST) at r = 0.84 and 0.68, respectively; SSDS (not shown) lags AMOC by

4 years (r =0.68). Thus, both surface density flux and sea surface density decompositions

suggest that the thermal component leads AMOC changes whereas the haline component

lags AMOC changes. This will be elaborated upon in Section 3.1.3.

Figure 3.3 shows that the Europe-subpolar North Atlantic sea level pressure gra-

dient and the subpolar North Atlantic surface wind, and surface density are significantly

correlated with the net downward surface shortwave radiation and surface temperature,

with the latter two variables leading by 6-8 years. For example, the maximum correlation

between the subpolar North Atlantic surface temperature and the Europe-subpolar North

Atlantic sea level pressure gradient is −0.67 at a 6-year lag (FFigure 3.3a). Similarly, the

maximum correlation between the subpolar North Atlantic net downward surface shortwave

radiation and the Europe-subpolar North Atlantic sea level pressure gradient is −0.65 at

a 6-year lag (Figure 3.3b). Similar, but somewhat stronger correlations exist between the

subpolar North Atlantic surface temperature/net downward surface shortwave radiation

and both surface wind and surface density flux.

To summarize these results, the subpolar North Atlantic net downward surface

shortwave radiation, surface temperature and aerosol optical thickness lead the Europe-
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subpolar North Atlantic sea level pressure gradient and the subpolar North Atlantic surface

wind, surface density and heat fluxes by 6-8 years (and the AMOC by 12 years); the Europe-

subpolar North Atlantic sea level pressure gradient and the North Atlantic surface wind and

surface density and heat fluxes lead the AMOC by 4-5 years. Although a correlation analysis

does not show causation, this analysis suggests that AMOC multi-decadal variability is

initiated by North Atlantic aerosol optical thickness perturbations to net surface shortwave

radiation and surface temperature, which subsequently affect the sea level pressure gradient

and surface wind−and via latent and sensible heat fluxes−the surface density flux through

its thermal component.

CMIP6 all forcing simulations show that multi-decadal variability of the subpo-

lar North Atlantic net surface shortwave radiation and aerosol topical thickness lead the

AMOC, as well as the atmospheric circulation (e.g., dPSL and SFWD) and SDF (Figure 3.2

& Figure 3.3). This suggests changes in anthropogenic aerosols are important drivers of

North Atlantic atmospheric circulation and AMOC multi-decadal variability. Beginning

near the middle of the 20th century and lasting for several decades, global anthropogenic

and chemically reactive gas emissions grew quickly, particularly from North America and

Europe [115]. In the later parts of the 20th century, while emissions from Asia continued

to grow, European and North American sulfate emissions declined as a result of emission

control policies. Figure B.2−Figure B.3 show a consistent evolution of North Atlantic SW,

AOT and anthropogenic aerosol effective radiative forcing (ERF; Methods Section). This

includes relatively rapid increases in AOT and corresponding decreases in SW and ERF

beginning in ∼1940 and lasting until ∼1980, and opposite changes afterwards (i.e., about
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10 years prior to the AMOC responses; Figure 3.2 a-b), particularly over Europe.

Regression Decomposition into Aerosol-Forced and AMOC Feedback Compo-

nents

To further investigate these AMOC relationships, we perform a regression anal-

ysis and decompose the 1940-2020 North Atlantic climate response into an anthropogenic

aerosol-forced component and a subsequent AMOC-related feedback. The negative of the

net downward subpolar North Atlantic surface shortwave radiation time series (-1xSW) is

used as a proxy for changes in anthropogenic aerosols (Section 2.4). Figure 3.4a shows

the expected negative sensitivity (regression slope) between SST and the subpolar North

Atlantic -1xSW (i.e., an increase in aerosols is associated with SST cooling and vice versa).

The SST field also exhibits a strong AMOC-related feedback that is of opposite sign to the

aerosol-forced component in the subpolar North Atlantic (Figure 3.4b). That is, AMOC

strengthening (weakening) leads to subpolar North Atlantic SST warming (cooling), which

is consistent with increases (decreases) in poleward ocean heat transport (not shown). This

SST-AMOC feedback sensitivity is consistent with expectations, including previously iden-

tified AMOC-related SST fingerprints [12]. In particular, Figure 3.4b is consistent with

the notion (if you flip the sign) that AMOC weakening is related to cooling in the subpolar

North Atlantic (i.e., the ”warming” hole) due to decreases in poleward ocean heat transport,

as well as warming in the Gulf Stream region which is associated with a northwards and

closer-to-the-shore shift of the Gulf Stream. Although we acknowledge that this regression

decomposition may not completely separate the forced signal from the feedback, Figure 3.4

shows very good results that are consistent with expectations, and support this approach.
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Figure 3.5 shows corresponding regression maps for SDF and its various compo-

nents. An increase in aerosols (i.e., -1xSW) is associated with an increase in SDF (Fig-

ure 3.5a) and vice versa (i.e., positive aerosol forced sensitivity). This is largely related

to the thermal SDF component (TSDF; Figure 3.5b), with smaller contributions from the

haline SDF component (HSDF; Figure 3.6c). In each case, the AMOC feedback (Figure 3.5

c-f) acts to reinforce these aerosol forced SDF changes, with TSDF again dominating over

HSDF.

The three dominant components of TSDF, including surface shortwave radiation

(SWSDF), latent heat (LSDF) and sensible heat (SSDF) all contribute to its positive aerosol

forced sensitivity (Figure 3.5 g-i). A positive sensitivity for SWSDF is expected, as aerosols

decrease surface shortwave radiation which would act to increase SDF. We suggest the pos-

itive aerosol-forced sensitivities for LSDF and SSDF are related to aerosol-induced changes

in surface winds, and in particular, an aerosol-induced increase in subpolar North Atlantic

surface winds which enhances LSDF and HSDF (as previously suggested). We acknowledge

that the aerosol-forced LSDF sensitivities exhibit a complex spatial pattern, including op-

posite signed regressions outside the subpolar North Atlantic. Thus, increases in aerosols

are associated with increases in subpolar North Atlantic SWSDF, LSDF and SSDF that all

contribute to the increase in TSDF (and vice versa). We note that in the case of HSDF (al-

though of secondary importance to TSDF), evaporation is the most important component

for both the aerosol-forced sensitivities as well as the AMOC feedback (not shown).

Figure 3.5 j-l shows that the corresponding AMOC feedback in the subpolar North

Atlantic has opposite sign for SWSDF but similar sign for LSDF and SSDF (the LSDF

50



feedback sensitivity is also larger in magnitude than the forced sensitivity). Thus, the

AMOC feedback acts to oppose the aerosol forced TSDF change through SWSDF (as will

be discussed below, this is related to clouds, which in turn is related to SSTs). Aerosol

forced TSDF changes, however, are reinforced through LSDF and HSDF AMOC-related

feedbacks, which in turn are likely associated with the aforementioned positive SST AMOC

feedback–that is, an increase in the AMOC is associated with subpolar North Atlantic SST

warming, which would be expected to increase sensible heat flux, as well as latent heat flux

as moisture is tied to temperature. These latter two feedbacks dominate, since the AMOC

feedback for TSDF exhibits positive sensitivity.

Figure 3.6 shows a similar regression analysis for several additional climate vari-

ables. The aerosol-forced surface wind (SFWD; Figure 3.6a) sensitivity shows positive values

in the subpolar North Atlantic. This is consistent with the corresponding sea level pressure

(PSL; Figure 3.6b) sensitivity, which shows negative values near the Icelandic low and posi-

tive values over the continents, including Europe (i.e., strengthened pressure gradient). This

continental PSL regression is consistent with decreases (increases) in net surface shortwave

radiation enhancing surface cooling (warming), leading to an increase (decrease) in sea level

pressure over the continents. This altered pressure gradient, in turn, impacts the subpolar

North Atlantic surface winds. An increase in aerosols is associated with strengthening of

the North Atlantic sea level pressure gradient, which in turn leads to an increase in surface

winds (and vice versa). Furthermore, in both cases, the AMOC feedback (Figure 3.6 d-e)

exhibits weaker sensitivities as compared to the aerosol-forced sensitivities. This implies

the PSL-SFWD response is largely aerosol-forced, and not AMOC related feedback.
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Figure 3.6c shows corresponding regressions for total cloud cover (CLT). The

aerosol forced response exhibits large positive sensitivities over most of the North Atlantic

and surrounding continents, which is consistent with aerosols leading to an increase in cloud

cover. This aerosol-forced increase in subpolar North Atlantic CLT would act to enhance

SST cooling, and hence, AMOC strengthening via enhanced sea surface density (discussed

next). Interestingly, the AMOC feedback (Figure 3.6f) shows opposite signed sensitivities

in the subpolar North Atlantic. This is likely related to the AMOC feedback on SST (posi-

tive sensitivities; Figure 3.4b), which impacts lower-tropospheric stability and in turn, low

clouds [116]. In other words, when the AMOC strengthens, the subpolar North Atlantic

SST warms (e.g., due to enhanced poleward ocean heat transport), which reduces lower

tropospheric stability and likely low cloud cover. In contrast, AMOC weakening and the

associated subpolar North Atlantic SST cooling may increase lower tropospheric stability

and in turn, low clouds. As discussed above (Figure 3.5), this negative CLT-AMOC feed-

back weakens the positive TSDF-AMOC feedback via SWSDF (but this negative feedback

is not large enough to offset the LSDF and SSDF AMOC feedbacks on TSDF).

Finally, we perform a similar regression analysis on sea surface density (SSD),

as well as its thermal (SSDT ) and haline (SSDS) components (see Methods Section 2.5).

As expected, a positive aerosol-forced sensitivity exists for SSD (Figure 3.7a). This is

largely consistent with SSDT (Figure 3.7b) as opposed to SSDS (Figure 3.7c), although

SSDS also contributes near the eastern boundary of the North Atlantic. Averaged over

the subpolar North Atlantic, SSDT yields an aerosol-forced sensitivity of 0.042 kg/m3

W/m2 ,

whereas SSDS yields a corresponding sensitivity of 0.007 kg/m3

W/m2 (the sum of these two yield
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0.049 kg/m3

W/m2 , which is similar to but not exactly the same as the overall SSD sensitivity of

0.044 kg/m3

W/m2 ). We note that the relative importance of salinity to the aerosol-forced SSD

regression (especially along the eastern boundary of the North Atlantic) is more important

than the haline component was for the corresponding SDF regression (Figure 3.5c).

The AMOC feedback shows similar (but weaker) positive sensitivities for SSD

(Figure 3.7d), particularly along the eastern boundary of the North Atlantic, and this is

consistent with SSDS (Figure 3.7f). Averaged over the subpolar North Atlantic, SSD

yields an AMOC feedback sensitivity of 0.006 kg/m3

W/m2 , which is entirely due to the SSDS

feedback sensitivity of 0.012 kg/m3

W/m2 . The SSDT feedback sensitivity is of opposite sign, with

a subpolar North Atlantic sensitivity of -0.008 kg/m3

W/m2 , implying the temperature compo-

nent of SSD acts to weaken the overall SSD AMOC feedback. This is consistent with the

previously discussed AMOC feedback on SST (positive sensitivities; Figure 3.4b). Thus,

the AMOC feedback acts to strengthen the SSD response to aerosols, and this feedback

is largely due to salinity. Moreover, this salinity AMOC feedback is larger in magnitude

than the aerosol-forced salinity sensitivities (0.012 versus 0.007 kg/m3

W/m2 , respectively). This

AMOC-salinity feedback is, to some extent, consistent with recent studies that have asso-

ciated AMOC weakening to reduced salinity divergence and an increase in salinity in the

subtropical Atlantic [117]. More detailed analysis of how the salinity changes occur are war-

ranted. We note that no clear signals are found in the poleward ocean salt transport in the

Atlantic integrated over depth (in contrast to the corresponding poleward heat transport),

as individual models yield contrasting responses (not shown). As salinity appears to be of

secondary importance, particularly with respect to the aerosol-forced component.

53



In addition to the surface seawater density, we perform a similar regression analysis

on subsurface seawater density (SD) and its thermal (SDT ) and haline (SDS) components.

For this analysis, a subset of 6 CMIP6 ALL models are used. SD, SDT , and SDS averaged

over both 0-200 m and 0-1000 m show similar aerosol-forced and AMOC feedback sensitiv-

ities as in SSD, SSDT , and SSDS (not shown). We also perform a regression analysis on

zonal mean Atlantic SD, SDT , and SDS (Figure 3.7 g-l). SD yields significant and pos-

itive aerosol-forced sensitivities in depth-latitude space that are consistent with the SSD

results. These aerosol-forced SD sensitivities are largely consistent with SDT as opposed to

SDS . In terms of the corresponding AMOC feedback, SD sensitivities are again significant

and positive throughout most of the high-latitude North Atlantic (although weaker than

the aerosol-forced sensitivities), which again supports a positive AMOC feedback. Further-

more, this feedback is largely consistent with SDS , as SDT acts in the opposite direction

(i.e., negative sensitivities poleward of 45N). In summary, the subsurface seawater density

sensitivities yield conclusions similar to those based on the sea surface density sensitivities.

The aerosol-forced SSD, SSDT and SSDS results are generally consistent with

those based on SDF, TSDF and HSDF (Figure 3.5). However, there are some differences

with the AMOC feedback, including opposite signed subpolar North Atlantic sensitivities

between SSDT (negative) and TSDF (positive). The SSDS AMOC feedback is also larger

than that based on HSDF (but of the same sign). These differences are likely related to

heat and salt advection, which are not directly included in the SDF calculations, but are

implicitly included in SSD calculations. Overall, however, we arrive at a similar picture:

an increase in aerosols increases SDF and SSD in the subpolar North Atlantic, and this
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is largely associated with the thermal component. The AMOC feedback acts to reinforce

the SDF and SSD aerosol-forced response. The thermal SDF AMOC feedback is most

important for the SDF, with the haline SDF feedback of smaller importance. Based on

SSD, the SSDT AMOC feedback is of the opposite sign, which acts to weaken the positive

sensitivities between the AMOC and SSD. The SSDS feedback is most important for SSD,

which is likely related to changes in salt advection that are not captured by HSDF. Although

not shown, we also note that the aerosol-forced March mixed layer depth (MMLD) exhibits

significant positive sensitivities in the subpolar North Atlantic (implying enhanced deep

convection in response to aerosol forcing), and the corresponding MMLD-AMOC feedback

also exhibits positive (but somewhat weaker) sensitivities, which again implies that the

AMOC induces changes that positively feedback onto the AMOC (e.g., the aforementioned

salinity contribution to SSDS ; and the latent and sensible heat flux contributions to TSDF.

Spatial Trend Maps

Figure 3.8 shows the 1990-2020 CMIP6 all forcing ensemble mean annual mean

spatial trend map, and the corresponding model agreement on the sign of the trend, for

the surface density flux and its thermal component. Consistent with Figure 3.1, SDF sig-

nificantly decreases from 1990-2020 in the subpolar North Atlantic, with high (80-100%)

model agreement (Figure 3.8 a,b). Most of this SDF decrease is driven by the thermal

component (Figure 3.8 c,d). The haline component yields a weak decrease (Figure B.4).

Moreover, decomposing the thermal SDF into its respective components shows that latent

and sensible heat fluxes are the dominant drivers (Figure B.4). Consistently, the CMIP6 all

forcing 1990-2020 ensemble mean surface wind trend−a component of latent and sensible
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heat fluxes−shows significant reductions with high (80-100%) model agreement in the sub-

polar North Atlantic. These surface wind trends are consistent with the corresponding PSL

trends, including a weakened Europe-subpolar North Atlantic pressure gradient (Figure 3.8

e-h), as well as a decrease in subpolar North Atlantic extratropical cyclone (storm track)

activity (Figure 3.8 i-j). Near opposite changes occur from 1950-1990 (Figure B.5). March

mixed layer depth (MMLD) is used to investigate North Atlantic deep convection, which

is associated to deep water formation and the strength of the AMOC [118]. Our results

suggest a consistent response in March mixed layer depth (Figure B.6). 1990-2020 CMIP6

all forcing ensemble mean annual mean show a significant decrease in wintertime deep con-

vection in the North Atlantic. During the 1950-1990 time period, the CMIP6 all forcing

ensemble mean shows an increase in deep convection (but not as statistically significant

as the 1990-2020 decrease). Similar trend patterns from reanalyses and observations also

exist, including the subpolar North Atlantic sea level pressure, surface winds and latent and

sensible heat fluxes (Figure B.7−Figure B.9). However, dissimilarities in magnitude exist,

suggesting these responses are only partially externally forced.

Decomposition of Latent/Sensible Heat Fluxes

Using Monin-Obukhov similarity theory [103], latent and sensible heat fluxes can

be further decomposed into wind, moisture and temperature components (Methods Section).

Figure B.10−Figure B.11 shows the importance of wind changes to latent and sensible heat

fluxes, and in turn, the thermal component of the SDF. Thus, our results suggest that

strengthening (weakening) of the AMOC from ∼1950-1990 (1990-2020) is in part due to

strengthening (weakening) of the surface winds in the subpolar North Atlantic (consistent
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with the altered sea level pressure gradient), which in turn leads to increases (decreases) in

surface density flux through increases (decreases) in surface latent and sensible heat fluxes.

3.3.2 CMIP6 Anthropogenic Aerosol Simulations

Figure 3.9a shows the 1900-2020 CMIP6 anthropogenic aerosol (AA) ensemble

mean normalized AMOC time series based on 8 models and 43 realizations (Figure B.12

shows the models and number of realizations used). The evolution of the AMOC in CMIP6

AA simulations is similar to that in the corresponding all forcing simulations, in particular

the strengthening from ∼1950 to 1990, and weakening afterwards. 88% (100%) of the models

yield a positive (negative) AMOC trend from 1950-1990 (1990-2020). The 1950-1990 (1990-

2020) ensemble mean strengthening (weakening) represents a 8.8±2.3 (−7.1±1.6) percent

change (Figure B.12). Figure 3.9 also shows that from ∼1950-2020, surface density and heat

fluxes, as well as the sea level pressure gradient, storm track activity, and surface wind follow

a similar evolution as in the CMIP6 all forcing simulations. CMIP6 AA experiments also

exhibit similar lead-lag relationships as in the CMIP6 all forcing simulations (not shown).

We note that fewer CMIP6 AA (as compared to all forcing) models are available.

Similar CMIP6 all forcing results as described above are generally obtained when the same

8 CMIP6 models in common between CMIP6 all forcing and CMIP6 AA are used. For

example, the 1990-2020 AMOC weakening based on the original 24 all forcing models yields

a percent change of −11.4±1.8. Using the 8 model subset yields similar results, at −12.9±2.4

(Figure B.13). The 8 model CMIP6 all forcing subset yields somewhat weaker 1950-1990

AMOC strengthening (6.1±1.6 versus 4.7±1.4 percent change; Figure B.13).

The close correspondence between the CMIP6 AA and all forcing ensemble mean
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AMOC time series since ∼1950 again suggests anthropogenic aerosols are driving much of

the response. This is further supported by looking at the CMIP6 greenhouse gas (GHG)

and natural forcing ensemble mean AMOC time series. The CMIP6 GHG ensemble mean

annual mean AMOC shows long-term weakening, whereas natural forcing yields negligible

long-term change (Figure B.14−Figure B.15). Over 1990-2020, the CMIP6 GHG AMOC

weakening represents a −6.7±0.8 percent change, which is comparable to the AMOC weak-

ening under CMIP6 AA (−7.1±1.6; Figure B.12). Thus, ∼1950-1990 AMOC strengthening

in CMIP6 all forcing simulations is largely controlled by anthropogenic aerosols; from 1990-

2020, both anthropogenic aerosols and GHGs contribute to AMOC weakening.

Using this common set of models, we also look at the CMIP6 Atlantic meridional

streamfunction in depth-latitude space, which is calculated from zonally integrated merid-

ional velocity field (Figure 3.13). The 1990-2020 CMIP6 AMOC weakening is significant

throughout most of the North Atlantic in all three forcing scenarios–ALL, AA and GHG–

with GHG weakening larger than that due to AA. In contrast, the 1950-1990 time period

features CMIP6 ALL and AA strengthening that is again significant throughout most of

the North Atlantic; CMIP6 GHG forcing yields the opposite response (and weaker than the

CMIP6 AA strengthening). Thus, the 1950-1990 AMOC strengthening in CMIP6 ALL is

entirely dominated by AA, with GHGs acting to mute this strengthening. The 1990-2020

AMOC weakening in CMIP6 ALL is due to both GHGs and AAs, with GHGs driving

a larger response. To measure the overall 1950-2020 impact of AA versus GHGs on the

AMOC, we calculate the difference of the trends (1990-2020 minus 1950-1990). Figure 3.13

(j-l) shows that this trend ”shift” is largely due to aerosols, as opposed to GHGs.
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Figure 3.10 shows the 1990-2020 CMIP6 AA ensemble mean annual mean trends

and the model agreement on the sign of the trend for the surface density flux and its thermal

component, as well as the atmospheric variables (e.g., SFWD). Responses are again very sim-

ilar to the corresponding CMIP6 all forcing simulations, further supporting the importance

of anthropogenic aerosols. The CMIP6 AA ensemble mean shows a decrease in SDF that is

largely driven by TSDF (Figure 3.10 a-d), weakening of the Europe-subpolar North Atlantic

pressure gradient (Figure 3.10 e,f), a corresponding decrease in the subpolar North Atlantic

surface wind (Figure 3.10 g-h), a decrease in the subpolar North Atlantic storm track activ-

ity. Also consistent with CMIP6 all forcing simulations are near opposite changes in these

variables from 1950-1990 (Figure B.16; see also Figure B.7−Figure B.8). The CMIP6 AA

ensemble mean March mixed layer depth responses are similar to the corresponding CMIP6

all forcing simulations (Figure B.6), with MMLD increases (decreases) in the subpolar

North Atlantic from 1950-1990 (1990-2020). And furthermore, Figure B.10−Figure B.11

shows the importance of wind changes to latent and sensible heat fluxes, and in turn,

the thermal component of the SDF in CMIP6 AA simulations. The AMOC strengthen-

ing in response to increasing anthropogenic aerosol forcing is consistent with prior studies

[21, 22, 23, 24, 25, 26, 17]. However, unlike [26] who used the HadGEM2-ES model, we do

not find strong evidence that increased salinification is the dominant driving factor.

3.4 Discussion

Models will continue to have uncertainties, including those relevant to the AMOC

and North Atlantic climate. These include biases in the mean state, as well as their repre-
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sentation of the strength and depth of the AMOC (e.g., Table B.1) and ocean freshwater

transport [119, 120, 121, 19, 122]. For example, in many CMIP3/5 models, the AMOC

imports freshwater into the Atlantic, in opposition to observations, likely resulting in an

artificially stable AMOC [99]. Models also lack realistic melting of the Greenland ice sheet

and the corresponding freshening of the North Atlantic [123].

The CMIP6 AMOC response may be too sensitive to anthropogenic aerosol forc-

ing [90] and CMIP6 models may also overestimate aerosol indirect effects [?]. However,

anthropogenic aerosol ERF estimates are consistent between CMIP6 and recent observa-

tional estimates, with 90% confidence intervals of −1.5 to −0.6 and −2.0 to −0.4 W m−2,

respectively [124, 125]. It is also notable that the aerosol ERF in CMIP5 models, with a 90%

confidence interval of −1.8 to −0.2 W m−2 [126], is similar to that (but with a larger range)

in CMIP6 models. The mean and standard deviation of the anthropogenic aerosol ERF in

12 CMIP6 models (Table B.2) are −0.98 and 0.24 W m−2, respectively. The corresponding

values in 18 CMIP5 models are −1.0 and 0.44 W m−2, respectively [126]. In contrast, [97]

argues the larger 1850-1985 AMOC weakening in CMIP6 models, relative to CMIP5, is due

to stronger anthropogenic aerosol forcing in CMIP6. There, they show a robust relationship

between AMOC strength and a proxy for aerosol forcing−the interhemispheric difference

of net top-of-the-atmosphere shortwave radiation. A model’s transient climate response

(TCR)–the surface temperature warming around the time of CO2 doubling in a 1% per year

CO2 increase simulation–may also be important, and CMIP6 models yield a relatively large

range of 1.3 to 3.0°C [127]. Although we find the expected positive inter-model relationship

between 1900-1985 AMOC changes and TCR, the correlation is only 0.28 (p = 0.18).
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There is some evidence that the magnitude of the AMOC trends in CMIP6 models

is related to a model’s anthropogenic aerosol ERF−particularly over Europe−which again

supports the importance of changes in European aerosols. The correlation (over model

means and using the 12 models with aerosol ERF; Table B.2) between the global mean

aerosol ERF and AMOC trend yields the expected negative (positive) correlation from

1950-1990 (1990-2020), implying models with a larger global mean aerosol ERF yield larger

AMOC strengthening (weakening). However, these correlations are not significant at the

95% confidence level, at −0.29 for 1950-1990 and 0.11 for 1990-2020. Somewhat larger, but

still non-significant, correlations between European aerosol ERF and AMOC trends exist

at −0.38 for 1950-1990 and 0.26 for 1990-2020. Ideally, the transient aerosol ERF should be

used for this calculation, but this quantity is only available for 3 models. Similar conclusions

are also obtained if we divide the CMIP6 models into two groups, one with a larger (absolute

value) global mean anthropogenic aerosol ERF (ERFHI ; 7 model mean aerosol ERF of −1.17

W m−2), and the other with a smaller global mean aerosol ERF (ERFLO; 5 model mean

aerosol ERF of −0.72 W m−2). From 1950-1990, ERFHI (ERFLO) models yield AMOC

strengthening that represents a 7.4±1.4 (4.7±2.1) percent change. From 1990-2020, ERFHI

(ERFLO) models yield AMOC weakening that represents a −14.6±1.6 (−11.3±2.6) percent

change (Table B.2).

The CMIP6 all forcing ensemble mean reproduces the observed Northern Hemi-

sphere (0-60◦N; 0-360◦E) and the North Atlantic (0-60◦N; 0-75◦W) surface temperature

evolution, particularly from 1950-2020 (Figure 3.11 a,b). However, discrepancies exist in

the evolution of the subpolar North Atlantic surface temperature, most notably from ∼1970-
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1990 (Figure 3.11c). This may not be surprising, since this also overlaps with the 1950-1990

time period, when evolution of the CMIP6 AMOC differs from inferred (i.e., surface temper-

ature based) AMOC observations (Methods Section). Consistently, similar discrepancies ex-

ist between inferred AMOC trends in CMIP6 and observations (Figure 3.11d). The CMIP6

multi-model mean shows significant 1950-1990 strengthening (0.03 Sv year−1) whereas ob-

servations show significant weakening (−0.03 Sv year−1). The sign of the inferred AMOC

trend after 1990 is in better agreement between CMIP6 (−0.07 Sv year−1) and observa-

tions (−0.02 Sv year−1), where both show weakening. However, the observed 1990-2020

AMOC trends are weaker than the CMIP6 multi-model mean and not-significant (at the

95% confidence interval), due in part to a brief strengthening in the early to mid-1990s.

Although these CMIP6 inferred AMOC trends are comparable to the actual CMIP6

AMOC trends, there are also notable differences. The CMIP6 all forcing ensemble mean

1950-1990 inferred AMOC trend is weaker than the actual CMIP6 AMOC trend (25%

weaker, 0.03 versus 0.04 Sv year−1). And moreover, there is less model agreement for the

CMIP6 1950-1990 inferred AMOC strengthening, as compared to the actual AMOC (62

versus 83%, respectively). CMIP6 1990-2020 inferred and actual AMOC trends are both

significant and similar in magnitude (−0.07 versus −0.08 Sv year−1, respectively), as is the

model agreement (92% for both).

Thus, CMIP6 and observations both suggest AMOC weakening after 1990. How-

ever, disagreement exists for 1950-1990, where inferred AMOC observations show significant

weakening, but CMIP6 shows significant strengthening. Moreover, disagreement exists be-

tween the CMIP6 1950-1990 actual and inferred AMOC trend, with the inferred AMOC
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yielding weaker and less robust strengthening. These discrepancies warrant further clar-

ification, but they suggest that the 1950-1990 inferred AMOC in observations may yield

excessive weakening (relative to the actual AMOC). A recent study suggests that the North

Atlantic cooling is not only related to a weaker AMOC, but also northward heat transport.

So, inferred AMOC estimates from sea surface temperature are prone to error, and they

are not solely a measure of the AMOC [128]. We do note, however, that multiple proxy ob-

servations, support AMOC weakening during 1950-1990 [129]. In addition to these AMOC

differences, the CMIP6 multi-model mean also underestimates the magnitude of observed

increase in North Atlantic upper ocean heat content (Figure 3.11e).

The inferred AMOC weakening from 1950-1990 (and even from 1930-1990) may

have a significant contribution from internal (i.e., unforced) climate variability. Figure 3.12a

shows CMIP6 AMOC trends for each individual model realization for four time periods,

1950-1990, 1990-2020, 1930-2020, as well as 1930-1990. Also included are the corresponding

inferred AMOC trends based on surface temperature observations. Some individual model

realizations are able to reproduce the inferred AMOC trends, including the 1950-1990 weak-

ening, as well as weakening over the longer 1930-1990 time period. 8.6% (8 of 92) and 13%

(12 of 92) of the model realizations yield 1950-1990 and 1930-1990 AMOC weakening that

falls within the observational uncertainty (which includes 5 and 12 different models, re-

spectively). For the inferred AMOC strengthening from 1990-2020, 41.3% (38 of 92) of the

model realizations are within the observational uncertainty (which includes 13 models).

There are 5 realizations from two different CMIP6 models (CanESM5 and IPSL-

CM6A-LR) that yield AMOC trends that fall within the observational uncertainty for all
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four time periods. Figure 3.12b shows that the corresponding ensemble mean AMOC for

these 5 realizations better resembles the inferred AMOC evolution since 1900, including

strengthening during the first few decades, followed by a prolonged weakening, a relatively

brief strengthening, and then subsequent weakening. Furthermore, these 5 realizations also

better simulate the increase in North Atlantic upper ocean heat content (Figure 3.12c).

Differences remain, however, including a ∼decade delay in the initial AMOC weakening

(inferred weakening begins in the 1930s but these models show weakening commences in

the 1940s), as well as an earlier (and brief) strengthening during the late-20th century

(inferred strengthening begins in the 1990s but these models show weakening commences

in the 1980s). We note that both of these models underestimate the climatological AMOC

strength relative to RAPID observations (17.5±1-standard deviation of 1.4 Sv versus 11.6

Sv for IPSL-CM6A-LR and 13.1 Sv for CanESM5; Table B.1). Although no significant

AMOC differences were found between the ERFHI and ERFLOW subsets, it is interesting

to note that IPSL-CM6A-LR and CanESM5 have 2 of the lowest 5 CMIP6 anthropogenic

aerosol ERFs (Table B.2). It is also possible that the reason why these two models stand

out is because they have a relatively large number of realizations (11 and 10, respectively;

Figure B.1), which simply increases the chances of a simulated AMOC evolution comparable

to that observed.

CMIP6 models yield consistent multi-decadal AMOC variability, including strength-

ening from ∼1950-1990, followed by weakening from 1990-2020. These AMOC variations

are initiated by North Atlantic aerosol optical thickness perturbations to net surface short-

wave radiation and surface temperature (i.e., sea surface density), which in turn affect the
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sea level pressure gradient and surface wind–and via latent and sensible heat fluxes–the sea

surface density flux through its thermal component. AMOC-related feedbacks act to rein-

force this aerosol-forced AMOC response, largely due to changes in sea surface salinity and

its corresponding impacts on sea surface density, with temperature (and cloud) related feed-

backs acting to mute the initial response. Anthropogenic aerosol forcing alone reproduces

the bulk of the multi-decadal AMOC responses. Moreover, reanalyses and observations

yield similar patterns of the North Atlantic atmospheric circulation response, suggesting

part of this signal is externally forced. However, other aspects of the CMIP6 AMOC re-

sponse are at odds with observations. This includes the inferred ∼1950-1990 weakening of

the AMOC based on surface temperature observations [85], when the CMIP6 multi-model

mean yields strengthening. Moreover, the CMIP6 multi-model mean underestimates the

observed increase in North Atlantic ocean heat content since ∼1955. Some of these dis-

crepancies could be due to model shortcomings, such as excessive anthropogenic aerosol

forcing [97]. A handful of CMIP6 realizations (5 of 92) yield AMOC evolution since 1900

similar to the indirect observations, implying the inferred AMOC weakening from 1950-1990

(and even from 1930-1990) may have a significant contribution from internal (i.e., unforced)

climate variability.

Consistent with the recent decreases in anthropogenic aerosol emissions, nearly all

of the future emission scenarios (Shared Socio-economic Pathways, SSPs) [130] yield large

reductions in future anthropogenic aerosol emissions, with global sulfate emissions projected

to decrease by up to 80% by 2050. Thus, anthropogenic aerosol emissions, including those

around the North Atlantic, will likely continue to rapidly decline over the next few decades.
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Our results suggest that the continued decrease in anthropogenic aerosol emissions that

accompany efforts to reduce air pollution will reinforce GHG-induced AMOC weakening

over the next few decades−with the caveat that internal AMOC variability will also be

important.
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Figure 3.1: 1900-2020 ensemble mean annual mean all forcing Coupled Model
Intercomparison Project phase 6 normalized time series. (a) Atlantic Meridional
Overturning Circulation (AMOC) and subpolar North Atlantic (b) surface density flux
(SDF); (c) thermal SDF (TSDF); (d) latent heat flux (LHFLX); (e) sensible heat flux
(SHFLX); (f) net downward surface shortwave radiation (SW); (g) sea level pressure gradi-
ent (dPSL); (h) surface wind (SFWD); (i) storm track activity (pp); (j) March mixed layer
depth (MMLD); (k) sea surface density (SSD); and (l) haline SDF (HSDF). The 1950-2020
correlation coefficient (r) between the time series of each variable and the AMOC is shown
in the upper right-hand side of each panel, all of which are significant at the 95% confidence
level. SDF, TSDF and HSDF units are mg

m2−s . SHFLX, LHFLX and SW units are W m−2.

dPSL units are hPa, pp units are hPa2, MMLD units are m, SSD units are kg m−3 and
SFWD units are m s−1. The subpolar North Atlantic region is defined as 45-60◦N and
0-50◦W. dPSL is the Europe-subpolar North Atlantic PSL gradient defined as 30-45◦N and
0-30◦E minus 45-60◦N and 0-50◦W.
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Figure 3.2: 1950-2020 lead-lag AMOC correlations based on the ensemble mean
annual mean all forcing Coupled Model Intercomparison Project phase 6. (Left
panels) The subpolar North Atlantic (a) aerosol optical thickness at 550 nm (AOT) versus
net downward surface shortwave radiation (SW); (c) surface temperature (TS) versus SW;
(e) surface wind (SFWD) versus sea level pressure gradient (dPSL); (g) SFWD versus
surface density flux (SDF); (i) dPSL versus SDF; (k) March mixed layer depth (MMLD)
versus SDF; and (m) sea surface density (SSD) versus SDF. (Right panels) The Atlantic
Meridional Overturning Circulation (AMOC) versus the subpolar North Atlantic (b) SW;
(d) TS; (f) SDF; (h) SFWD; (j) dPSL; (l) MMLD; and (n) SSD. The maximum correlation
is denoted by text in the blue box. Blue filled circles denote correlations that are significant
at the 95% confidence level. The corresponding offset in years is denoted by the vertical
dashed red line.
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Figure 3.3: 1950-2020 lead-lag atmospheric circulation correlations based on the
ensemble mean annual mean all forcing Coupled Model Intercomparison Project
phase 6. The subpolar North Atlantic (a) surface temperature (TS) and (b) net downward
surface shortwave radiation (SW) versus sea level pressure gradient (dPSL; purple); surface
wind (SFWD; red); and surface density flux (SDF; cyan). The maximum correlations are
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Figure 3.4: 1940-2020 ensemble mean annual mean CMIP6 all forcing regression
analysis. Decomposition of sea surface temperature (SST) into (a) aerosol forced and (b)
AMOC feedback components. The forced response is obtained by regressing the subpolar
North Atlantic -1xSW time series (a proxy for anthropogenic aerosols) onto each field. The
AMOC-related feedback is obtained by removing the variability associated with the forced
response, and then regressing the AMOC time series onto this new field. The feedback
field is converted to the same units as the aerosol-forced field by multiplying the feedback
field by the regression slope between the AMOC and -1xSW subpolar North Atlantic time
series δ(AMOC)

δ(−1×SW ) = 0.32 Sv
W m−2 , significant at the 95% confidence level). The units for

the SST regression maps are K/W m−2. Symbols denote regression significance at the 95%
confidence level.
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Figure 3.5: 1940-2020 ensemble mean annual mean CMIP6 all forcing regression
analysis. Decomposition of (a,d) surface density flux (SDF); (b,e) thermal component of
SDF (TSDF); (c,f) haline component of SDF (HSDF); (g,j) net surface shortwave radiation
driven SDF (SWSDF); (h,k) latent heat flux driven SDF (LSDF); and (i,l) sensible heat
flux driven SDF (SSDF) into (a-c,g-i) aerosol forced and (d-f,j-l) AMOC feedback compo-
nents. The forced response is obtained by regressing the subpolar North Atlantic -1xSW
time series (a proxy for anthropogenic aerosols) onto each field. The AMOC-related feed-
back is obtained by removing the variability associated with the forced response, and then
regressing the AMOC time series onto this new field. The feedback field is converted to
the same units as the aerosol-forced field by multiplying the feedback field by the regression
slope between the AMOC and -1xSW subpolar North Atlantic time series δ(AMOC)

δ(−1×SW ) = 0.32
Sv

W m−2 , significant at the 95% confidence level). The units for all SDF regression maps are
mg m−2 s−1/W m−2. Symbols denote regression significance at the 95% confidence level.
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Figure 3.6: 1940-2020 ensemble mean annual mean CMIP6 all forcing regression
analysis. Decomposition of (a,d) surface wind speed (SFWD); (b,e) sea level pressure
(PSL); and (c,f) total cloud cover (CLT) into (top panels) aerosol forced and (bottom panels)
AMOC feedback components. The forced response is obtained by regressing the subpolar
North Atlantic -1xSW time series (a proxy for anthropogenic aerosols) onto each field. The
AMOC-related feedback is obtained by removing the variability associated with the forced
response, and then regressing the AMOC time series onto this new field. The feedback
field is converted to the same units as the aerosol-forced field by multiplying the feedback
field by the regression slope between the AMOC and -1xSW subpolar North Atlantic time
series δ(AMOC)

δ(−1×SW ) = 0.32 Sv
W m−2 , significant at the 95% confidence level). The units for

SFWD, PSL and CLT regression maps are m s−1/W m−2, hPa/W m−2 and fraction/W
m−2 respectively. Symbols denote regression significance at the 95% confidence level.
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Figure 3.7: 1940-2020 ensemble mean annual mean CMIP6 all forcing regression
analysis. Decomposition of (a,d) sea surface density (SSD); (b,e) thermal component of
SSD (SSDT ); (c,f) haline component of SSD (SSDS); (g,j) zonal mean Atlantic seawater
density (SD); (h,k) thermal component of SD (SDT ); and (i,l) haline component of SD
(SDS) into (a-c,g-i) aerosol forced and (d-f,j-l) AMOC feedback components. The forced
response is obtained by regressing the subpolar North Atlantic -1xSW time series (a proxy
for anthropogenic aerosols) onto each field. The AMOC-related feedback is obtained by
removing the variability associated with the forced response, and then regressing the AMOC
time series onto this new field. The feedback field is converted to the same units as the
aerosol-forced field by multiplying the feedback field by the regression slope between the
AMOC and -1xSW subpolar North Atlantic time series δ(AMOC)

δ(−1×SW ) = 0.32 Sv
W m−2 , significant

at the 95% confidence level). Numbers in the top right of each panel show the subpolar
North Atlantic averaged regression coefficients (in units of kg m−3/W m−2). The units for
all SSD regression maps are kg m−3/W m−2. Symbols denote regression significance at the
95% confidence level. For the SD analysis (panels g-l), a subset of 6 CMIP6 ALL models are
used, including BCC-CSM2-MR, CESM2, CNRM-CM6-1, CanESM5, HadGEM3-GC31-LL,
and IPSL-CM6A-LR.
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Figure 3.8: 1990-2020 annual mean all forcing Coupled Model Intercomparison
Project phase 6 ensemble mean trends and model agreement on the sign of the
trend. (a-b) surface density flux (SDF); (c-d) thermal SDF (TSDF); (e-f) sea level pressure
(PSL); (g-h) surface winds (SFWD); and (i-j) storm track activity (pp). Left panels show
the ensemble mean trend; right panels show model agreement on the sign of the trend for
each model’s ensemble mean. Symbols in left panels designate trend significance at the
95% confidence level based on a t-test. SDF and TSDF trend units are µg

m2−s year−1. PSL,

pp, and SFWD trend units are hPa year−1, hPa2 year−1, and m s−1 year−1, respectively.
Trend realization agreement units are %. Red (blue) colors indicate model agreement on a
positive (negative) trend.
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Figure 3.9: 1900-2020 ensemble mean annual mean anthropogenic aerosol forcing
Coupled Model Intercomparison Project phase 6 normalized time series. (a)
Atlantic Meridional Overturning Circulation (AMOC) and subpolar North Atlantic (b)
surface density flux (SDF); (c) thermal SDF (TSDF); (d) latent heat flux (LHFLX); (e)
sensible heat flux (SHFLX); (f) net downward surface shortwave radiation (SW); (g) sea
level pressure gradient (dPSL); (h) surface wind (SFWD); (i) storm track activity (pp);
(j) March mixed layer depth (MMLD); (k) sea surface density (SSD); and (l) haline SDF
(HSDF). 1950-2020 correlation coefficient against AMOC is shown at the upper right-hand
side of each panel, all of which are significant at the 95% confidence level except for those
correlations marked with an asterisk. SDF, TSDF and HSDF units are mg

m2−s . SHFLX,

LHFLX and SW units are W m−2. dPSL units are hPa, pp units are hPa2, MMLD units
are m, SSD units are kg m−3 and SFWD units are m s−1. The subpolar North Atlantic
region is defined as 45-60◦N and 0-50◦W. dPSL is the Europe-subpolar North Atlantic PSL
gradient defined as 30-45◦N and 0-30◦E minus 45-60◦N and 0-50◦W.
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Figure 3.10: 1990-2020 annual mean anthropogenic aerosol forcing Coupled
Model Intercomparison Project phase 6 ensemble mean trends and model agree-
ment on the sign of the trend. (a-b) surface density flux (SDF); (c-d) thermal SDF
(TSDF); (e-f) sea level pressure (PSL); (g-h) surface winds (SFWD); and (i-j) storm track
activity (pp). Left panels show the ensemble mean trend; right panels show model agree-
ment on the sign of the trend for each model’s ensemble mean. Symbols in left panels
designate trend significance at the 95% confidence level based on a t-test. SDF and TSDF
trend units are µg

m2−s year−1. PSL, pp, and SFWD trend units are hPa year−1, hPa2 year−1,

and m s−1 year−1, respectively. Trend realization agreement units are %. Red (blue) colors
indicate model agreement on a positive (negative) trend.
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Figure 3.11: Ensemble mean annual mean all forcing Coupled Model Intercom-
parison Project phase 6 and observed surface temperature, inferred AMOC
and ocean heat content time series. 1900-2020 (a) Northern Hemisphere (0-60◦N; 0-
360◦E); (b) North Atlantic (0-60◦N; 7.5-75◦W); and (c) subpolar North Atlantic (45-60◦N;
0-50◦W) surface temperature (TS); (d) inferred AMOC; and (e) 1955-2014 North Atlantic
upper-ocean (0-700 m) ocean heat content (OHC). Results are shown for the CMIP6 all
forcing ensemble mean (solid black) and observations (ending in 2019), including NASA
GISS (GISTEMPv4; dashed light blue), NOAA (NOAAGlobalTempv4.0.1; dashed orange)
and CRU (CRUTEM4; dashed green) for TS. Also included in panel (d) is the April 2004-
July 2019 directly observed AMOC from the RAPID array (dash-dot dark blue). Light blue
shading shows the CMIP6 inter-model standard deviation. AMOC units are Sv; OHC units
are 1022 Joules. Inferred AMOC trends for 1950-1990 are −0.03, −0.03, −0.03 and 0.03
Sv year−1 for GISS, NOAA, CRU and CMIP6, respectively. The corresponding 1990-2020
inferred AMOC trends are −0.02, −0.02, −0.02 and −0.07 Sv year−1. The CMIP6 all
forcing actual AMOC trends are 0.04 and −0.08 Sv year−1 for 1950-1990 and 1990-2020,
respectively. Bold trends are significant at the 95% confidence level.
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Figure 3.12: Coupled Model Intercomparison Project phase 6 all forcing annual
mean AMOC and OHC for individual model realizations. (a) AMOC trends [Sv
year−1] are shown for four time periods, including 1950-1990, 1990-2020, 1930-2020, and
1930-1990. Each individual model realization is shown with a symbol. Also included (X’s)
are the corresponding inferred AMOC trends (ending in 2019) based on surface temper-
ature observations. Error bars on inferred AMOC trends represent the 95% confidence
interval of the trend. (b) Ensemble mean annual mean normalized AMOC [Sv] time series
(gray dashed) and 10-year running mean (solid blue line) based on the two CMIP6 models
(CanESM5 and IPSL-CM6A-LR; 5 realizations in total) that yield AMOC trends that fall
within the observational uncertainty for all four time periods. (c) As in (b), but for the
1955-2014 North Atlantic upper-ocean (0-700 m) ocean heat content (OHC). Also included
in (c) is the corresponding observed OHC (gray dashed) from NOAA National Centers for
Environmental Information (NOAA NCEI) .
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Figure 3.13: 1950-2020 ensemble mean annual mean Coupled Model Intercom-
parison Project phase 6 Atlantic meridional streamfunction in depth-latitude
space. Zonal mean (a-c) 1950-1990 climatology; (d-f) 1950-1990 trends; (g-i) 1990-2020
trends; and (j-l) trend ”shift” (1990-2020 trend minus 1950-1990 trend) for (left column) all
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Symbols designate trend significance at 95% confidence level based on a t-test. Streamfunc-
tion trend units are in Sv/year.
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Chapter 4

The impact of air quality control

efforts on the Atlantic Meridional

Overturning Circulation

Abstract

Observations indicate the Atlantic Meridional Overturning Circulation (AMOC)−a fun-

damental component of the ocean’s global conveyor belt−is weakening. Although causes

remain uncertain, AMOC weakening is consistent with increasing greenhouse gases (GHGs).

Recent studies also suggest that anthropogenic emissions associated with air pollution,

such as aerosols, can significantly impact the AMOC. Here, we use four state-of-the-art

chemistry-climate models to quantify how efforts to improve future air quality via near-

term climate forcer (NTCF) mitigation will impact the AMOC. Non-methane NTCF (NM-
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NTCF) mitigation, which includes aerosols, ozone and precursor gases alone, induces end-

of-century AMOC weakening by up to 10%. However, all-NTCF mitigation, which also

includes methane reductions, offsets this weakening. The AMOC responses, particularly

under all-NTCF mitigation, are best explained by the cumulative North Atlantic radiative

forcing. Thus, efforts to improve air quality must also target methane and other GHGs to

avoid additional climate change, including weakening of the world’s major ocean circulation

system.

4.1 Introduction

The Atlantic Meridional Overturning Circulation (AMOC) is the key circula-

tion system of the Atlantic Ocean, significantly impacting climate by transporting large

amounts of heat, carbon and freshwater[8, 9]. Indirect evidence, including sea surface

temperature (SST) fingerprints and coral-based proxies, show that the AMOC has weak-

ened throughout this past century[85, 12]. Although these indirect methods have been

questioned[131, 132], additional observational indicators including a “salinity pile-up” in

the South Atlantic[133] support AMOC weakening, including a possible transition from a

strong to a weak mode[134]. Such AMOC weakening is a robust feature of GHG-forced cli-

mate model simulations, thereby suggesting a likely cause[135, 14, 17, 136, 77, 137]. Several

studies have also shown the importance of anthropogenic aerosols (AAs) to multi-decadal

AMOC variations[138, 21, 26, 24, 25, 17]. Coupled Model Intercomparison Project phase

6 (CMIP6)[39] models show 20th century AMOC strengthening up to ∼1985, which was

attributed to the build up of AAs; and AMOC weakening from ∼1985-2020, consistent with
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reduced AA emissions in Europe and the US[97, 139].

Atmospheric aerosols, as well as chemically reactive gases such as ozone and

methane (CH4), are commonly referred to as near-term (or short-term) climate forcers

(NTCFs) as their impact occurs within the first decade after emission[32]. NTCF mitigation

has received considerable attention, as aerosols and ozone are sources of air pollution[140],

which is associated with adverse human health and ecosystem impacts[141, 142, 143]. Al-

though air quality is improved in response to removal of AAs, relatively large near-term

increases in surface temperature and precipitation also occur[144, 145, 146]. The impor-

tance of reducing methane emissions to simultaneously mitigate climate change and improve

air quality has also been investigated[147, 148, 149, 150]. Simulations from the the Aerosol

and Chemistry Model Intercomparison Project (AerChemMIP)[38] show that non-methane

NTCF (NMNTCF; aerosols, ozone and precursor gases) mitigation leads to mid- and end-of-

the-century warming and wetting; NTCF reductions that also include methane (all-NTCF),

however, compensate for this warming by mid-century and more than offset this warming by

end-of-the-century[151, 152]. No studies, however, have investigated the impacts of future

NTCF mitigation on the AMOC. Here, we analyze a suite of 2015-2100 air quality (AQ)

control simulations from four AerChemMIP models, which include interactive representa-

tions of tropospheric aerosols and atmospheric chemistry, allowing for the quantification of

chemistry-climate interactions.
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4.2 Results

4.2.1 AMOC Response in Air Quality Control Experiments

Under the three AQ control experiments (section 4.4; Table C.1), AerChemMIP

models yield large and significant 21st century AMOC weakening−but with relatively large

inter-model spread on the magnitude of the weakening (Figure C.1 & Figure C.2). This

AMOC weakening is consistent with the large increase in CO2 in these experiments, and

several prior studies that have shown GHGs drive AMOC weakening[153, 135, 14, 17, 136,

77, 137]. In particular, CO2 increases by more than 100% by end-of-the-century in all three

experiments, from ∼400 ppm in 2015 to more than 850 ppm by 2100 (Figure C.3). Strong

non-CH4 AQ control, which features large increases in both CO2 and CH4 (and decreases

in aerosol and ozone precursor gases), yields the largest AMOC weakening, with a multi-

model mean (MMM) decrease of 63% and an inter-model range of −45 to −78%. Based on

raw AMOC trends, the MMM weakening is −0.139 Sv year−1, with a range of −0.103 to

−0.195 Sv year−1. Strong AQ control, which is also driven by the large increase in CO2,

but reductions in CH4, aerosol and ozone precursor gases, yields the weakest MMM AMOC

decrease at 53%, ranging from −45 to −65% (−0.112 Sv year −1 with a range of −0.084 to

−0.136 Sv year−1).

GISS-E2-1-G yields the largest AMOC weakening for weak AQ and strong non-

CH4 AQ control. This suggests that the GISS-E2-1-G AMOC is more sensitive to CO2

than the other models, which is consistent with a prior study[137]. There, under abrupt

quadrupling of CO2, GISS-E2-1-G is a clear outlier, yielding by far the largest and swiftest

AMOC weakening (−15 Sv in ∼25 years, compared to the MMM of less than −5 Sv).
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Although the reasons are unclear, models with a stronger climatological AMOC−such as

GISS-E2-1-G−tend to have larger AMOC weakening under increasing CO2[14, 136, 137].

Based on our four models, GISS-E2-1-G has the largest climatological (2005-2018) AMOC

at 22.5 Sv. The other models yield 17.0, 17.2 and 18.6 Sv for UKESM1-0-LL, EC-Earth3-

AerChem and MRI-ESM2-0, respectively.

4.2.2 AMOC Response Under NTCF Mitigation

Figure 4.1 shows 21st century depth-latitude trends in the Atlantic meridional

stream function (section 4.4) based on NTCF mitigation (i.e., differences between AQ con-

trol experiments; section 4.4; Table C.1), including NMNTCF, all-NTCF, and CH4 mitiga-

tion for each model. Under NMNTCF mitigation, significant weakening of this circulation

occurs throughout the North Atlantic in all models. In contrast, CH4 mitigation yields

significant strengthening of the circulation. Under all-NTCF mitigation, most models yield

relatively weak, non-significant changes−the exception is GISS-E2-1-G where the circulation

significantly strengthens.

The 2015-2100 AMOC (section 4.4) time series and trends for the three NTCF

signals are included in Figure 4.2. We note that internal climate variability remains in

most of the model’s time series, particularly GISS-E2-1-G and EC-Earth3-AerChem. Three

realizations (one in the case of EC-Earth3-AerChem) is not sufficient to remove all of the

internal climate variability. Nonetheless, NMNTCF mitigation leads to significant AMOC

weakening in all four models ranging from 5-10% (−0.013 to −0.021 Sv year−1) by end-of-

the-century (Figure 4.2 a,d). Although the trend uncertainty bars overlap, UKESM1-0-LL

yields the largest AMOC strengthening at 10±3% and GISS-E2-1-G yields the smallest
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AMOC strengthening at 5±4%. This result is consistent with modeling studies that have

linked anthropogenic aerosols to AMOC perturbations, including AMOC weakening from

∼1990-2020 in response to aerosol and precursor gas emission reductions[97, 139].

In contrast to NMNTCF mitigation, all-NTCF mitigation yields AMOC trends

that range from −2% to 19% (−0.004 to 0.048 Sv year−1) and three of the four models

yield negligible AMOC change (Figure 4.2 b,e). GISS-E2-1-G is the lone model that yields

a significant AMOC trend under all-NTCF mitigation−a strengthening of nearly 19% by

end-of-the-century, which dominates the all-NTCF MMM signal. Removing GISS-E2-1-

G from the MMM results in a non-significant three model mean AMOC trend of 0.01%.

Methane mitigation alone (Figure 4.2 c,f) yields significant AMOC strengthening in all four

models by end-of-the-century, ranging from 6-24% (0.011 to 0.061 Sv year−1). Similar to all-

NTCF mitigation, GISS-E2-1-G yields the largest response (24% strengthening), suggesting

this model’s AMOC response is very sensitive to not only CO2 (e.g., Section 2.1), but

also methane. Thus, these results show that inclusion of CH4 reductions (i.e., all-NTCF

mitigation) offsets AMOC weakening under NMNTCF mitigation.

4.2.3 Mechanisms of AMOC Response

Little consensus exists on the mechanisms responsible for low-frequency AMOC

variability. Several studies, however, show the importance of changes in deep convection due

to both thermal- and haline-induced buoyancy anomalies in the subpolar North Atlantic

(SPNA; defined here as 45-60◦N and 0-60◦W), which modulates deep water formation[154,

114, 155, 99, 87]. This signal is subsequently propagated via Kelvin waves/boundary cur-

rents, which impact the AMOC in the lower latitudes[110, 111, 112, 113, 114]. In the
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context of external forcing of the AMOC, GHG-induced AMOC weakening is consistent

with reduced ocean heat loss, as well as increased freshwater input at high latitudes,

both of which decrease sea surface density (SSD) in the sinking region of the subpolar

North Atlantic[153, 135, 14, 156]. AMOC-related feedbacks are also likely important, in-

cluding for example AMOC-induced changes in poleward Atlantic ocean heat transport

(OHT)[153, 135, 157, 139]. This feedback is consistent with the aforementioned AMOC-

related SST fingerprints[12], including the notion that 20th century AMOC weakening is

related to cooling in the subpolar North Atlantic (i.e., the “warming” hole) due to decreases

in poleward OHT (which may also involve other processes[131, 132]).

4.2.4 AMOC and Effective Radiative Forcing

From a fundamental point of view, the AMOC responses under NTCF mitiga-

tion should be related to the change in net top-of-the-atmosphere radiative fluxes, i.e., an

increase will warm the North Atlantic Ocean and promote a decrease in SSD and SPNA

deep water formation (and vice versa). Figure 4.3 (a,c,e) shows the North Atlantic (NA;

0-65◦N; 0-60◦W) effective radiative forcing (ERF; section 4.4) time series, which quantifies

the change in net top-of-the-atmosphere energy due to both instantaneous radiative forc-

ing and rapid (i.e., independent of sea surface temperature) adjustments[108]. Positive NA

ERF trends exist for NMNTCF mitigation (particularly to mid-century), which is consis-

tent with the strong decrease in aerosols and gaseous precursors (e.g., SO2 decreases ∼50%

by mid-century) under strong AQ control, and minimal changes under weak AQ control

(Figure C.3). In contrast, the corresponding ERF trends for all-NTCF and CH4 mitigation

are negative. This is driven by the decrease in CH4 concentrations under strong AQ control
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(i.e., 26% decrease by mid-century), coupled with the continued increase in CH4 concen-

trations under weak AQ control. The NA MMM 2015-2100 ERF trends are 0.008, −0.012

and −0.021 W m−2 per year for NMNTCF, all-NTCF and CH4 mitigation, respectively,

and all are significant at the 95% confidence level. All models exhibit qualitatively similar

NA ERF trends (i.e., positive trends under NMNTCF mitigation; negative trends under

all-NTCF and CH4 mitigation).

Regressing the AMOC and NA ERF trends across all models and the three mitiga-

tion signals yields a significant negative slope (m) of −1.39 Sv per W m−2 and a Pearson’s

correlation coefficient (r) of −0.69 (Figure 4.4a). Without GISS-E2-1-G, the correlation

coefficient increases to −0.94 (regression slope of −1.00 Sv per W m−2). Thus, as expected,

a decrease in NA ERF is associated with AMOC strengthening and vice versa. Under

all-NTCF mitigation, however, the NA ERF trend does not explain the lack of AMOC

strengthening in three of four models (i.e., non-GISS-E2-1-G models). Based on this three

model subset, the MMM all-NTCF NA ERF trend is significant and negative at −0.011 W

m−2 year−1, but the corresponding MMM AMOC trend is negligible (Figure 4.2e). Sim-

ilarly, in the same three models, the NA ERF trend is twice as large in magnitude under

CH4 as opposed to NMNTCF mitigation at −0.022 and 0.011 W m−2 year−1, respectively.

However, the corresponding AMOC response is similar (in magnitude) at 0.017 and −0.016

Sv year−1 (Figure 4.2 d,f). Thus, NA ERF fails to capture several features of the AMOC

response. We note that we do not find evidence for the importance of the inter-hemispheric

forcing gradient[97].
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This implies the AMOC may be more sensitive (per unit NA ERF) to NMNTCFs

as opposed to methane (up to twice as sensitive, based on the three model subset). Such

a notion seems reasonable if surface forcing is more important to the AMOC, as opposed

to top-of-the-atmosphere forcing (i.e., ERF, which is the sum of surface and atmospheric

forcing). Aerosol forcing−particularly non-absorbing aerosols−largely impact the surface

radiative fluxes, whereas GHGs like methane impact both the surface and the atmosphere.

Examination of the NA surface ERF does show some improvements (relative to NA ERF)

in accounting for the AMOC trends under mitigation (not shown). However, this leads to

the opposite result−the CH4 mitigation surface ERF is now weaker in magnitude than that

for NMNTCF mitigation (e.g., −0.008 versus 0.020 W m−2 year−1, respectively)−which

once again does not account for the AMOC response under these two mitigation signals.

Outside of ERF, another (initially attractive) explanation for the lack of an AMOC

response under all-NTCF mitigation in the three models (except for GISS-E2-1-G) is related

to precipitation (P). Aerosols have a larger apparent hydrological sensitivity than GHGs

(i.e., the change in precipitation per unit change in global surface temperature). So even

though the all-NTCF mitigation ERF trend is negative, the decrease in aerosols may still

dominate the precipitation response (i.e. they could promote an increase). However, we

do not find strong evidence to support aerosol-hydrological considerations as a universal

mechanism under all-NTCF mitigation (Appendix C; Table C.2 & Table C.3).

Recent studies have shown the importance of cumulative carbon emissions to global

mean temperature change and other climate parameters, such as Arctic sea ice[158, 159].

Given the novelty of the transient ERF simulations as conducted for AerChemMIP (sec-
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tion 4.4), in a somewhat similar manner, we calculate the cumulative NA ERF and inves-

tigate it’s role in accounting for the AMOC responses under mitigation. Figure 4.3 (b,d,f)

shows the time series of the cumulative NA ERF. Under NMNTCF mitigation, an accumu-

lation of energy occurs in the North Atlantic by end-of-the-century, ranging from 15.4 W

m−2 year in GISS-E2-1-G to 78.5 W m−2 year in UKESM1-0-LL. The opposite occurs under

CH4 mitigation by end-of-the-century, where the cumulative NA ERF decreases from −55.5

W m−2 year in MRI-ESM2-0 to −88.0 W m−2 year in UKESM1-0-LL. Under all-NTCF

mitigation, most models yield much smaller changes in cumulative NA ERF by end-of-the-

century. Energy builds up in the first few decades for most models, due to the reduction

in NMNTCFs. There is then a decrease in cumulative ERF (due to the decrease in CH4),

but this decrease is relatively small by 2100−except for GISS-E2-1-G. For example, EC-

Earth3-AerChem, UKESM1-0-LL and MRI-ESM2-0 yield −4.2, −9.4 and −23.7 W m−2

year. GISS-E2-1-G yields the largest change in cumulative NA ERF at −42.1 W m−2 year.

Figure 4.4b shows the scatter plot between the AMOC trend and the end-of-

century cumulative NA ERF. A similar, but somewhat better relationship exists than with

the NA ERF trend. Over all four models, the correlation improves from −0.69 with NA

ERF to −0.73 with end-of-century cumulative NA ERF. The results are also improved when

GISS-E2-1-G is removed from the calculation−from a correlation of −0.94 with NA ERF to

−0.97 with cumulative NA ERF. Thus, the relatively large all-NTCF AMOC response (0.048

Sv year−1) in GISS-E2-1-G is consistent with its relatively large (negative) cumulative ERF

(−42.1 W m−2 year); the negligible all-NTCF AMOC trends in the other three models are

consistent with their smaller accumulated ERF (<0.001 Sv year−1 and −12.4 W m−2 year,
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respectively). Furthermore, both CH4 and NMNTCF mitigation yield similar accumulated

NA ERFs (−72.9 versus 60.4 W m−2 year, respectively) in the non-GISS-E2-1-G models,

consistent with the similar (in magnitude) AMOC trends under these two mitigation signals

(0.017 versus −0.016 Sv year−1). GISS-E2-1-G, however, still appears to be an outlier under

CH4 and all-NTCF mitigation (and even to some extent NMNTCF mitigation), yielding a

relatively strong AMOC response relative to both ERF and even cumulative ERF (consistent

with the above discussion).

4.2.5 Sea Surface Density

We now focus more specifically on the AMOC mechanisms in those experiments

that yield a significant AMOC response, including NMNTCF and CH4 mitigation, and

weak AQ control (which is representative of the other two AQ control experiments). The

most robust mechanism-related AMOC signals−particularly under mitigation−are changes

in SPNA SSD, including its thermal (SSDT ) and haline (SSDS) components (section 4.4).

In particular, 2015-2100 SPNA SSD and SSDS increase under CH4 mitigation and decrease

under NMNTCF mitigation for all models (as well as AQ control experiments; Table C.4).

The increase in SSD and SSDS under CH4 mitigation is consistent with enhanced buoyancy

anomalies and AMOC strengthening; the decrease in SSD and SSDS under NMNTCF

mitigation and AQ control experiments is consistent with reduced buoyancy anomalies and

AMOC weakening. Similar signed SPNA SSDT trends also occur, except for GISS-E2-1-G as

well as MRI-ESM2-0 under AQ control experiments. We note that the 2015-2100 SSD trends

under all-NTCF mitigation are less robust than the other two mitigation signals, with two

models (MRI-ESM2-0 and EC-Earth3-AerChem) yielding non-significant all-NTCF SSD
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trends. Furthermore, the 2015-2100 increase in SSD under all-NTCF mitigation largely

occurs in the second half of the century (when the CH4 forcing becomes more important).

From 2015-2055, for example, most models lack significant SPNA SSD trends under all-

NTCF mitigation (Table C.5). This agrees well with the cumulative NA ERF time series

(Figure 4.3 d).

To better quantify how multi-decadal SSD variations are related to the AMOC,

Figure 4.5 shows 21st century regression maps of the AMOC regressed onto SSDT (i.e.,δ SSDT

/ δ AMOC; section 4.4) for the two NTCF signals that yield significant AMOC changes−NMNTCF

and CH4 mitigation. We also include the weak AQ control experiment (which is represen-

tative of the other two AQ control experiments), because the signal is not only larger, but

because it shares similarities to the mitigation cases (particularly for a given model). Based

on the above discussion, we would expect positive SPNA sensitivities, i.e., an increase in

SSDT due to SST cooling is associated with AMOC strengthening and vice versa. However,

this is often not the case. Negative SPNA regression coefficients exist for GISS-E2-1-G, as

well as MRI-ESM2-0. The MRI-ESM2-0 signal is weaker under the two mitigation signals,

with the negative sensitivities largely confined near Iceland. In contrast, UKESM-1-0-LL

yields positive δSSDT /δAMOC SPNA regression coefficients. EC-Earth3-AerChem yields

both positive and negative sensitivities under NMNTCF and CH4 mitigation (positive to

the west of Iceland and negative to the east, but with small significance). Under weak AQ

control, EC-Earth3-AerChem is similar to UKESM1-0-LL, with positive SPNA sensitivities

(but less positive near Iceland). The negative SPNA δSSDT /δAMOC sensitivities (and less

positive relative to the broader NA region under AQ control) are consistent with changes in
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AMOC-induced poleward Atlantic OHT (Figure C.4 & Figure C.5), which in turn impacts

the SSTs in a way that offsets the expected response due to the imposed radiative forcing.

Weakening of the AMOC under positive radiative forcing (e.g., NMNTCF mitigation and

AQ control experiments) is associated with a decrease in poleward Atlantic OHT, which

promotes SPNA SST cooling and a increase in SSDT ; AMOC strengthening under negative

radiative forcing (e.g., CH4 mitigation) is associated with an increase in poleward Atlantic

OHT, which promotes SPNA SST warming and a decrease in SSDT .

Figure 4.6 shows the corresponding regression maps of the AMOC regressed onto

the haline component of SSD (SSDS). Significant positive δSSDS/δAMOC SPNA sensitiv-

ities exist for nearly all models, across both mitigation signals and the weak AQ control

experiment. Thus an increase in SSDS is associated with strengthening of the AMOC,

whereas a decrease is associated with weakening of the AMOC. The exception is UKESM1-

0-LL for NMNTCF mitigation, where δSSDS/δAMOC is positive, but generally lacks signif-

icance. These δSSDS/δAMOC sensitivities are similar to those based on SSD (Figure C.6),

particularly for GISS-E2-1-G and MRI-ESM2-0 (i.e., they are all positive), which suggests

AMOC variations are largely associated with SSDS as opposed to SSDT . We note that

under all-NTCF mitigation, the AMOC versus SSD, SSDS and SSDT regressions are weak

and lack significance, except in the case of GISS-E2-1-G where the results are very similar to

CH4 mitigation (not shown). Additional analyses, investigating the ratio of the 2015-2100

SPNA SSD trend to the SPNA SSDS trend (Table C.6; Appendix C) further supports the

importance of SSDS .
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4.2.6 Freshwater Flux & Mixed Layer Depth

Ultimately, changes is SSDS can only be driven by changes in surface net freshwater

flux (FF) or changes in ocean circulation. Non-SSD variables, such as FF, generally exhibit

non-significant trends under mitigation over the entire SPNA, particularly relative to the

AQ experiments (Table C.2). Thus, to further explore the causes of the changes in SSDS ,

Figure C.7−Figure C.10 shows 2015-2100 spatial trend maps of several variables, including

the surface net freshwater flux, as well as its main components including precipitation (P)

and the negative of surface evaporation (i.e., −E, like FF and P represents the gain of fresh

water to the surface) for NMNTCF and CH4 mitigation, as well as the weak AQ control

experiment (which is representative of the other two). In GISS-E2-1-G and MRI-ESM2-0,

an increase in SPNA SSDS is consistent with a decrease in FF, which is largely related to an

increase in evaporation (and vice versa). The change in SPNA evaporation is consistent with

the change in SSTs. That is, warming SPNA SST under CH4 mitigation (due to enhanced

poleward Atlantic OHT; Figure C.4 & Figure C.5) is associated with more evaporation;

cooling SSTs under NMNTCF mitigation and weak AQ control (due to reduced poleward

Atlantic OHT) is associated with less evaporation. These changes in SSTs are particularly

prominent for GISS-E2-1-G. For MRI-ESM2-0, the SST change is more subtle, especially

for CH4 mitigation, which is perhaps better described as a lack of SPNA cooling. For

EC-Earth3-AerChem and UKESM1-0-LL, changes in both SPNA P and −E appear to be

important to FF under mitigation, with −E becoming more important under larger forcing

(i.e., weak AQ control). Similar conclusions generally exist when regressing SPNA FF, as

well as P and −E onto SSDS (Figure C.11−Figure C.14). Thus, we suggest that SSDS is

93



largely driven by evaporation via changes in SSTs, which in turn are consistent with changes

in poleward Atlantic OHT (Appendix C).

Changes in SSD can impact mixing and deep convection in the SPNA. March

mixed-layer depth (MMLD) is used to investigate North Atlantic deep convection, which

is associated with deep water formation and the strength of the AMOC[160]. All mod-

els show maximum climatological MMLD in the SPNA, particularly in the Labrador Sea

extending around the southern tip of Greenland to Iceland, and then extending through

the Norwegian Sea, up to Svalbard i.e., the Greenland-Iceland-Norway (GIN) sea. The

δMMLD/δAMOC sensitivities for NMNTCF and CH4 mitigation, as well as weak AQ con-

trol for each model are included in Figure C.15. Positive SPNA sensitivities generally exist

between the AMOC and MMLD, supporting the notion that enhanced deep convection (as

represented by increases MMLD) is associated with AMOC strengthening, and vice versa.

GISS-E2-1-G tends to show the largest sensitivity under mitigation relative to the other

models, especially for CH4 mitigation. In general, most models show both positive and

negative sensitivities in the SPNA under mitigation, implying the importance of regional

changes in deep convection. For example, EC-Earth3-AerChem shows significant positive

sensitivities under CH4 mitigation largely in the GIN sea. Under NMNTCF mitigation,

MRI-ESM2-0 shows positive values in the Labrador and Norwegian sea; UKESM1-0-LL

yields positive sensitivities in the Greenland sea alone. Weak AQ control shows robust

positive sensitivities throughout most of the SPNA (consistent with the larger forcing) in

all models.
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4.2.7 Clouds

As discussed above, GISS-E2-1-G yields a relatively large AMOC response in

nearly all situations. To some extent, this is even true for NMNTCF mitigation, where

the GISS-E2-1-G AMOC trend is −0.013 Sv year−1 (comparable to other models), but

GISS-E2-1-G NMNTCF cumulative NA ERF (and NA ERF) is quite small at 15.4 W

m−2 year (Appendix C). Although this may be related to GISS-E2-1-G’s large climato-

logical AMOC, we suggest that part of GISS-E2-1-G’s large AMOC response is due to a

stronger AMOC-cloud feedback[139] (i.e., larger cloud response per unit of AMOC change).

Figure C.16 shows the total cloud cover (CLT) regressed onto the AMOC time series for

NMNTCF mitigation, CH4 mitigation and weak AQ control. For each of these, GISS-E2-

1-G exhibits significant and relatively large negative regression coefficients in the SPNA,

ranging from −0.5 to −1.0 % Sv−1.

Similar results exist under all-NTCF mitigation, as well as with the other AQ

control experiments (not shown). The other models do not consistently exhibit this feature,

and in some cases, show the opposite sensitivity (which is possibly a CLT-global warming

response under AQ control). The negative regression coefficients in GISS-E2-1-G suggest

that AMOC weakening, which is associated with a decrease in poleward Atlantic OHT

and SPNA cooling, yields an increase in cloud cover (and vice versa). The cloud cover

response, in turn, will further promote SPNA SST cooling. On one hand, this could drive

an increase in SSDT (muting AMOC weakening), but on the other hand, it could promote

less evaporation and a net increase in freshwater flux, yielding a decrease in SSDS , which

acts to reinforce AMOC weakening. Give the prior discussion, the SST-evaporation-SSDS
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pathway appears to be dominant in this model. Thus, the strong AMOC-CLT feedback

helps to account for the large AMOC response in GISS-E2-1-G.

4.3 Discussion and Conclusion

Models will continue to have uncertainties, including those relevant to the AMOC

and North Atlantic climate, including biases in the mean state, as well as the strength and

depth of the AMOC and ocean freshwater transport[119, 120, 121, 19, 122] CMIP6 models,

however, well simulate the observed present-day (2005-2018) AMOC strength. For example,

the multi-model mean AMOC strength and one-sigma uncertainty across 24 CMIP6 models

is 19.8±5.6 Sv, which is similar to that from the RAPID array at 17.5±1.4 Sv[139]. The four

models used here yield a similar MMM AMOC climatology of 18.8±2.6 Sv. Furthermore, the

CMIP6 AMOC response may be too sensitive to anthropogenic aerosol forcing[90, 97] and

CMIP6 models may also overestimate aerosol indirect effects[161]. However, anthropogenic

aerosol ERF estimates are consistent between CMIP6 and recent observational estimates,

with 90% confidence intervals of −1.5 to −0.6 and −2.0 to −0.4 W m−2, respectively[162,

163]. The models used here yield corresponding aerosol ERFs of −1.21 W m−2 for MRI-

ESM2-0; −1.11 for UKESM1-0-LL; −0.93 for GISS-E2-1-G (p3); and −0.8 W m−2 for

EC-Earth3-AerChem[163, 164].

Our analysis is the first to investigate the impacts of near-term climate forcer

mitigation on the AMOC. NMNTCF mitigation weakens the AMOC, which reinforces

GHG-induced AMOC weakening. Including methane reductions, along with the aerosol

and ozone precursor gas reductions (i.e., all-NTCF mitigation), however, offsets NMNTCF
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AMOC weakening. AMOC trends are significantly (anti-)correlated with the net top-of-

the-atmosphere North Atlantic effective radiative forcing trends, and in particular, the

cumulative NA ERF. An increase in cumulative NA ERF by end-of-the-century is associ-

ated with AMOC weakening, whereas a decrease is associated with AMOC strengthening.

Furthermore, unlike NA ERF trends, the cumulative ERF better accounts for the AMOC

responses, particularly under all-NTCF mitigation. GISS-E2-1-G, however, remains an out-

lier (i.e., it has a relatively large AMOC response relative to the forcing), but this appears

to be related to a strong AMOC-CLT feedback.

To first order, the ERF or cumulative ERF will perturb SSTs and the thermal

component of sea surface density, which will then impact the AMOC. Although radiative

forcing can also impact the climate in additional ways (e.g., precipitation, evaporation),

which could also impact the AMOC, most of the hydrological changes appear to be directly

related to changes in the AMOC itself (i.e., a feedback related to changes in poleward

Atlantic OHT and SPNA SSTs). However, we are unable to clearly separate cause and

effect in fully-coupled simulations. Due to the smaller forcing under mitigation (and rela-

tively small number of realizations), the AMOC mechanisms are “noisier” as compared to

the AQ control experiments. Nonetheless, our analysis shows that AMOC variations are

associated with SPNA SSD variations, and that this is related to both the thermal and

haline component of SSD, with the relative importance of SSDS more important under

larger forcing (and larger AMOC signal). In some models, even with relatively weak forcing

(e.g., GISS-E2-1-G), SSDS is the dominant driver of SSD.
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This study ads to the growing number of analyses that suggest clean air policies

need to address methane, in addition to aerosol and ozone precursor gases. NMNTCF

mitigation alone will reinforce CO2 driven warming and the associated climate impacts,

including weakening of the AMOC. This unintended climate change, however, can be offset

by simultaneously incorporating methane (and CO2) reductions.

4.4 Methods

Future Emission Scenarios and NTCF Experiments

As part of ScenarioMIP, a set of Shared Socio-economic Pathways (SSPs) have been de-

veloped for CMIP6[130, 165, 39, 166]. To detect the impact of air quality pollutants,

AerChemMIP uses SSP3-7.0 ( 7.0 W m−2 at 2100) as the reference scenario, which lacks

climate policy, has “weak” levels of air quality control measures and thus the highest levels of

NTCFs[130, 167, 168]. To isolate the effects of air quality controls, the SSP3-7.0-lowNTCF

scenario was developed, using the same socio-economic scenario and the same emissions

drivers (e.g. population, GDP, energy and land-use), but with ”strong” levels of air quality

control measures[166]. In the case of air pollutant species (e.g. sulfur, BC, OC, NOx), the

emissions factors assumed in SSP1, a sustainability pathway, are adopted. Here, the de-

crease in air pollutant species emissions is due to swift ramping up of end-of-pipe measures

for air pollution control (rather than a transition to non-fossil-based fuels). This assumption

implicitly assumes that SSP1’s air pollutant legislation and technological progress can be

achieved in the SSP3 world. Thus, the decrease in air pollutant species emissions is due to

the aggressive air pollution policy alone. In the case of CH4, the CH4 emissions reduction
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rates in SSP1-2.6 relative to the SSP1 baseline are adopted to SSP3-7.0. This implicitly

assumes that a SSP3-7.0-lowNTCF world can reduce CH4 as if SSP1’s stringent climate

mitigation policy is implemented in the SSP3 world. We acknowledge that the lowNTCF

pathway is unlikely to occur in reality, and that our results likely represent an upper bound

as the baseline scenario (SSP3-7.0) contains the highest levels of NTCFs.

In addition to the SSP3-7.0 reference experiment, two sets of experiments were

run based on the SSP3-7.0-lowNTCF scenario[169]. The first low NTCF experiment, SSP3-

7.0-lowNTCF, excludes the methane changes[38, 151]. An additional experiment, SSP3-

7.0-lowNTCFCH4, was also performed that includes both methane and NMNTCFs. Thus,

the SSP3-7.0-lowNTCF experiment, which we henceforth refer to as strong non-methane air

quality (AQ) control, allows quantification of the climate and air quality impacts due to NM-

NTCFs. The SSP3-7.0-lowNTCFCH4 experiment, which we henceforth refer to as strong

AQ control, allows the impacts of all NTCFs (including methane) to be quantified. Further-

more, we define NMNTCF mitigation as the difference between the strong non-methane AQ

control experiment and the weak AQ control experiment (SSP3-7.0-lowNTCF−SSP3-7.0).

Similarly, all-NTCF mitigation is defined as the difference between the strong and weak AQ

control experiment (SSP3-7.0-lowNTCFCH4−SSP3-7.0). Finally, methane mitigation alone

is defined as the difference between the two strong air quality control experiments (with

and without methane reductions, SSP3-7.0-lowNTCFCH4−SSP3-7.0-lowNTCF). Table C.1

lists the experiments and mitigation signals used in this study.

Under weak air quality control (Figure C.3), global mean atmospheric CO2 and

CH4 concentrations (models are concentration-driven for these species) increase by ∼35%
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by mid-century, with continued increases of 116% and 83%, respectively, by 2100 (relative to

2015). Global emissions of all aerosols and gaseous precursors (models are emission-driven

for these species) also increase by 7-13% by mid-century (except SO2), but then decrease

afterwards due to end-of-pipe measures for air pollution control. By 2100, most of these

species have decreased relative to 2015, ranging from ∼0 (for volatile organic compounds,

VOCs) to −22% (for SO2). In contrast, strong air quality control yields emission reduc-

tions in all aerosol and gaseous precursors, particularly during the first half of the century,

ranging from −26% for VOCs to −54% for SO2. This decrease under strong air quality

control continues (although more weakly) through 2100, with aerosol and gaseous precursor

emissions decreasing by −52 to −68%. Similarly, CH4 concentrations decrease by −26%

and −34% by mid-century and end-of-the-century, respectively (CO2 concentrations are

identical to those under weak air quality control).

AerChemMIP Models and ERF

Four coupled ocean-atmosphere-chemistry climate models performed the necessary 21st

century AerChemMIP simulations, including UKESM1-0-LL[170, 171, 172], MRI-ESM2-

0[173, 174], EC-Earth3-AerChem[175, 164] and GISS-E2-1-G[176]. UKESM1-0-LL, MRI-

ESM2-0 and GISS-E2-1-G performing three 2015-2100 realizations for each of the three

experiments described above; EC-Earth3-AerChem performed one realization for each of

the experiments. These models also performed analogous experiments with fixed sea sur-

face temperatures (SSTs) to quantify the transient effective radiative forcing (ERF). The

three coupled ocean-atmosphere-chemistry integrations are repeated with prescribed SSTs
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and sea ice, taken from the monthly mean evolving values from the base SSP3-7.0 cou-

pled simulation[38]. Although this experimental design does not technically yield an ERF,

each experiment (for a given model) has identical evolution of SSTs and sea-ice such that

when the experiments are subtracted to obtain the NTCF signal, the SSTs and sea-ice can-

cel out. That is, the ERF is estimated as the difference in the net top-of-the-atmosphere

(TOA) shortwave and longwave radiative fluxes (e.g., weak AQ control minus strong AQ

control in the fixed SST experiments yields the all-NTCF ERF). All analyses are based on

archived monthly mean data, which is subsequently averaged to obtain annual means. All

data is spatially interpolated to a 2.5◦x2.5◦ grid using bilinear interpolation. The multi-

model mean (MMM) is obtained by averaging each model’s mean response so that each

model has the same weight.

AMOC Calculation

The AMOC is defined as the maximum stream function (ψ) below 500 m at 28◦N in the

Atlantic Ocean. It is calculated by integrating the northward sea water velocity (vo) with

depth, z, from the western (xw) to the eastern boundaries (xe) of the Atlantic Ocean:

ψ(z) =

∫ 0

z

∫ xe

xw

vo(x, z′)dxdz′. (4.1)

The AMOC percent change is estimated from the least-squares regression slope (m) of the

non-normalized AMOC time series using: 100 × m×N
AMOC(N=1) , where N is the number of

years (e.g., 86 for 2015-2100) and AMOC(N = 1) is the initial AMOC strength (e.g., in

2015 for 2015-2100 trends).
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The quoted AMOC percent change uncertainties are estimated as the standard

error, defined as σ√
nm

, where σ represents the standard deviation across each model mean

AMOC percent change and nm is the number of models.

Trend Significance and Regression Analysis

Multi-model ensemble mean trends are based on the ensemble mean time series for each

model. All time series are normalized by subtracting each model’s long-term (2015-2100)

climatology. Trends are based on a least-squares regression and significance is based on

a standard t-test. To isolate multi-decadal variability in common between two variables,

we linearly regress the 10-year smoothed and non-detrended time series of one variable

(e.g., AMOC) onto various fields, including for example SSD, SSDS and SSDT . This yields

spatially dependent regression coefficients (e.g., δSSD/δAMOC) or “sensitivities”, based

on a linear least-squares regression analysis. In this study, the subpolar North Atlantic

(SPNA) is defined as 45-60◦N and 0-60◦W. The North Atlantic (NA) is defined as 0-65◦N;

0-60◦W. Similar results are generally obtained with slightly different definitions of the SPNA

(e.g., 45-60◦N and 0-70◦W) and NA.

Decomposition of seawater density

The surface seawater density (SSD) is calculated using each model’s simulated temperature,

salinity and pressure. The density trend is decomposed into thermal and haline components

according to:

δSSD = (
dSSD

dT
)δT + (

dSSD

dS
)δS, (4.2)
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where δ represents the trend and dSSD
dT and dSSD

dS represents the climatological partial deriva-

tive of temperature and salinity with respect to density at each grid box. T is temperature

in ◦C and S is salinity in PSU. dSSD
dT is the temperature derivative of density and dSSD

dS is

the salinity derivative of the density. The derivatives are calculated based on the formulas

from Unesco’s joint panel on oceanographic tables and standards. The first term on the

right hand side of Eq. 4.2 represents the thermal component and the second term on the

right hand side of Eq. 4.2 represents the haline component of δSSD.
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Figure 4.1: 2015-2100 annual mean depth-latitude trends in the Atlantic merid-
ional stream function for the three mitigation signals. (a, d, g, j) NMNTCF, (b, e,
h, k) all-NTCF, and (c, f, i, l) CH4 mitigation for (a-c) EC-Earth3-AerChem, (d-f) GISS-
E2-1-G, (g-i) MRI-ESM2-0, and (j-l) UKESM1-0-LL. Trend units are 10−2 Sverdrups yr−1,
where Sverdrups (Sv) = 106 m3 s−1. Symbols designate trend significance at 95% confi-
dence level based on a standard t-test. Strengthening of the circulation is represented by
red shading; weakening is represented by green shading.
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Figure 4.2: 2015-2100 changes in the annual mean Atlantic Meridional Overturn-
ing Circulation (AMOC) for the three mitigation signals. (a-c) Normalized (relative
to the long-term 2015-2100 climatology) AMOC time series and trends, (d-f) AMOC per-
cent change (relative to 2015) for each model, including the multi-model mean (MMM) for
(a, d) NMNTCF, (b, e) all-NTCF, and (c, f) CH4 mitigation. In (a-c), thick lines show the
smoothed AMOC time series using a 10-year running mean. Also included in (a-c) is the
slope of the least-squares trend line (units of Sv year−1), color coded by model as defined
in the legend. AMOC trends significant at the 95% confidence level are bold. In (d-f),
AMOC weakening (strengthening) is shown with blue (red) bars. The gray thin lines over
the percent change bars represent the 95% confidence level.
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Figure 4.3: 2015-2100 North Atlantic effective radiative forcing for the three
mitigation signals. North Atlantic (a, c, e) annual mean effective radiative forcing (ERF)
and (b, d, f) cumulative ERF time series for each model for (a, b) NMNTCF, (c, d) all-
NTCF, and (e, f) CH4 mitigation. Thick lines show the smoothed time series using a 10-year
running mean. Also included in (a, c, e) is the slope of the least-squares trend line (units of
W m−2 year−1), color coded by model as defined in the legend. Bold trends are significant
at the 95% confidence level, based on a standard t-test. The end-of-century cumulative NA
ERF (units of W m−2 year) is included in (b, d, f), color coded by model.
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Figure 4.4: AMOC versus effective radiative forcing scatter plot. AMOC trend [Sv
year−1] versus North Atlantic (a) annual mean effective radiative forcing (ERF) trend [W
m−2 year−1] and (b) cumulative ERF [W m−2 year] for all models and mitigation signals.
Also included is the slope of the least-squares trend line (m) and the correlation coefficient
(r). Bold indicates significance at the 95% confidence level (all are significant). Light blue
statistics and trend line is for all models; light green statistics and trend line is for all models
without GISS-E2-1-G.
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Figure 4.5: 2015-2100 annual mean thermal component of sea surface density
(SSDT ) regression analysis. Spatial maps of the AMOC time series regressed onto SSDT

under (a-d) NMNTCF mitigation; (e-h) CH4 mitigation; and (i-l) the weak air quality (AQ)
control experiment for (a, e, i) EC-Earth3-AerChem; (b, f, j) GISS-E2-1-G; (c, g, k) MRI-
ESM2-0; and (d, h, l) UKESM1-0-LL. Units are kg m−3 per Sv. Symbols denote significant
at the 95% confidence level based on a standard t-test.
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Figure 4.6: 2015-2100 annual mean haline component of sea surface density
(SSDS) regression analysis. Spatial maps of the AMOC time series regressed onto
SSDS under (a-d) NMNTCF mitigation; (e-h) CH4 mitigation; and (i-l) the weak air qual-
ity (AQ) control experiment for (a, e, i) EC-Earth3-AerChem; (b, f, j) GISS-E2-1-G; (c, g,
k) MRI-ESM2-0; and (d, h, l) UKESM1-0-LL. Units are kg m−3 per Sv. Symbols denote
significant at the 95% confidence level based on a standard t-test.
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Chapter 5

Conclusions

Overall, this dissertation investigates the mechanisms that drive the large-scale

circulations, aerosol interactions and their climate feedback using climate models. Chap-

ter 2 results show that CAM5 simulates a global annual mean increase in anthropogenic

aerosols in response to GHG-induced warming, with a maximum increase over the Northern

Hemisphere mid-latitude continents during June, July and August (JJA). Targeted CAM5

simulations show that this response is related to the land-sea warming contrast (LSWC)

and associated increases in continental aridity, which result in less aerosol wet removal.

Muting the LSWC weakens the increase in aerosol burden, as well as the decrease in soil

moisture, runoff, snow depth, lower tropospheric relative humidity, large-scale precipitation

(LSP) and associated aerosol wet removal. Furthermore, land warming alone yields an in-

crease in aerosol burden and the opposite hydrological changes. Unless emission reductions

occur, these results add confidence that a warmer world will be associated with enhanced

anthropogenic aerosol pollution.
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In the multi-model analysis of the multi-decadal AMOC variability, I found that

CMIP6 models yield consistent AMOC responses over different time periods. This includes

a strengthening from ∼1950-1990, followed by a weakening from 1990-2020. These AMOC

variations are initiated by North Atlantic aerosol optical thickness perturbations to net

surface shortwave radiation and surface temperature (i.e., sea surface density), which in

turn affect the sea level pressure gradient and surface wind–and via latent and sensible heat

fluxes–the sea surface density flux through its thermal component. AMOC-related feedbacks

act to reinforce this aerosol-forced AMOC response, largely due to changes in sea surface

salinity and its corresponding impacts on sea surface density, with temperature (and cloud)

related feedbacks acting to mute the initial response. Anthropogenic aerosol forcing alone

reproduces the bulk of the multi-decadal AMOC responses. Chapter 3 results suggest that

the continued decrease in anthropogenic aerosol emissions that accompany efforts to reduce

air pollution will reinforce GHG-induced AMOC weakening over the next few decades.

Non-methane near-term climate forcer (NMNTCF) mitigation weakens the AMOC,

which reinforces GHG-induced AMOC weakening. Including methane reductions, along

with the aerosol and ozone precursor gas reductions, however, offsets NMNTCF AMOC

weakening. AMOC trends are significantly (anti-)correlated with the net top-of-the-atmosphere

North Atlantic effective radiative forcing (ERF) trends, and in particular, the cumulative

North Atlantic (NA) ERF. An increase in cumulative NA ERF by end-of-the-century is

associated with AMOC weakening, whereas a decrease is associated with AMOC strength-

ening. Chapter 4 analysis shows that AMOC variations are associated with subpolar North

Atlantic sea surface density (SSD) variations, and that this is related to both the thermal

111



(SSDT ) and haline (SSDS) component of SSD, with the relative importance of SSDS more

important under larger forcing (and larger AMOC signal). This adds to the growing number

of analyses that suggest clean air policies need to address methane, in addition to aerosol

and ozone precursor gases. NMNTCF mitigation alone will reinforce CO2 driven warming

and the associated climate impacts, including weakening of the AMOC. This unintended

climate change, however, can be offset by simultaneously incorporating methane (and CO2)

reductions.
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Appendix A

Appendix to Enhanced land–sea

warming contrast elevates aerosol

pollution in a warmer world

A.1 Appendix A Text

A.1.1 Storm Track Activity Analysis

Storm track activity (zz), based on daily 500 hPa heights (Z), is calculated using

a 24-hour difference filter:

zz = [Z(t+ 24 hour) − Z(t)]2, (A.1)
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The overbar corresponds to time averaging over each season (e.g., JJA). We focus

on daily data, but 6- hourly data yields similar results. Moreover, similar results are ob-

tained with sea-level pressure (not shown).

Consistent with prior results, CAM5 warming simulations yield a decrease in NH

mid-latitude storm track activity during most seasons, including JJA. However, the JJA

storm track activity decrease occurs over both land and ocean, with similar magnitude

(Supplementary Figure 10). This is in opposition to the land-sea contrast in LSP, low cloud

and other hydrological variables (e.g., Supplementary Figure 3). In the NH mid-latitudes,

JJA LSP significantly decreases over land, but significantly increases over sea. If changes

in storm track activity drive LSP changes, the decrease in storm track activity over land

and sea would imply decreases in LSP over both. But this is not the case, which suggests

the decrease in storm track activity is not the dominant driver of the JJA decrease in LSP

over land in the NH mid-latitudes.

CAM5 muted warming simulations (not included) show that as the land warming

is initially muted (going from 0% to 1%), there is a smaller decrease in JJA storm track

activity, which is consistent with the weaker decrease in LSP (e.g., Supplementary Figure 1).

However, this occurs over both land and sea, which is again in disagreement with the land-

sea contrast in LSP in the muted warming simulations. Furthermore, there are minimal

differences in the storm track activity response in the 1%, 2.5% and 5% muted warming

simulations (with 2.5% yielding a weaker decrease then 5%), particularly over land.
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A.1.2 Spatial Correlation and Composite Difference Analysis

In CAM5, the spatial (grid box by grid box) JJA NH mid-latitude land correlation

between the change in storm track activity and the change in LSP is weak at 0.16. The

corresponding correlation in the control simulation is also relatively weak at 0.19. Based

on CMIP5 RCP8.5 models (17 models with 25 realizations), the corresponding inter-model

JJA NH mid-latitude land-based correlation between the change (2090-2099 relative to

2006-2015) in LSP and storm track activity is also weak and not significant at the 90%

confidence level, at -0.21 (it is also of the wrong sign).

However, the CAM5 spatial JJA NH mid-latitude land correlation between SCLOW

and low-level RH (LSP) is 0.72 (0.55) in the control simulation. The corresponding corre-

lation between the change in SCLOW and the change in low-level RH (LSP) is 0.52 (0.43).

The corresponding CMIP5 inter-model correlation between the change in low-level RH and

total cloud cover is stronger at 0.33 (significant at the 90% confidence level), as is the cor-

responding correlation between the change in cloud cover and LSP at 0.41 (significant at

the 95% confidence level). Thus, the correlation between LSP and SCLOW is larger than

that based on storm track activity, of the expected sign, and statistically significant.

The above correlations are based on grid box by grid box relationships, which may

not accurately reflect the role of the storm track on LSP (e.g., over larger spatial scales).

Thus, we also analyze composite differences of the storm track activity response (2090-2099

relative to 2006-2015) between CMIP5 models that yield the largest decrease in NH mid-
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latitude JJA continental LSP and the models that yield the smallest decrease (or increase).

More specifically, models are subdivided into two groups, one that simulates a LSP change

that falls below the mean LSP change minus one standard deviation and one that simu-

lates a LSP change that falls above the mean LSP change plus one standard deviation.

This results in 10 realizations with relatively large LSP decreases (“LG LSP DEC” subset)

and 12 realizations with relatively small decreases (or increases) in LSP (“SM LSP DEC”

subset). This yields a LSP composite difference (LG LSP DEC minus SM LSP DEC) of

-18.8%, significant at the 99% confidence level.

This composite difference does not show a clear signal that would be indicative of

a significant storm track role in dictating LSP changes (i.e., larger decrease in the storm

track activity response in models that simulate a larger decrease in LSP, relative to those

that simulate a weak decrease in LSP). The corresponding storm track activity composite

difference is actually positive and not significant at 19.2 m2 (1.1% percent change). The

corresponding cloud cover difference is -2.0% (-5.4% percent change) significant at the 99%

confidence level. Thus, as with the grid box correlations, there is minimal evidence that

changes in storm track activity drive significant changes in LSP; however, there is evidence

that decreases in LSP are related to decreases in cloud cover.

A.1.3 Regression Model Analysis

Further investigation of the JJA NH mid-latitude continental change in the distri-

bution of daily LSP shows that all of the decrease occurs at percentiles less than or equal

to the 99th percentile (percentiles are based on the control simulation and are calculated at
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each grid box). Here, LSP decreases by -5.2 mm month−1. In contrast, LSP increases by 1.9

mm month-1 on days exceeding the 99th percentile. This increase is likely associated with

more atmospheric water vapor under warming, which leads to an increase in the frequency

of extreme precipitation (e.g., JJA NH mid-latitude continental precipitable water increases

by 35.4% in the default warming simulation).

Using a regression model comprised of SCLOW versus LSP values from the control

simulation (R2=0.30) predicts reasonably well the actual change in JJA NH mid-latitude

continental LSP. Using the entire distribution of LSP, this model overestimates the LSP

reduction (-6.4 versus the actual -3.3 mm month−1). However, using LSP restricted to days

less than or equal to the 99th percentile, the corresponding estimate is in better agreement

to the actual LSP decrease (-5.5 versus -5.2 mm month−1; Supplementary Figure 11). A

similar regression model based on lower-tropospheric RH (R2=0.46) also performs well,

yielding an estimated LSP reduction of -5.6 mm month−1. However, storm track activity

underestimates the LSP decrease using both the entire LSP distribution (-1.3 mm month−1)

and that confined to less than or equal to the 99th percentile (-1.1 mm month−1). Moreover,

as previously stated, the LSP versus storm track regression model is poor (R2 = 0.03).
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A.2 Appendix A Tables

Table A.1: Land-Sea warming ratio based on CAM5 simulations. Columns show
the warming ratio (lower-tropospheric land warming divided by that over the ocean) cal-
culated over the globe, NH mid-latitudes (30-60◦N) and tropics (30◦S-30◦N). The first four
rows show the warming ratio for the default warming simulation, and the three muted
land warming (i.e., nudged) simulations. The last row shows the warming ratio percent
change between the 5% nudged simulation and the default warming simulation. The lower
troposphere extends from the surface to 900 hPa.

Warming Ratio Global NH-mid-latitudes Tropics
Annual JJA Annual JJA Annual JJA

Default Warming 1.46 1.65 1.39 1.79 1.38 1.59

1% Nudged 1.34 1.49 1.25 1.57 1.32 1.53

2.5% Nudged 1.21 1.34 1.09 1.28 1.23 1.45

5% Nudged 1.08 1.16 0.93 1.05 1.14 1.29
Percent change from Default

Warming to 5% Nudged 25.78 29.5 33.21 41.38 17.81 18.77
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A.3 Appendix A Figures

Figure A.1: CAM5 seasonal mean precipitation response for default warming
and muted land warming simulations. Percent changes are shown for the NH mid-
latitudes over land (a-c) and ocean (d-f) for large-scale (left panels); convective (center
panels) and total precipitation (right panels). Responses are shown for 0% Nudging (i.e.,
default warming; black); 1% Nudging (maroon); 2.5% Nudging (purple); and 5% Nudging
(turquoise) simulations. Error bars represent the 99% confidence interval based on a t-test
for the difference of means, using the pooled variance.
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Figure A.2: CAM5 seasonal mean response of aerosol wet deposition for default
warming and muted land warming simulations. Changes are shown for the NH mid-
latitudes over land for (a-c) sulphate; (d-f) black carbon; (g-i) primary organic matter; (j-l)
secondary organic aerosol due to large-scale (left panels); convective (center panels) and
total precipitation (right panels). Responses are shown for 0% Nudging (i.e., default warm-
ing; black); 1% Nudging (maroon); 2.5% Nudging (purple); and 5% Nudging (turquoise)
simulations. Error bars represent the 99% confidence interval based on a t-test for the
difference of means, using the pooled variance.
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Figure A.3: CAM5 Northern Hemisphere mid-latitude June-July-August mean
response of select hydrological variables for the default warming simulation.
Percent change [%] in (a) lowertropospheric relative humidity (RH); (b) low-cloud cover
(CLOW); (c) low-level large-scale (stratus) cloud cover (SCLOW); (d) large-scale precipi-
tation (LSP); (e) sulfate (SO4) large-scale precipitation wet deposition. Symbols represent
significance at the 95% confidence interval based on a t-test for the difference of means, us-
ing the pooled variance. The panels illustrate a land-sea contrast in all variables, including
decreases over land and increases over sea.
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Figure A.4: CMIP5 seasonal mean hydrology response for RCP8.5 warming sim-
ulations. Changes (2090-2099 minus 2015-2006) are shown for the NH mid-latitudes over
land for (a) large-scale precipitation [%]; (b) lower tropospheric relative humidity [%]; (c)
10-cm soil moisture [kg m−2]; (d) cloud cover [%]; (e) surface runoff [10−7 kg m−2 s−1];
and (f) snow depth [mm]. The green lines show the corresponding annual mean response.
The M:R values depict the number of models (M), and the number of realizations (R) used.
Uncertainty of the mean change is shown as blue error bars for seasonal mean values, and
as the green shaded region for the annual mean. It is estimated as twice the standard
error, 2σ/sqrt(n), where is the standard deviation of the responses and n is the number of
model-realizations.
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Figure A.5: CAM5 annual mean lower-tropospheric temperature response for
default warming and muted land warming simulations. (a) 0% Nudging (i.e., default
warming); (b) 1% Nudging; (c) 2.5% Nudging; and (d) 5% Nudging. The lower troposphere
extends from the surface to 900 hPa. Units are K.
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Figure A.6: CAM5 seasonal mean SO4 chemistry response for default warming
and muted land warming simulations. Changes are shown for the NH mid-latitudes
over land for (a) aqueous production; (b) gaseous production; (c) nucleation and (d) total
SO4 aerosol production (the sum of aqueous and gaseous production, and nucleation). Units
are ng m−2 s−1. Responses are shown for 0% Nudging (i.e., default warming; black); 1%
Nudging (maroon); 2.5% Nudging (purple); and 5% Nudging (turquoise) simulations. Error
bars represent the 99% confidence interval based on a t-test for the difference of means, using
the pooled variance.
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Figure A.7: CAM5 seasonal mean response for SOA chemistry for default warm-
ing and muted land warming simulations. Changes are shown for the NH mid-latitudes
over land for SOA as an (a) aerosol and (b) gas. Units are ng m−2 s−1. Responses are shown
for 0% Nudging (i.e., default warming; black); 1% Nudging (maroon); 2.5% Nudging (pur-
ple); and 5% Nudging (turquoise) simulations. Error bars represent the 99% confidence
interval based on a t-test for the difference of means, using the pooled variance.
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Figure A.8: CAM5 annual mean lower-tropospheric temperature response for
enhanced land warming simulations. (A) 1% Nudging; (B) 2.5% Nudging; and (C)
5% Nudging. The lower troposphere extends from the surface to ∼900 hPa. Units are K.
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Figure A.9: CAM5 seasonal mean hydrology response for enhanced land warming
simulations. Changes are shown for the NH mid-latitudes over land for (a) large-scale
precipitation [%]; (b) lower tropospheric relative humidity [%]; (c) 10-cm soil moisture [kg
m-2]; (d) low cloud cover [%]; (e) surface runoff [10−7 kg m−2 s−1]; and (f) snow depth
[mm]. Responses are shown for 1% Nudging (maroon); 2.5% Nudging (purple); and 5%
Nudging (turquoise) simulations. Error bars represent the 99% confidence interval based
on a t-test for the difference of means, using the pooled variance.
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Figure A.10: CAM5 seasonal mean storm track activity response for the default
warming simulation. Changes are shown for the NH mid-latitudes, over both land (green)
and sea (blue). Error bars represent the 99% confidence interval based on a t-test for the
difference of means, using the pooled variance. Storm track activity units are m2.
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Figure A.11: CAM5 JJA NH mid-latitude large-scale precipitation response and
estimated response for the default warming simulation. Large-scale precipitation
response (LSP) and estimated response are based on days less than or equal to the 99th
percentile (i.e., not including days exceeding the 99th percentile). Estimated response is
based on a regression model using JJA NH mid-latitude continental LSP and low-level
large-scale (stratus) cloud cover (SCLOW) from the control simulation. The change in
SCLOW at each grid box is then multiplied by the slope of this regression model to obtain
the estimated change in LSP.
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B.1 Appendix B Tables

Table B.1: Present-day (2005-2018) climatological AMOC strength based on
RAPID observations and Coupled Model Intercomparison Project phase 6 all
forcing models. The AMOC is defined as the maximum stream function below 500 m in
the Atlantic. AMOC units are Sverdrups (Sv), where 1 Sv is equal to 106 m3 s−1.

Model AMOC Mean (Sv)

CAMS-CSM1-0 13.0
MPI-ESM1-2-HR 29.1
ACCESS-CM2 18.8
NESM3 9.1
MIROC6 18.1
CESM2 22.0
MPI-ESM1-2-LR 25.3
IPSL-CM6A-LR 11.6
CNRM-CM6-1 15.4
MIROC-ES2L 18.8
HadGEM3-GC31-LL 16.8
ACCESS-ESM1-5 20.3
CESM2-WACCM 22.8
BCC-CSM2-MR 25.4
INM-CM5-0 18.3
NorESM2-MM 30.3
CNRM-ESM2-1 15.4
INM-CM4-8 25.4
NorESM2-LM 28.3
MRI-ESM2-0 18.6
EC-Earth3-Veg 17.0
UKESM1-0-LL 17.0
GFDL-CM4 21.8
CanESM5 13.1

RAPID 17.5
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Table B.2: Anthropogenic aerosol Effective Radiative Forcing (ERF) and AMOC
percent change in CMIP6 models. Aerosol ERF is calculated for the globe (GL),
Europe (EU; 30-45◦N; 0-30◦E) and the subpolar North Atlantic (sNA; 45-60◦N; 0-50◦W)).
AMOC percent change is shown for both time periods, 1950-1990 and 1990-2020. Aerosol
ERF is calculated as the net TOA radiative flux difference between piClim-Control and
piClim-aer simulations (i.e., piClim-aer−piClim-Control). Models are arranged from largest
(absolute value) global mean aerosol ERF to lowest. Aerosol ERF units are W m−2 and
AMOC percent change units are %.

2*Model Aerosol ERF AMOC
GL sNA EU 1950-1990 1990-2020

NorESM2-LM -1.31 -2.35 -0.70 4.9 -8.1
NorESM2-MM -1.26 -2.22 -0.72 8.9 -15.7
MRI-ESM2-0 -1.19 -0.22 -2.56 21.8 -29.6

CNRM-CM6-1 -1.15 0.26 -1.48 3.3 -9.0
UKESM1-0-LL -1.11 -2.01 -0.79 6.8 -6.2

HadGEM3-GC31-LL -1.10 -1.24 -0.96 3.3 -8.5
MIROC6 -1.04 -0.64 -1.06 0.1 -20.9
CanESM5 -0.85 -2.20 -1.07 0.7 -5.5

CNRM-ESM2-1 -0.74 0.23 -1.08 2.6 -7.2
GFDL-CM4 -0.73 -0.76 -1.20 3.1 -2.3

CESM2 -0.65 -0.38 -0.09 11.3 -23.9
IPSL-CM6A-LR -0.64 -0.14 -1.39 1.9 -12.9
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B.2 Appendix B Figures
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Figure B.1: Ensemble mean AMOC percent change in all forcing Coupled Model
Intercomparison Project phase 6 models. Ensemble mean (a) 1990-2020 and (b)
1950-1990 AMOC percent change [%] for each model. AMOC weakening (strengthening)
is shown with orange (blue) bars. Numbers in front of each bar represent the number
of simulations used for that model. The AMOC percent change is estimated from the
least-squares regression slope (rs) of the non-normalized AMOC time series using: 100 ×

rs×N
AMOC(N=1) , where N is the number of years (e.g.,∼30 for 1990−2020) and AMOC(N = 1)

is the initial AMOC strength (e.g., in 1990 for 1990-2020).
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Figure B.2: 1900-2020 ensemble mean annual mean Coupled Model Intercom-
parison Project phase 6 normalized time series. (a) net downward surface shortwave
radiation (SW); (b) 550 nm aerosol optical thickness (AOT); and (c) anthropogenic aerosol
effective radiative forcing (ERF). SW and AOT are based on CMIP6 anthropogenic aerosol
forcing simulations. ERF is calculated from the histSST and histSST-piAer experiments,
using the net top-of-the-atmosphere radiative flux. Only three models are available for the
aerosol ERF calculation, including MIROC6, UKESM1-0-LL, and NorESM2-LM, and these
simulations end in 2014. Values are averaged over the subpolar North Atlantic (45◦N to
60◦N and 0◦W to 50◦W). Units for SW and ERF are W m−2. AOT is dimensionless.
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Figure B.3: Ensemble mean annual mean Coupled Model Intercomparison
Project phase 6 trends. (left panels) 1940-1980 and (right panels) 1980-2010 (a-b)
550 nm aerosol optical thickness (AOT); (c-d) net downward surface shortwave radiation
(SW); and (e-f) anthropogenic aerosol effective radiative forcing (ERF). Trends here have
been shifted by 10 years earlier, due to the ∼10 year lead correlation with the AMOC. SW
and AOT are based on CMIP6 anthropogenic aerosol forcing simulations. ERF is calculated
from the histSST and histSST-piAer experiments, using the net top-of-the-atmosphere ra-
diative flux. Only three models are available for the aerosol ERF calculation, including
including MIROC6, UKESM1-0-LL, and NorESM2-LM. Symbols designate trend signifi-
cance at the 95% confidence level based on a t-test. Trend units for AOT are year−1 and
W m−2 year−1 for SW and ERF.
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Figure B.4: 1990-2020 annual mean all forcing Coupled Model Intercomparison
Project phase 6 ensemble mean trends and model agreement on the sign of the
trend. (a-b) haline surface density flux (HSDF); (c-d) latent heat induced surface density
flux (LSDF); and (e-f) sensible heat induced surface density flux (SSDF). Left panels show
the ensemble mean trend; right panels show model agreement on the sign of the trend for
each model’s ensemble mean. Symbols in left panels designate trend significance at the
95% confidence level based on a t-test. Trend units are µg

m2−s year−1. Trend realization
agreement units are %. Red (blue) colors indicate model agreement on a positive (negative)
trend.
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Figure B.5: 1950-1990 annual mean all forcing Coupled Model Intercomparison
Project phase 6 ensemble mean trends and model agreement on the sign of the
trend. (a-b) surface density flux (SDF); (c-d) thermal SDF (TSDF); (e-f) sea level pressure
(PSL); (g-h) surface winds (SFWD); and (i-j) storm track activity (pp). Left panels show
the ensemble mean trend; right panels show model agreement on the sign of the trend for
each model’s ensemble mean. Symbols in left panels designate trend significance at the
95% confidence level based on a t-test. SDF and TSDF trend units are µg

m2−s year−1. PSL,

pp, and SFWD trend units are hPa year−1, hPa2 year−1, and m s−1 year−1, respectively.
Trend realization agreement units are %. Red (blue) colors indicate model agreement on a
positive (negative) trend.
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Figure B.6: Ensemble mean annual mean Coupled Model Intercomparison
Project phase 6 time series and trends. (a, c, d) all forcing and (b, e, f) anthro-
pogenic aerosol forcing March Mixed Layer Depth (MMLD). (a, b) subpolar North Atlantic
time series; (c, e) 1950-1990 trend maps and (d, f) 1990-2020 trend maps. The ensemble
mean time series (gray dashed) is smoothed using a 10-year running mean (solid blue line).
Shading shows the corresponding inter-model standard deviation. Each model is normalized
by subtracting its long-term (1900-2020) climatology. Symbols in bottom panels designate
trend significance at 95% confidence level based on a t-test. MMLD trend units are in
m/year.
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Figure B.7: Annual mean Coupled Model Intercomparison Project phase 6 en-
semble mean and observed heat flux trends. 1950-1990 CMIP6 ensemble mean (top
panels) all forcing (a) latent heat flux (LHFLX) and (b) sensible heat flux (SHFLX) trends;
(top middle panels) anthropogenic aerosol (AA) forcing (c) LHFLX and (d) SHFLX trends;
and (bottom middle panels) greenhouse gas (GHG) forcing (e) LHFLX and (f) SHFLX
trends. 1958-1990 (bottom panels) Objectively Analyzed air-sea Fluxes (OAFlux) (g) LH-
FLX and (h) SHFLX trends. Symbols in panels designate trend significance at the 95%
confidence level based on a t-test. Trend units are W m−2 year−1.
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Figure B.8: Annual mean Coupled Model Intercomparison Project phase 6 en-
semble mean and observed heat flux trends. 1990-2020 CMIP6 ensemble mean (top
panels) all forcing (a) latent heat flux (LHFLX) and (b) sensible heat flux (SHFLX) trends;
(top middle panels) anthropogenic aerosol (AA) forcing (c) LHFLX and (d) SHFLX trends;
and (bottom middle panels) greenhouse gas (GHG) forcing (e) LHFLX and (f) SHFLX
trends. 1990-2018 (bottom panels) Objectively Analyzed air-sea Fluxes (OAFlux) (g) LH-
FLX and (h) SHFLX trends. Symbols in panels designate trend significance at the 95%
confidence level based on a t-test. Trend units are W m−2 year−1.
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Figure B.9: Annual mean sea level pressure and surface wind trends in reanalyses.
1990-2019 (top panels) Modern Era Retrospective-Analysis for Research and Applications
version 2 Reanalysis (MERRA2) (a) sea level pressure (PSL) and (b) surface wind speed
(SFWD) trends; and (middle panels) European Centre for Medium-Range Weather Fore-
casts (ECMWF) Reanalyses (ERA5) (c) SLP and (d) SFWD. (bottom panels) 1950-1990
National Center for Environmental Prediction (NCEP) Reanalysis version 1 (e) PSL and
(f) SFWD trends. Symbols in panels designate trend significance at the 95% confidence
level based on a t-test. Trend units for PSL and SFWD are hPa year−1 and m s−1 year−1,
respectively.
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Figure B.10: 1950-1990 annual mean Coupled Model Intercomparison Project
phase 6 ensemble mean heat flux decomposition trends. CMIP6 (left column) all
forcing, (middle column) anthropogenic aerosol (AA) forcing, and (right column) greenhouse
gas (GHG) forcing ensemble mean trends for the decomposition of (top panels) latent heat
flux (LHFLX) into its (a-c) wind and (d-f) moisture components; and (bottom panels)
sensible heat flux (SHFLX) into its (g-i) wind and (j-l) temperature components. Symbols
designate trend significance at the 95% confidence level based on a t-test. Trend units are
W m−2 year−1.
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Figure B.11: 1990-2020 annual mean Coupled Model Intercomparison Project
phase 6 ensemble mean heat flux decomposition trends. CMIP6 (left column) all
forcing, (middle column) anthropogenic aerosol (AA) forcing, and (right column) greenhouse
gas (GHG) forcing ensemble mean trends for the decomposition of (top panels) latent heat
flux (LHFLX) into its (a-c) wind and (d-f) moisture components; and (bottom panels)
sensible heat flux (SHFLX) into its (g-i) wind and (j-l) temperature components. Symbols
designate trend significance at the 95% confidence level based on a t-test. Trend units are
W m−2 year−1.
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Figure B.12: Ensemble mean AMOC percent change in anthropogenic aerosol
forcing Coupled Model Intercomparison Project phase 6 models. Ensemble mean
(a) 1990-2020 and (b) 1950-1990 AMOC percent change [%] for each model. AMOC weak-
ening (strengthening) is shown with orange (blue) bars. Numbers in front of each bar
represent the number of simulations used for that model. The AMOC percent change is
estimated from the least-squares regression slope (rs) of the non-normalized AMOC time
series using: 100× rs×N

AMOC(N=1) , where N is the number of years (e.g., 30 for 1990-2020) and

AMOC(N = 1) is the initial AMOC strength (e.g., in 1990 for 1990-2020).
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Figure B.13: Atlantic Meridional Overturning Circulation using the 8 model sub-
set of all forcing Coupled Model Intercomparison Project phase 6 models. (a)
1900-2020 annual mean ensemble mean AMOC normalized time series. This is based on
the same 8 models as are available for the CMIP6 anthropogenic aerosol (and greenhouse
gas and natural forcing) simulations. The ensemble mean time series (gray dashed) is
smoothed using a 10-year running mean (solid blue line). Shading shows the corresponding
inter-model standard deviation. Each model is normalized by its long-term (1900-2020) cli-
matology. Units are Sverdrups (Sv), where 1 Sv is equal to 106 m3 s−1. Ensemble mean (b)
1990-2020 and (c) 1950-1990 AMOC percent change [%] for each model. AMOC weakening
(strengthening) is shown with orange (blue) bars. Numbers in front of each bar represent
the number of simulations used for that model.
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Figure B.14: Atlantic Meridional Overturning Circulation in greenhouse gas forc-
ing Coupled Model Intercomparison Project phase 6 models. (a) 1900-2020 annual
mean ensemble mean AMOC normalized time series. The ensemble mean time series (gray
dashed) is smoothed using a 10-year running mean (solid blue line). Shading shows the
corresponding inter-model standard deviation. Each model is normalized by its long-term
(1900-2020) climatology. Units are Sverdrups (Sv), where 1 Sv is equal to 106 m3 s−1. En-
semble mean (b) 1990-2020 and (c) 1950-1990 AMOC percent change [%] for each model.
AMOC weakening (strengthening) is shown with orange (blue) bars. Numbers in front of
each bar represent the number of simulations used for that model.
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Figure B.15: Atlantic Meridional Overturning Circulation in natural forcing Cou-
pled Model Intercomparison Project phase 6 models. (a) 1900-2020 annual mean
ensemble mean AMOC normalized time series. The ensemble mean time series (gray dashed)
is smoothed using a 10-year running mean (solid blue line). Shading shows the correspond-
ing inter-model standard deviation. Each model is normalized by its long-term (1900-2020)
climatology. Units are Sverdrups (Sv), where 1 Sv is equal to 106 m3 s−1. Ensemble
mean (b) 1990-2020 and (c) 1950-1990 AMOC percent change [%] for each model. AMOC
weakening (strengthening) is shown with orange (blue) bars. Numbers in front of each bar
represent the number of simulations used for that model.
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Figure B.16: 1950-1990 annual mean anthropogenic aerosol forcing Coupled
Model Intercomparison Project phase 6 ensemble mean trends and model agree-
ment on the sign of the trend. (a-b) surface density flux (SDF); (c-d) thermal SDF;
(e-f) sea level pressure (PSL); (g-h) surface winds (SFWD); and (i-j) storm track activity
(pp). Left panels show the ensemble mean trend; right panels show model agreement on the
sign of the trend for each model’s ensemble mean. Symbols in left panels designate trend
significance at the 95% confidence level based on a t-test. SDF and TSDF trend units are
µg

m2−s year−1. PSL, pp, and SFWD trend units are hPa year−1, hPa2 year−1, and m s−1

year−1, respectively. Trend realization agreement units are %. Red (blue) colors indicate
model agreement on a positive (negative) trend.
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C.1 Appendix C Text

C.1.1 Aerosol-Related Hydrological Considerations

As discussed in the main text, aerosols have a larger apparent hydrological sensi-

tivity than GHGs (i.e., the change in precipitation per unit change in global surface temper-

ature). So even though the 2015-2100 all-NTCF mitigation ERF trend is negative (less so

for the cumulative ERF) and the surface cools, the decrease in aerosols may still dominate

the precipitation response (i.e., they could promote an increase in P). An increase in P in

the SPNA would favor an increase in freshwater flux and a decrease SSDS , weakening the

AMOC and potentially offsetting any AMOC strengthening due to SST cooling. Further-

more, changes in P may be important under NMNTCF mitigation. Here, any potential

freshening due to SPNA P increases would act to reinforce SST warming, and both would

promote a decrease in SSD and potentially weakening of the AMOC.

Under NMNTCF mitigation, the MMM Northern Hemisphere (NH) P trends are

0.21 and 0.14 mg m−2 s−1 decade−1 from 2015-2055 and 2015-2100, respectively. In the

North Atlantic, these trends are 0.14 and 0.08 mg m−2 s−1 decade−1. All are significant at

the 95% confidence level. Similarly, under all-NTCF mitigation, the MMM NH P trends

are also significant at 0.19 and 0.04 mg m−2 s−1 decade−1 from 2015-2055 and 2015-2100,

respectively. Similar results exist in the North Atlantic, where the trends are 0.20 and 0.06

mg m−2 s−1 decade−1. Thus, the reduction is aerosols is driving significant increases in P

(particularly by mid-century), even under all-NTCF mitigation.

These P trends, however, are largely offset by decreases in −E (i.e., increases in

E). The MMM NH P−E trends under NMNTCF mitigation are 0.004 and 0.049 mg m−2
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s−1 decade−1 from 2015-2055 and 2015-2100, respectively (the latter is significant at the

95% confidence level). In the North Atlantic, these trends are −0.013 and 0.004 mg m−2

s−1 decade−1 (neither are significant at the 95% confidence level). Similarly, under all-

NTCF mitigation, the MMM NH P−E trends are 0.07 and 0.04 mg m−2 s−1 decade−1

from 2015-2055 and 2015-2100, respectively (the latter is significant at the 95% confidence

level). In the North Atlantic, these trends are 0.10 and 0.02 mg m−2 s−1 decade−1 (neither

significant at the 95% confidence level). Thus, neither NMNTCF or all-NTCF mitigation

exhibit significant P−E trends in the North Atlantic, due to an increase in E offsetting the

increase in P.

Similar results generally exist in the SPNA, although the trends are less significant

(Supplementary Tables 2-3). Under all-NTCF mitigation, the 2015-2100 SPNA P trends

are generally negative (except for GISS-E2-1-G; Supplementary Table 2). Over the 2015-

2055 time period (when the aerosol forcing is larger; Supplementary Table 3), however, the

corresponding P trends are positive for all models ranging from 0.13 mg m−2 s−1 decade−1

in MRI-ESM2-0 to 0.26 mg m−2 s−1 decade−1 in UKESM1-0-LL, with a significant MMM

trend of 0.22 mg m−2 s−1 decade−1. However, these are partially offset by a decrease in

−E, which decreases in all models ranging from −0.07 mg m−2 s−1 decade−1 in EC-Earth3-

AerChem to −0.19 mg m−2 s−1 decade−1 in GISS-E2-1-G, with a significant MMM trend

of −0.12 mg m−2 s−1 decade−1. The corresponding 2015-2055 P−E trends remain positive

for all models, ranging from 0.02 mg m−2 s−1 decade−1 in GISS-E2-1-G to 0.19 mg m−2

s−1 decade−1 in EC-Earth3-AerChem, but lack significance (as with the MMM at 0.11 mg

m−2 s−1 decade−1).
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Furthermore, if hydrological changes are important to the all-NTCF AMOC (par-

ticularly to mid-century, when all models yield a SPNA P and P−E increase), then we

might expect negative 2015-2055 SPNA SSDS trends under all-NTCF mitigation. This is

not the case as the corresponding SSDS trends (Supplementary Table 5) range from −0.013

kg m−3 decade−1 in EC-Earth3-AerChem to 0.033 kg m−3 decade−1 in UKESM1-0-LL,

with a non-significant MMM trend of 0.005 kg m−3 decade−1. Thus, we do not find strong

evidence that the lack of AMOC weakening under all-NTCF mitigation (in three of the four

models) is due to aerosol-related hydrological considerations.

Under NMNTCF mitigation, three of four models yield a 2015-2100 increase in

SPNA P, including a significant MMM P increase of 0.05 mg m−2 s−1 decade−1 (Supple-

mentary Table 2). However, this is only significant in one model−UKESM1-0-LL. Similar

results exist from 2015-2055−three of four models yield a 2015-2055 increase in SPNA P,

including a significant MMM P increase of 0.17 mg m−2 s−1 decade−1 (Supplementary Ta-

ble 3). Again, however, this is only significant in one model−in this case, GISS-E2-1-G.

In contrast to the NH and North Atlantic, SPNA NMNTCF −E trends are positive in

three of the four models for both time periods; again, however, these trends are not signif-

icant. The corresponding SPNA P−E trends are positive (but with minimal significance)

for all models; the corresponding MMM trends are significant at 0.17 and 0.08 mg m−2

s−1 decade−1 for 2015-2055 and 2015-2100, respectively. Thus, individual models generally

yield non-significant P and −E trends under NMNTCF mitigation for the SPNA region as

a whole, but the MMM does show a significant increase in P−E.
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C.1.2 Importance of SSDS to SSD

The ratio of the 2015-2100 SPNA SSD trend to the SPNA SSDS trend is shown

in Supplementary Table 6. Both MRI-ESM2-0 and GISS-E2-1-G show that SSDS is more

important than SSDT for NMNTCF and CH4 mitigation, as well as for the AQ control

experiments. For example, under NMNTCF mitigation, the ratio of the SSD trend to the

SSDS trend is 90% and 114% in MRI-ESM2-0 and GISS-E2-G, respectively. Under AQ con-

trol experiments, this exceeds 100% in both models (due to the opposing effects of SSDT

on SSD). The only instance where the SSDS trend is less than 50% of the SSD trend is for

UKESM1-0-LL under the mitigation signals, at 47-48%. Under AQ control, this increases to

65-70%, comparable to EC-Earth3-AerChem at 65-74%. Thus, changes in SPNA SSD are

largely due to changes in SSDS in GISS-E2-1-G and MRI-ESM2-0; in UKESM1-0-LL and

EC-Earth3-AerChem, SSDT and SSDS changes are of similar importance (the exception

being EC-Earth3-AerChem under NMNTCF mitigation), but SSDS becomes more impor-

tant under the AQ control experiments.

C.1.3 Additional Details on Freshwater Flux

Averaging hydrological variables over the entire SPNA, as done above, likely masks

smaller scale changes that may be important. A more thorough evaluation of P, −E and

FF, focused on spatial trend maps as well as spatial regression analysis, is included here.

In GISS-E2-1-G and MRI-ESM2-0, positive 2015-2100 FF trends exist in the SPNA

under NMNTCF mitigation and weak AQ control; negative trends occur under CH4 miti-
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gation (Supplementary Figures 9-10). These trends are particularly strong and ubiquitous

for GISS-E2-1-G; in MRI-ESM2-0 under mitigation, these trends are confined to certain

regions of the SPNA. For example, under CH4 mitigation, the negative FF trends in MRI-

ESM2-0 are located south and east of Iceland. For both models, the FF trends are largely

consistent with −E trends. In the case of GISS-E2-1-G under CH4 mitigation, and for both

models under AQ control, a significant trend in P exists, which acts to mute the change

in FF due to −E. The changes in −E (and P) are related to the change in SPNA SST.

In GISS-E2-1-G, for example, SPNA SSTs cool under NMNTCF mitigation and weak AQ

control; SPNA SSTs warm under CH4 mitigation (consistent with AMOC-induced changes

in poleward Atlantic OHT; Supplementary Figures 4-5). Warming SSTs promote a decrease

in −E (i.e., increase in E) and an increase in P (e.g., due to reduced atmospheric stability)

and vice versa for SST cooling. For MRI-ESM2-0 under mitigation, the SPNA SST response

is relatively weak and is better described as a lack of SPNA SST cooling under CH4 miti-

gation, and a lack of SPNA SST warming under NMNTCF mitigation. However, as will be

discussed below, this still promotes changes in −E, due to changes in the vertical gradient

of specific humidity. We also note that based on lead-lag plots (not shown), GISS-E2-1-G

clearly shows the AMOC leads both SSDT and SSDS (by about 3 years), particularly under

the mitigation signals. Results are less clear with the other models.

For EC-Earth3-AerChem and UKESM1-0-LL (Supplementary Figures 7-8), changes

in both P and −E are important to changes in FF. Under NMNTCF mitigation, EC-Earth3-

AerChem yields increasing FF in the western SPNA, extending up to Iceland. This is con-

sistent with both an increase in P, as well as an increase in −E near Iceland. Under CH4
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mitigation, FF decreases around Iceland, which is largely consistent with a decrease in −E.

As with MRI-ESM2-0, the changes in −E near Iceland are related to SST changes that are

opposite the broader SPNA region (i.e., cooling/lack of warming under NMNTCF mitiga-

tion; warming/lack of cooling under CH4 mitigation). For UKESM1-0-LL under NMNTCF

mitigation, a (weak) increase in FF occurs south of Iceland and off the western European

coast, which is consistent with an increase in P (consistently, UKESM1-0-LL NMNTCF

SSDS yields only a small decrease). Similarly, under CH4 mitigation, UKESM1-0-LL shows

decreases in FF south of Iceland and off the western European coast, which is again con-

sistent with a decrease in P.

For both EC-Earth3-AerChem and UKESM1-0-LL under weak AQ control, the

increase in FF is again related to an increase in P and an increase in −E. The increase

in P is consistent with overall warming of the SPNA; the decrease in evaporation would

at first seem to be inconsistent with these SST changes. However, both models show

a warming hole near Iceland under weak AQ control. If the atmosphere just above the

surface warms more, due to atmospheric transport of heat from outside the SPNA (which

warms substantially more), the vertical gradient in specific humidity will be reduced, which

would promote a decrease in evaporation. For example, the latent heat flux between the

sea surface and the atmosphere can be estimated using standard flux-gradient relationships,

LE = ρLvCqU(qs− q), where Cq is a roughness length dependent exchange coefficient, U is

wind speed, q is specific humidity and qs is saturated specific humidity at the sea surface

[177]. Except for qs, variables are evaluated above the surface, typically at 10 m. We find

that (qs − q) decreases in the SPNA for all four models under all three AQ experiments,
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including the two models (UKESM1-0-LL and EC-Earth3-AerChem) that lack SPNA SST

cooling (not shown). We also find that (qs−q) changes in a way consistent with the change in

E for MRI-ESM2-0 and EC-Earth3-AerChem under NMNTCF and CH4 mitigation. That

is, the warming minimum under NMNTCF mitigation near Iceland is associated with a

decrease in qs − q (similar to E); the cooling minimum under CH4 mitigation near Iceland

is associated with an increase in qs − q (similar to E).

Thus, SPNA increases in −E are a robust feature in all four models under AQ

control experiments, and these changes are related to the SPNA warming hole. We also

note a (weak) decrease in P near Iceland (where the warming hole exists) in UKESM1-0-LL

and EC-Earth3-AerChem, which is likely due to a similar argument, i.e., enhanced warming

aloft, which would promote an increase in atmospheric stability and reduced convection. As

discussed above, both GISS-E2-1-G and MRI-ESM2-0 have a stronger decrease in SPNA P,

consistent with SST cooling.

Similar conclusions generally exist when regressing FF, as well as P and −E, onto

SPNA SSDS (Supplementary Figures 11-14). We note that the regressions show a larger

role for −E under mitigation in UKESM1-0-LL.

C.1.4 Additional Details on AMOC Mechanisms Under AQ Control Ex-

periments

As mentioned in the main text, similar AMOC mechanisms exist across the AQ

control experiments and NTCF mitigation signals. Due to the larger forcing and AMOC

response in the AQ control experiments, however, larger and more robust mechanism-related
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changes occur. Given the large increase in CO2 in common to each of these experiments

(i.e., CO2 increases from ∼400 ppm in 2015 to more than 850 ppm by 2100), similar results

are obtained across the three AQ control experiments.

Twenty-first century SPNA SSD significantly decreases in all models for all three

AQ control experiments (Supplementary Table 4). The MMM SPNA SSD decrease is −0.17,

−0.20 and −0.15 kg m−3 per decade for weak, strong non-CH4 and strong AQ control. Most

of this decrease is associated with a decrease in SSDS , as opposed to SSDT . For example,

significant SPNA SSDS decreases occur in all models, with MMM trends that are nearly as

large as those based on SSD at −0.15, −0.17 and −0.13 kg m−3 per decade for weak, strong

non-CH4 and strong AQ control. As a percentage of the overall MMM SSD trend, the

MMM SSDS trends are 87-90% as large (Supplementary Table 6). The two models with

the weakest decrease in SPNA SSD−MRI-ESM2-0 and in particular, GISS-E2-1-G−also

feature an increase in SPNA SSDT (the other two models show a decrease in SSDT ). The

increase in SPNA SSDT acts to mute the overall decrease in SSD (which is driven by the

decrease in SSDS). We note that GISS-E2-1-G and MRI-ESM2-0 feature the largest AMOC

weakening in each of the three AQ control experiments (Supplementary Figures 1-2), which

again supports the importance of SPNA SSDS to the AMOC−in this case, a decrease in

SSDS and AMOC weakening.

As SPNA SSDT is directly related to SPNA SST, this implies GISS-E2-1-G and

MRI-ESM2-0 yield SPNA SST cooling (Supplementary Figures 9-10), in contrast to the

expected warming under the large increase in CO2 (i.e., a “warming hole”). UKESM1-0-

LL and EC-Earth3-AerChem show SPNA SST warming, although this warming is weaker
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than the surrounding ocean (Supplementary Figures 7-8). This is consistent with AMOC

weakening and less poleward Atlantic ocean heat transport (OHT), which would act to

offset or mute SPNA SST warming from the increase in CO2. Poleward Atlantic OHT

significantly decreases in all three AQ experiments at latitudes ranging from 0N up to 50N

(Supplementary Figure 5). At 50N, for example, the decrease ranges from −1.8 to −3.8

TW year−1 under weak AQ control, with similar changes under strong non-CH4 and strong

AQ control. The two models that have the largest AMOC weakening (GISS-E2-1-G and

MRI-ESM2-0), as well as the increase in SSDT due to SPNA cooling, feature the largest

decrease in poleward Atlantic OHT. In turn, the SST response impacts the net surface net

freshwater flux (FF) through precipitation (P) and in particular, evaporation (−E), which

will impact SSDS .

All models yield a 2015-2100 increase in SPNA FF (Supplementary Table 2; Sup-

plementary Figures 7-10). This increase is largely related to an increase in −E, which is

also a robust response across all models and AQ control experiments. For example, the

SPNA MMM increase in −E is 0.89, 0.93 and 0.81 mg m−2 s−1 per decade for weak, strong

non-CH4 and strong AQ control experiments. Larger increases in FF occur in GISS-E2-1-G

and MRI-ESM2-0, which is related to larger increases in −E. This is despite a decrease

in SPNA P in these two models, which acts to decrease FF, muting the overall increase

in FF due to −E. UKESM1-0-LL and EC-Earth3-AerChem, however, feature increases in

SPNA P, which reinforces the increase in FF due to increases in −E. All models also yield

a decrease in freshwater flux due to sea ice thermodynamics (melt, M), which acts to mute

the overall increase in FF. The decrease in M is consistent with AMOC weakening and less
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poleward OHT. We also note in the case of some models (e.g., GISS-E2-1-G), differences

exist between P−E+M and FF, suggesting another term may be important. Ultimately, the

change in SPNA FF is largely controlled by −E. P is also important in EC-Earth3-AerChem

and in particular, for UKESM1-0-LL where SPNA P trends exceed −E trends.

The SPNA change in P and −E is largely related to the change in SST (Supple-

mentary Figures 7-10). The relatively large −E increase and P decrease is GISS-E2-1-G

and MRI-ESM2-0 is consistent with SPNA SST cooling. Cooler SSTs would act to de-

crease evaporation (increase −E), and may also act to stabilize the atmosphere, inhibiting

convection and atmospheric precipitation. −E increases in UKESM1-0-LL and EC-Earth3-

AerChem also appears to be related to the lack of strong SST warming in the SPNA.

Although SSTs do not cool here, like GISS-E2-1-G and MRI-ESM2-0, there is still a SPNA

warming minimum. As discussed above, the atmosphere just above the surface warms more,

due to atmospheric transport of heat from outside the SPNA (which warms substantially

more). This reduces the vertical gradient in specific humidity, promoting an increase in −E

(i.e., decrease in evaporation).

SPNA surface wind (WS) changes also show robust decreases (Supplementary

Table 2), which are consistent with the increase in −E (i.e., a decrease in WS would promote

a decrease in E). However, the spatial pattern of the WS decrease resembles the spatial

pattern of the trends in SST (and −E; Supplementary Figures 7-10). Furthermore, the

SPNA WS decrease is relatively uniform across the models (−0.04 to −0.07 m s−1 per

decade), whereas −E is not (using the same 3 models that have WS trends, −E trends

range 0.47 to 1.54 mg m−2 s−1 per decade). Hence, the WS changes are likely related to
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SSTs, and are not driving −E. SST cooling will stabilize the boundary layer and decrease

mixing, which would promote a decrease in WS. Although UKESM1-0-LL and EC-Earth3-

AerChem do not feature SPNA SST cooling, there is a warming minimum, which likely

leads to less mixing due to more atmospheric warming aloft (via atmospheric transport of

heat from the broader North Atlantic region, which warms substantially more).

To summarize, the AQ control experiments show strong and robust AMOC mech-

anisms, that are in general similar to those under the NTCF signals. SPNA SSD decreases,

which implies a decrease in buoyancy anomalies which impact deep water formation. The

decrease in SPNA SSD is largely consistent with a decrease in SSDS , and this in turn is

largely related to an increase in −E. Changes in −E appear to be largely related to changes

in SPNA SSTs, and in particular, the SPNA SST change relative to the broader region of

the North Atlantic. For two models (GISS-E2-1-G and MRI-ESM2-0), this is SPNA SST

cooling; for the other two models (EC-Earth3-AerChem and UKESM1-0-LL), this is muted

SPNA SST warming. We mention that the similar responses in EC-Earth3-AerChem and

UKESM1-0-LL may be related to the fact they have a similar ocean model−NEMO3.6 and

NEMO-HadGEM3-GO6.0. Significant AMOC-related feedbacks exist in these four models,

largely consistent with AMOC-induced changes in poleward heat transport (weakening),

which in turn impacts −E and SSDS , both of which promote additional AMOC weakening.

We are unable to diagnose cause and effect, and we do not suggest AMOC changes are driven

by this mechanism. Our argument is consistent with [139], who showed AMOC-related salin-

ity feedbacks act to reinforce the initial (largely thermally-forced) AMOC response.
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C.1.5 Additional Details on GISS-E2-1-G Under NMNTCF Mitigation

The GISS-E2-1-G model is an outlier (particularly for all-NTCF and CH4 miti-

gation) as its AMOC response is larger than than predicted from the the NA cumulative

ERF−as well as NA ERF−regressions (Fig. 4). This is also consistent with GISS-E2-1-G’s

large AMOC response under AQ control experiments (Supplementary Figures 1-2). Thus,

GISS-E2-1-G AMOC response is very sensitive to GHGs. Although less obvious, the GISS-

E2-1-G AMOC response under NMNTCF mitigation is also relatively large compared to

the forcing−the AMOC trend is −0.013 Sv year−1 (comparable to other models), but GISS-

E2-1-G’s NMNTCF cumulative NA ERF is quite small at 15.4 W m−2 year. Similar results

apply based on the NA ERF, which is also quite small at 0.002 W m−2 year−1 (Fig. 3).

We suspect that a strong AMOC response is a fundamental aspect of this model−due

to any type forcing (GHGs or aerosols). For example, as discussed in the main text, this

appears to be related to a strong AMOC-CLT feedback (Supplementary Figure 16). We also

note that GISS-E2-1-G has a very large area with deep (>200 m) climatological MMLD,

which spans the entire SPNA (not shown). The reason why GISS-E2-1-G lacks a (more ob-

viously) larger AMOC response under NMNTCF mitigation may be related to a dynamical

response in the first half of the 21st century, involving an increase in SPNA surface winds

due to reduced sea level pressure (SLP) near Iceland and increased SLP near 30N in the

Atlantic. This leads to an increase in SPNA evaporation and an increase in SSDS , which

would act to strengthen the AMOC (not shown). This dynamical response, however, is not

present in the second half of the century, and here, there is a decrease in SPNA evapora-

tion and SSDS (which is consistent with SPNA cooling associated with reduced poleward
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Atlantic OHT). The other models do not exhibit this behavior. We also note this SLP

and surface wind response is similar, but opposite to that under CMIP6 AA experiments

from 1990-2020 [139]. Thus, to summarize, it appears GISS-E2-1-G yields a dynamical

response under NMNTCF mitigation during the first half of the 21st century that acts to

mute AMOC weakening. GISS-E2-1-G exhibits considerable multi-decadal variability in its

AMOC times series, particularly under NMNTCF mitigation (Fig. 2); thus, the signal may

be related to internal climate variability, as opposed to an externally forced response.

C.2 Appendix C Tables

Table C.1: Definition of coupled ocean-atmosphere-chemistry experiments and
mitigation signals used in this study.

CMIP6 Experiment Name Description

SSP3-7.0 Weak AQ Control
SSP3-7.0-lowNTCF Strong non-methane AQ Control
SSP3-7.0-lowNTCFCH4 Strong AQ control (with methane)

Mitigation Signal Description Abbreviation

SSP3-7.0-lowNTCF−SSP3-7.0 Non-methane NTCF Mitigation NMNTCF Mitigation
SSP3-7.0-lowNTCFCH4−SSP3-7.0 NTCF Mitigation (with methane) all-NTCF Mitigation
SSP3-7.0-lowNTCFCH4−SSP3-7.0-lowNTCF Methane Mitigation CH4 Mitigation

AQ = Air Quality
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Table C.2: 2015-2100 model mean subpolar North Atlantic trends. Trends for
precipitation (P), negative of surface evaporation (−E), melt (M), surface net freshwater
flux (FF), March mixed layer depth (MMLD) and surface wind speed (WS) for the (top
table) three NTCF signals and (bottom table) AQ control experiments. Units for P, −E,
M and FF are mg m−2 s−1 per decade; units for MMLD are m per decade; and units for
WS are m s−1 per decade. Model names have been abbreviated as: EC3 = EC-Earth3-
AerChem; GISS = GISS-E2-1-G; MRI = MRI-ESM2-0; UKESM1 = UKESM1-0-LL. MMM
is the multi-model mean. Bold trends are significant at the 95% confidence level, based on
a standard t-test. n/a is not available.

Mitigation Signals
P −E M

Model NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4
EC3 −0.03 −0.001 −0.02 0.07 0.09 0.02 0.07 0.12 0.05
GISS 0.05 0.32 0.28 0.07 −0.31 −0.38 −0.01 −0.01 −0.01
MRI 0.003 −0.001 −0.004 0.07 −0.02 −0.09 0.01 0.04 0.03

UKESM1 0.16 −0.05 −0.21 −0.09 −0.05 0.04 n/a n/a n/a
MMM 0.05 0.06 0.009 0.03 −0.07 −0.10 0.02 0.05 0.02

FF MMLD WS
Model NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4
EC3 0.02 0.18 0.16 −3.1 1.1 4.2 −0.010 0.013 0.023
GISS 0.07 −0.31 −0.38 −4.8 16.8 21.6 0.002 0.015 0.013
MRI 0.07 0.01 −0.05 −2.1 3.0 5.1 −0.005 0.007 0.013

UKESM1 0.07 −0.12 −0.19 2.0 3.3 1.2 n/a 0.012 n/a
MMM 0.05 −0.07 −0.12 −1.96 5.9 7.9 −0.004 0.012 0.016

Air Quality Control Experiments
P −E M

Model Weak Strong non-CH4 Strong Weak Strong non-CH4 Strong Weak Strong non-CH4 Strong
EC3 0.14 0.16 0.11 0.47 0.54 0.58 −0.59 −0.52 −0.47
GISS −0.67 −0.62 −0.32 1.48 1.54 1.10 −0.12 −0.13 −0.13
MRI −0.34 −0.34 −0.35 1.32 1.40 1.31 −0.22 −0.21 −0.18

UKESM1 0.36 0.52 0.29 0.31 0.22 0.26 n/a n/a n/a
MMM −0.13 −0.07 −0.07 0.89 0.93 0.81 −0.31 −0.29 −0.26

FF MMLD WS
Model Weak Strong non-CH4 Strong Weak Strong non-CH4 Strong Weak Strong non-CH4 Strong
EC3 0.10 0.25 0.30 −5.83 −7.0 −5.8 −0.07 −0.07 −0.05
GISS 1.33 1.39 0.95 −26.8 −26.5 −22.2 −0.06 −0.06 −0.04
MRI 0.73 0.82 0.74 −14.4 −15.0 −13.4 −0.06 −0.07 −0.06

UKESM1 0.23 0.29 0.12 −5.2 −4.6 −4.3 n/a n/a n/a
MMM 0.60 0.69 0.53 −13.1 −13.3 −11.4 −0.06 −0.07 −0.05
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Table C.3: 2015-2055 model mean subpolar North Atlantic trends. Trends for
precipitation (P), negative of surface evaporation (−E), melt (M), surface net freshwater
flux (FF), March mixed layer depth (MMLD) and surface wind speed (WS) for the three
NTCF signals. Units for P, −E, M and FF are mg m−2 s−1 per decade; units for MMLD are
m per decade; and units for WS are m s−1 per decade. Model names have been abbreviated
as: EC3 = EC-Earth3-AerChem; GISS = GISS-E2-1-G; MRI = MRI-ESM2-0; UKESM1
= UKESM1-0-LL. MMM is the multi-model mean. Bold trends are significant at the 95%
confidence level, based on a standard t-test. n/a is not available.

Mitigation Signals
P −E M

Model NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4
EC3 0.11 0.25 0.15 0.09 −0.07 −0.16 −0.023 0.003 0.026
GISS 0.44 0.24 −0.19 −0.27 −0.19 0.09 −0.005 0.006 0.012
MRI −0.03 0.13 0.16 0.11 −0.10 −0.21 0.007 0.012 0.005

UKESM1 0.17 0.26 0.09 0.08 −0.11 −0.19 n/a n/a n/a
MMM 0.17 0.22 0.05 0.001 −0.12 −0.12 −0.007 0.007 0.014

FF MMLD WS
Model NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4
EC3 0.03 0.32 0.29 −5.7 −2.4 3.4 −0.014 0.022 0.036
GISS −0.30 −0.17 0.13 8.8 −1.5 −10.3 0.046 0.026 −0.020
MRI 0.10 0.13 0.02 −10.0 7.7 17.7 0.000 0.036 0.036

UKESM1 0.28 0.13 −0.15 2.9 7.4 4.5 n/a 0.015 n/a
MMM 0.03 0.11 0.08 −1.0 2.8 3.8 0.011 0.025 0.017
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Table C.4: 2015-2100 model mean subpolar North Atlantic sea surface density
(SSD) trends. Top half of table shows results for the three NTCF signals; bottom half
of table shows results for the three air quality (AQ) control experiments. Units for SSD,
SSDS and SSDT are kg m−3 per decade. Model names have been abbreviated as: EC3 =
EC-Earth3-AerChem; GISS = GISS-E2-1-G; MRI = MRI-ESM2-0; UKESM1 = UKESM1-
0-LL. MMM is the multi-model mean. Bold trends are significant at the 95% confidence
level, based on a standard t-test.

Mitigation Signals
SSD SSDS SSDT

Model NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4
EC3 −0.064 0.014 0.078 −0.048 −0.007 0.042 −0.015 0.020 0.036
GISS −0.013 0.026 0.040 −0.016 0.042 0.058 0.003 −0.015 −0.019
MRI −0.030 0.008 0.037 −0.026 0.002 0.028 −0.004 0.005 0.009

UKESM1 −0.015 0.031 0.046 −0.007 0.015 0.022 −0.008 0.015 0.024
MMM −0.030 0.019 0.050 −0.024 0.013 0.037 −0.006 0.006 0.012

Air Quality Control Experiments
SSD SSDS SSDT

Model Weak Strong non-CH4 Strong Weak Strong non-CH4 Strong Weak Strong non-CH4 Strong
EC3 −0.20 −0.26 −0.18 −0.13 −0.17 −0.13 −0.07 −0.08 −0.05
GISS −0.08 −0.09 −0.05 −0.12 −0.14 −0.08 0.04 0.05 0.03
MRI −0.17 −0.20 −0.16 −0.19 −0.21 −0.19 0.02 0.01 0.02

UKESM1 −0.22 −0.23 −0.20 −0.15 −0.15 −0.14 −0.07 −0.08 −0.06
MMM −0.17 −0.20 −0.15 −0.15 −0.17 −0.13 −0.02 −0.03 −0.02
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Table C.5: 2015-2055 model mean subpolar North Atlantic sea surface density
(SSD) trends. Results for the three NTCF signals. Units for SSD, SSDS and SSDT are
kg m−3 per decade. Model names have been abbreviated as: EC3 = EC-Earth3-AerChem;
GISS = GISS-E2-1-G; MRI = MRI-ESM2-0; UKESM1 = UKESM1-0-LL. MMM is the
multi-model mean. Bold trends are significant at the 95% confidence level, based on a
standard t-test.

Mitigation Signals
SSD SSDS SSDT

Model NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4 NMNTCF all-NTCF CH4
EC3 −0.044 −0.016 0.028 −0.018 −0.013 0.005 −0.028 −0.003 0.025
GISS 0.002 0.002 0.0003 0.009 0.003 −0.007 −0.008 −0.0006 0.007
MRI −0.023 0.013 0.036 −0.026 −0.001 0.025 0.003 0.013 0.011

UKESM1 −0.016 0.040 0.056 −0.019 0.033 0.053 0.003 0.007 0.004
MMM −0.020 0.009 0.030 −0.013 0.005 0.019 −0.008 0.004 0.011
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Table C.6: Percentage of the subpolar North Atlantic sea surface density (SSD)
trend due to SSDS. Top half of table shows results for the three NTCF signals; bottom
half of table shows results for the three air quality (AQ) control experiments. Model names
have been abbreviated as: EC3 = EC-Earth3-AerChem; GISS = GISS-E2-1-G; MRI = MRI-
ESM2-0; UKESM1 = UKESM1-0-LL. MMM is the multi-model mean. Unit is percent.

Mitigation Signals

SSDS/SSD Trend
Model NMNTCF all-NTCF CH4
EC3 75 −50 53
GISS 114 158 146
MRI 90 38 74

UKESM1 47 48 48
MMM 83 70 76

Air Quality Control Experiments

SSDS/SSD Trend
Model Weak Strong non-CH4 Strong
EC3 65 68 74
GISS 153 148 145
MRI 111 107 114

UKESM1 67 65 70
MMM 88 87 90
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C.3 Appendix C Figures

Figure C.1: 2015-2100 annual mean depth-latitude trends in the Atlantic merid-
ional stream function for the three air quality experiments. (a, d, g, j) Weak;
(b, e, h, k) strong non-CH4; and (c, f, i, l) strong air quality (AQ) control for (a-c) EC-
Earth3-AerChem; (d-f) GISS-E2-1-G; (g-i) MRI-ESM2-0; and (j-l) UKESM1-0-LL. Trend
units are 10−1 Sverdrups yr−1, where Sverdrups (Sv) = 106 m3 s−1. Symbols designate
trend significance at 95% confidence level based on a standard t-test. Strengthening of the
circulation is represented by red shading; weakening is represented by green shading.
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Figure C.2: 2015-2100 changes in the annual mean Atlantic Meridional Over-
turning Circulation (AMOC) for the three air quality experiments. (a-c) Nor-
malized (relative to the long-term 2015-2100 climatology) AMOC time series and trends;
(d-f) AMOC percent change (relative to 2015) for each model, including the multi-model
mean (MMM) for (a, d) weak; (b, e) strong non-CH4; and (c, f) strong air quality (AQ)
control. In (a-c), thick lines show the smoothed AMOC time series using a 10-year running
mean. Also included in (a-c) is the slope of the least-squares trend line (units of Sv year−1),
color coded by model as defined in the legend. AMOC trends significant at the 95% confi-
dence level are bold (all are significant here). In (d-f), AMOC weakening (strengthening)
is shown with blue (red) bars. The gray thin lines over the percent change bars represent
the 95% confidence level.
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Figure C.3: 2015-2100 global annual mean CO2 and CH4 atmospheric concentra-
tions and precursor gas emissions. Panels show (a) black carbon (BC); (b) sulfur diox-
ide (SO2); (c) organic carbon (OC); (d) carbon monoxide (CO); (e) nitrogen oxides (NOx);
and (f) volatile organic compounds (VOC) emissions, as well as atmospheric concentrations
of (g) methane (CH4); and (h) carbon dioxide (CO2) for weak (red) and strong (gold) air
quality control. Also included is the corresponding percent change (relative to 2015). Emis-
sion units for species X are Mt X yr−1, where Mt is a megatonne, or 109 kg. CO2 and
CH4 units are parts per million by volume (ppm) and parts per billion by volume (ppb),
respectively. Percent change units are %. Only weak air quality control CO2 emissions
are shown, as AerChemMIP simulations include the same change in CO2 concentrations
based on the weak air quality control scenario. Emissions data includes anthropogenic and
biomass burning sectors, and comes directly from the CMIP6 forcing datasets which were
downloaded from the input datasets for Model Intercomparison Project (input4MIPS).
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Figure C.4: 2015-2100 annual mean poleward Atlantic ocean heat transport
(OHT) for the three mitigation signals. (left panels) NMNTCF; (middle panels)
all-NTCF; and (right panels) CH4 mitigation at (from top to bottom) 0N; 10N; 20N; 30N;
40N; and 50N. Models are color coded according to the legend (UKESM1-0-LL is not avail-
able for NMNTCF and CH4 mitigation). Thick lines show the smoothed OHT time series
using a 10-year running mean. Also included is the slope of the least-squares trend line,
color coded by model as defined in the legend. OHT trends significant at the 95% confidence
level are bold. Units are TW (i.e., 1012 W); trend units are TW yr−1.
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Figure C.5: 2015-2100 annual mean poleward Atlantic ocean heat transport
(OHT) for the three air quality experiments. (left panels) Weak; (middle pan-
els) strong non-CH4; and (right panels) strong air quality control experiment at (from top
to bottom) 0N; 10N; 20N; 30N; 40N; and 50N. Models are color coded according to the
legend (UKESM1-0-LL is not available for strong non-CH4 AQ control). Thick lines show
the smoothed OHT time series using a 10-year running mean. Also included is the slope
of the least-squares trend line, color coded by model as defined in the legend. OHT trends
significant at the 95% confidence level are bold. Units are TW (i.e., 1012 W); trend units
are TW yr−1.

187



0°

60°

120°180°

240°

300°

EC− Earth3−AerChem

N
M
N
TC

F

a

0°

60°

120°180°

240°

300°

CH
4

e

0°

60°

120°180°

240°

300°

W
ea

k 
AQ

 c
on

tro
l

i

0°

60°

120°180°

240°

300°

GISS− E2−1−G

b

0°

60°

120°180°

240°

300°

f

0°

60°

120°180°

240°

300°

j

0°

60°

120°180°

240°

300°

MRI− ESM2−0

c

0°

60°

120°180°

240°

300°

g

0°

60°

120°180°

240°

300°

k

0°

60°

120°180°

240°

300°

UKESM1−0− LL

d

0°

60°

120°180°

240°

300°

h

0°

60°

120°180°

240°

300°

l

−0.25 −0.15 −0.05 0.00 0.05 0.15 0.25
SSD (kg m−3/Sv)

Figure C.6: 2015-2100 annual mean sea surface density (SSD) regression analysis.
Spatial maps of the AMOC time series regressed onto SSD under (a-d) NMNTCF mitigation;
(e-h) CH4 mitigation; and (i-l) the weak air quality (AQ) control experiment for (a, e, i)
EC-Earth3-AerChem; (b, f, j) GISS-E2-1-G; (c, g, k) MRI-ESM2-0; and (d, h, l) UKESM1-
0-LL. Units of kg m−3 per Sv. Symbols denote significant at the 95% confidence level.
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Figure C.7: 2015-2100 EC-Earth3-AerChem annual mean trend maps. Trend of
(a, g, m) surface net freshwater flux (FF; kg m−2 s−1 per year); (b, h, n) precipitation (kg
m−2 s−1 per year); (c, i, o) negative of evaporation (−E; kg m−2 s−1 per year); (d, j, p)
sea surface temperature (SST; ◦C per year); (e, k, q) SSDS (kg m−3 per year); and (f, l,
r) March mixed-layer depth (MMLD; dam per year) for (top row) NMNTCF mitigation;
(middle row) CH4 mitigation, and (bottom row) weak AQ control. Symbols denote trend
significance at the 95% confidence level based on a standard t-test.
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Figure C.8: 2015-2100 UKESM1-0-LL annual mean trend maps. Trend of (a, g, m)
surface net freshwater flux (FF; kg m−2 s−1 per year); (b, h, n) precipitation (kg m−2 s−1

per year); (c, i, o) negative of evaporation (−E; kg m−2 s−1 per year); (d, j, p) sea surface
temperature (SST; ◦C per year); (e, k, q) SSDS (kg m−3 per year); and (f, l, r) March mixed-
layer depth (MMLD; dam per year) for (top row) NMNTCF mitigation; (middle row) CH4

mitigation, and (bottom row) weak AQ control. Symbols denote trend significance at the
95% confidence level based on a standard t-test.
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Figure C.9: 2015-2100 GISS-E2-1-G annual mean trend maps. Trend of (a, g, m)
surface net freshwater flux (FF; kg m−2 s−1 per year); (b, h, n) precipitation (kg m−2 s−1

per year); (c, i, o) negative of evaporation (−E; kg m−2 s−1 per year); (d, j, p) sea surface
temperature (SST; ◦C per year); (e, k, q) SSDS (kg m−3 per year); and (f, l, r) March mixed-
layer depth (MMLD; dam per year) for (top row) NMNTCF mitigation; (middle row) CH4

mitigation, and (bottom row) weak AQ control. Symbols denote trend significance at the
95% confidence level based on a standard t-test.
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Figure C.10: 2015-2100 MRI-ESM2-0 annual mean trend maps. Trend of (a, g, m)
surface net freshwater flux (FF; kg m−2 s−1 per year); (b, h, n) precipitation (kg m−2 s−1

per year); (c, i, o) negative of evaporation (−E; kg m−2 s−1 per year); (d, j, p) sea surface
temperature (SST; ◦C per year); (e, k, q) SSDS (kg m−3 per year); and (f, l, r) March mixed-
layer depth (MMLD; dam per year) for (top row) NMNTCF mitigation; (middle row) CH4

mitigation, and (bottom row) weak AQ control. Symbols denote trend significance at the
95% confidence level based on a standard t-test.
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Figure C.11: 2015-2100 EC-Earth3-AerChem annual mean hydrological regres-
sions onto SPNA SSDS. (a, d, g) Surface net freshwater flux; (b, e, h) precipitation;
and (c, f, i) negative of evaporation (−E) regressed onto SPNA SSDS for (a-c) NMNTCF
mitigation; (d-f) CH4 mitigation; and (g-i) weak AQ control. Symbols denote significance
at the 95% confidence level, based on a standard t-test. Units are mg m−2 s−1 per kg m−3.
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Figure C.12: 2015-2100 UKESM1-0-LL annual mean hydrological regressions onto
SPNA SSDS. (a, d, g) Surface net freshwater flux; (b, e, h) precipitation; and (c, f, i)
negative of evaporation (−E) regressed onto SPNA SSDS for (a-c) NMNTCF mitigation;
(d-f) CH4 mitigation; and (g-i) weak AQ control. Symbols denote significance at the 95%
confidence level, based on a standard t-test. Units are mg m−2 s−1 per kg m−3.
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Figure C.13: 2015-2100 GISS-E2-1-G annual mean hydrological regressions onto
SPNA SSDS. (a, d, g) Surface net freshwater flux; (b, e, h) precipitation; and (c, f, i)
negative of evaporation (−E) regressed onto SPNA SSDS for (a-c) NMNTCF mitigation;
(d-f) CH4 mitigation; and (g-i) weak AQ control. Symbols denote significance at the 95%
confidence level, based on a standard t-test. Units are mg m−2 s−1 per kg m−3.
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Figure C.14: 2015-2100 MRI-ESM2-0 annual mean hydrological regressions onto
SPNA SSDS. (a, d, g) Surface net freshwater flux; (b, e, h) precipitation; and (c, f, i)
negative of evaporation (−E) regressed onto SPNA SSDS for (a-c) NMNTCF mitigation;
(d-f) CH4 mitigation; and (g-i) weak AQ control. Symbols denote significance at the 95%
confidence level, based on a standard t-test. Units are mg m−2 s−1 per kg m−3.
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Figure C.15: 2015-2100 annual mean March mixed layer depth regression analysis.
Spatial maps of the AMOC time series regressed onto March mixed layer depth (MMLD)
under (a-d) NMNTCF mitigation; (e-h) CH4 mitigation; and (i-l) the weak air quality (AQ)
control experiment for (a, e, i) EC-Earth3-AerChem; (b, f, j) GISS-E2-1-G; (c, g, k) MRI-
ESM2-0; and (d, h, l) UKESM1-0-LL. Units are dam (i.e., 101 m) per Sv. Symbols denote
significant at the 95% confidence level.
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Figure C.16: 2015-2100 annual mean total cloud cover regression analysis. Spatial
maps of the AMOC time series regressed onto total cloud cover (CLT) under (a-d) NMNTCF
mitigation; (e-h) CH4 mitigation; and (i-l) the weak air quality (AQ) control experiment
for (a, e, i) EC-Earth3-AerChem; (b, f, j) GISS-E2-1-G; (c, g, k) MRI-ESM2-0; and (d, h, l)
UKESM1-0-LL. Units of % per Sv. Symbols denote significant at the 95% confidence level.
UKESM1-0-LL is not available for NMNTCF and CH4 mitigation.
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