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A multiple-tissue-specific magnetic resonance imaging 
model for diagnosing Parkinson’s disease: a brain 
radiomics study

Xiao-Jun Guan1, #, Tao Guo1, #, Cheng Zhou1, Ting Gao2, Jing-Jing Wu1, Victor Han3, 
Steven Cao3, Hong-Jiang Wei4, Yu-Yao Zhang5, Min Xuan1, Quan-Quan Gu1, 
Pei-Yu Huang1, Chun-Lei Liu3, 6, Jia-Li Pu2, Bao-Rong Zhang2, Feng Cui7, Xiao-Jun Xu1, *, 
Min-Ming Zhang1, *

Abstract  
Brain radiomics can reflect the characteristics of brain pathophysiology. However, the value of T1-weighted images, quantitative susceptibility mapping, 
and R2* mapping in the diagnosis of Parkinson’s disease (PD) was underestimated in previous studies. In this prospective study to establish a model for PD 
diagnosis based on brain imaging information, we collected high-resolution T1-weighted images, R2* mapping, and quantitative susceptibility imaging data 
from 171 patients with PD and 179 healthy controls recruited from August 2014 to August 2019. According to the inclusion time, 123 PD patients and 121 
healthy controls were assigned to train the diagnostic model, while the remaining 106 subjects were assigned to the external validation dataset. We extracted 
1408 radiomics features, and then used data-driven feature selection to identify informative features that were significant for discriminating patients with PD 
from normal controls on the training dataset. The informative features so identified were then used to construct a diagnostic model for PD. The constructed 
model contained 36 informative radiomics features, mainly representing abnormal subcortical iron distribution (especially in the substantia nigra), structural 
disorganization (e.g., in the inferior temporal, paracentral, precuneus, insula, and precentral gyri), and texture misalignment in the subcortical nuclei (e.g., 
caudate, globus pallidus, and thalamus). The predictive accuracy of the established model was 81.1 ± 8.0% in the training dataset. On the external validation 
dataset, the established model showed predictive accuracy of 78.5 ± 2.1%. In the tests of identifying early and drug-naïve PD patients from healthy controls, 
the accuracies of the model constructed on the same 36 informative features were 80.3 ± 7.1% and 79.1 ± 6.5%, respectively, while the accuracies were 80.4 ± 
6.3% and 82.9 ± 5.8% for diagnosing middle-to-late PD and those receiving drug management, respectively. The accuracies for predicting tremor-dominant and 
non-tremor-dominant PD were 79.8 ± 6.9% and 79.1 ± 6.5%, respectively. In conclusion, the multiple-tissue-specific brain radiomics model constructed from 
magnetic resonance imaging has the ability to discriminate PD and exhibits the advantages for improving PD diagnosis. 
Key Words: diagnosis; imaging biomarker; iron; magnetic resonance imaging; neuroimaging; Parkinson’s disease; quantitative susceptibility mapping; R2* 
mapping; radiomics; T1-weighted imaging

https://doi.org/10.4103/1673-5374.339493

Date of submission: September 20, 2021 

Date of decision: December 12, 2021 

Date of acceptance: January 17, 2022 

Date of web publication: April 29, 2022 

Introduction 
Although numerous documents dealing with Parkinson’s disease (PD) 
continue to describe it simply as a disorder of substantia nigra (SN) dopamine 
neurons, it is now widely appreciated that PD should be identified as a 
multisystem disorder with differential sets of brain regions involved, resulting 

in complicated clinical statuses (Obeso et al., 2017; Diederich et al., 2019). 
The lack of reliable biomarkers for characterizing PD independently of its 
clinical heterogeneity is closely related to the failure to improve clinical 
diagnosis; in particular, high diagnostic error occurs when diagnosing early or 
drug-naïve patients (Rajput et al., 1991; Adler et al., 2014). Furthermore, the 
motor phenotypes of patients with PD vary and show considerable variations 
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in diagnosis and treatment (Kang et al., 2005). Therefore, the investigation of 
objective biomarkers that provide direct evidence of brain degeneration in PD 
is very important.

Magnetic resonance imaging (MRI) using different sequences with diverse 
tissue-specific sensitivities can provide non-invasive insights into brain 
degeneration. Iron-related nigral degeneration was consistently detected by 
quantitative susceptibility mapping (QSM) and R2* mapping in PD (He et al., 
2015; Du et al., 2016; Guan et al., 2019a), and the techniques were shown to 
improve the diagnosis (Barbosa et al., 2015; Murakami et al., 2015). Beyond 
the SN, brain-wide cortical degeneration measured by T1-weighted structural 
imaging is extensively reported (Feldmann et al., 2008; González-Redondo 
et al., 2014; Xu et al., 2018). By employing the Parkinson Progression Marker 
Initiative structural dataset, moderate performance in classifying early 
patients with PD was achieved (Adeli et al., 2016). Although these studies, 
which extracted traditional features of the PD brain (e.g., cortical thickness/
volume, mean susceptibility/relaxation of the SN), have undoubtedly offered 
significant advances towards biomarkers for PD, the single modality MRI 
and relatively small sample sizes without external independent validation 
(Chen-Plotkin et al., 2018) employed in most of them make it hard to 
comprehensively characterize brain degeneration in PD, which leads to 
difficulties in clinical translation. 

Medical images contain a great deal of high-dimensional features that may 
reflect underlying brain pathophysiology (Gillies et al., 2016). However, in PD 
research, such high-dimensional features have frequently been ignored, and 
the diagnostic values of T1-weighted, QSM, and R2* images underestimated. 
Radiomics allows extraction of high-dimensional imaging features from 
multiple-parameter images, and brain radiomics offers the potential to better 
convert medical brain images into minable data to identify further imaging 
findings suitable for clinical translation (Gillies et al., 2016; Sun et al., 2018). 
We hypothesized that integrated brain features derived from multiple-
parameter MRI images through a radiomics framework may have the ability to 
improve PD diagnosis, including differentiation of the various clinical statuses 
of PD (e.g., disease stages, drug status, and motor subtypes). Therefore, we 
constructed a radiomics-based diagnostic model for PD, and then performed 
external independent validation of the trained machine learning model using 
an untouched database. 
 
Participants and Methods  
Design
The protocol for the use of human subjects for this prospective diagnostic 
study was approved by the Medical Ethics Committee of the Second Affiliated 
Hospital, Zhejiang University School of Medicine (ethics approval Nos. 2012-
26 and 2017-008). All patients with PD and normal controls signed informed 
consent forms (Additional file 1). This study was reported according to the 
Standards for Reporting of Diagnostic Accuracy (STARD) statement (Additional 
file 2) and was performed in accordance with the Declaration of Helsinki.

Patients with PD were recruited from the PD clinics of the same institute, 
while normal controls were recruited from local communities in Hangzhou. 
A total of 350 subjects (database-350) were recruited and split into two 
databases (database-244 and database-106) according to their recruitment 
time (before and after May 2018), and these two databases were then used 
for the model construction and independent validation, respectively. 

Subjects (database-244)
The clinical and imaging data included in this study were originally collected 
from August 2014 to May 2018. The diagnosis of PD was made by two 
senior neurologists (JLP and BRZ) according to the UK PD Society Brain Bank 
criteria (Hughes et al., 1992). Initially, a total of 293 subjects who underwent 
MRI and clinical assessments were included. To ascertain disease severity 
in the patients with PD who were taking anti-parkinsonian drugs, MRI and 
clinical assessments were performed in the morning after withdrawing all 
anti-Parkinsonian drugs overnight (at least 12 hours on “drug-off status”). 
Among these 293 subjects, 49 participants were excluded because of head 
motion, misregistration, significant brain atrophy/ventricle enlargement, 
multiple microhemorrhages, absence of clinical data, or the presence of other 
neurological/psychiatric diseases. Finally, data from 244 subjects including 
121 normal controls and 123 patients with PD were included in the model 
construction (Table 1).

MRI sequences
All subjects were scanned on a 3.0-T MRI scanner (GE Health, Discovery 750, 
Milwaukee, WI, USA) equipped with an eight-channel head coil. During MRI 
scanning, the head was stabilized using restraining foam pads and earplugs 
were provided to reduce noise. If it was noticed during scanning that motion-
related or other factors influenced image quality, the affected sequence was 
re-scanned. 

The MRI sequences and their parameters were as follows. High resolution 
three dimensional T1-weighted images were acquired using a fast-spoiled 
gradient recalled sequence with: repetition time = 7.336 ms; echo time = 3.036 
ms; inversion time = 450 ms; flip angle = 11°; field of view = 260 × 260 mm2; 
matrix = 256 × 256; slice thickness = 1.2 mm; and 196 continuous sagittal 
slices. Enhanced susceptibility-weighted angiography images were acquired 
using a gradient recalled echo sequence with: repetition time = 33.7 ms; 1st 
echo time/spacing/8th echo time = 4.556/3.648/30.092 ms; flip angle = 20°; 
field of view = 240 × 240 mm2; matrix = 416 × 384; slice thickness = 2 mm; 
slice gap = 0 mm; and 64 continuous axial slices. 

Subcortical segmentation in the native QSM and R2* maps
A newly-developed method (STAR-QSM, Steaking Artifact Reduction for 
QSM) was used for QSM reconstruction (Wei et al., 2015). Although the QSM 
map is believed to provide superior quantification of iron, R2* may provide 
different tissue information, such as the association with α-synuclein (Lewis et 
al., 2018). Therefore, in the present study, the Susceptibility Tensor Imaging 
Suite V3.0 software package (https://people.eecs.berkeley.edu/~chunlei.
liu/software.html) was used to calculate tissue susceptibility through the 
construction of QSM and R2* maps.

To obtain the original susceptibility of each nucleus in its native space, we 
used registration-based segmentation according to the following steps 
(Figure 1) (Guan et al., 2020): (1) all the QSM images were co-registered 
to an age-specific QSM template (Zhang et al., 2018) using the SyN 
registration algorithm within the ANTs V2.0 package (Avants et al., 2008) and 
transformation matrices were acquired for each subject; (2) subcortical labels, 
including caudate nucleus (CN), putamen, globus pallidus (GP), red nucleus 
(RN), and SN were created manually in the QSM template space; (3) these 
labels in the template space were warped to the native space by applying the 
inverse transformation matrices; and (4) to reduce any voxel misplacement 
of the surrounding tissue resulting from co-registration bias, appropriate 
revisions to the resulting labels were made in the native space. Finally, in 
the native QSM maps, 10 subcortical nuclei from bilateral hemispheres were 
segmented. The R2* maps had the same spatial coordinates as the QSM 
maps, and therefore we used the labels generated from the individual QSM 
maps to segment the 10 subcortical nuclei in the R2* maps. 

A

B

C

D

E

F

G

Figure 1 ｜ Registration-based segmentation to obtain labels for subcortical nuclei in 
the native QSM and R2* images.
(1) All the QSM images (A) were co-registered to an age-specific QSM template (B) using 
the SyN registration algorithm within the ANTs package, and transformation matrices 
were acquired for each subject; (2) subcortex labels (C), including caudate nucleus, 
putamen, globus pallidus, red nucleus, and substantia nigra, were constructed manually 
in the QSM template space; (3) these labels in the template space were warped to the 
native space (E) by applying the inverse transformation matrices; and (4) to reduce any 
voxel misplacement of the surrounding tissues resulting from co-registration bias, we 
made appropriate manual revisions to the resulting labels in the native space (F). (D) 
Individual QSM image in the template space; (G) the application of the refined labels 
to the native R2* image with the same spatial space as the native QSM image. QSM: 
Quantitative susceptibility mapping. 
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Subcortical and cortical segmentations in the native T1-weighted images
A fully-automated segmentation method, FSL’s Integrated Registration and 
Segmentation Tool (FIRST, FSL V6.0, https://fsl.fmrib.ox.ac.uk/fsl/fslwiki) 
(Patenaude et al., 2011), was used to label subcortical nuclei in the native T1-
weighted images. Eight nuclei, including the CN, putamen, GP, and thalamus 
were segmented bilaterally (Figure 2A).

For cortical segmentation, the ANTs ‘antsCorticalThickness’ pipeline, including 
intensity inhomogeneity correction (N4 bias correction), brain tissue 
extraction, SyN diffeomorphic image co-registration, tissue segmentation, 
and cortical thickness calculation, was applied (this pipeline has shown 
superior performance to the Freesurfer ‘recon-all’ pipeline) (Tustison et 
al., 2014). Then, the ANTs ‘antsJointLabelFusion’ pipeline referenced on 
the Desikan-Killiany-Tourville atlas (Klein and Tourville, 2012) was used to 
define 62 cerebral cortical regions in the native space (31 cortical regions per 
hemisphere) of each subject (Figure 2A). To eliminate any risk of zero-regions 
within any native segmentation, we modulated the resulting Desikan-Killiany-
Tourville labels in native space according to the cortical thickness mask. 

Quality control of subcortical and cortical segmentations was performed by 
means of visual inspection of each subject’s images.

Brain feature extraction: feature extraction from the QSM map and R2* 
map
For the two quantitative MRI techniques (QSM and R2* maps), two kinds 
of brain features were extracted. First, histogram features including mean 
intensity, standard derivation, kurtosis, and skewness were computed within 
all included voxels and the voxels showing the top-ranking signals (top 5%, 
10%, 20%, 30%, 40%, and 50%) within each nucleus (10 nuclei × 7 kinds of 
intensity × 4 histogram features × 2 MRI techniques = 560 features). Second, 
three dimensional texture features were measured using the Gray-Level Co-
Occurrence Matrix (GLCM) algorithm (Haralick et al., 1973) written in Matlab 
2018a (https://ww2.mathworks.cn/products/matlab.html). For each nucleus, 
20 texture features (e.g., autocorrelation, contrast, correlation, cluster 
prominence, cluster shade, dissimilarity, energy, entropy, homogeneity, 
maximum probability, sum of squares/variance, sum average, sum variance, 
sum entropy, difference variance, difference entropy, information measure 
of correlation1, information measure of correlation2, normalized inverse 
difference, normalized inverse difference moment) spatially derived from 
26 orientations were calculated. Theoretically, because the features at each 
orientation should be influenced by the native position of each head within 
the main magnetic field, to ensure robustness in the feature quantification, 
the averaged GLCM features were obtained from their corresponding 26 
derivates (orientations) for each nucleus (10 nuclei × 20 GLCM features × 
2 MRI techniques = 400 features). In total, 480 QSM features and 480 R2* 
features were entered into the further analyses.

Brain feature extraction: high resolution T1-weighted imaging
Three kinds of features were obtained from the subcortical regions segmented 
by FSL-FIRST: regional volume, histogram features, and GLCM features. First, 

we counted the voxel numbers within each nucleus and multiplied the value 
by the voxel resolution. Each regional normalized volume was recorded after 
dividing by the subjects’ total intracranial volume (TIV). Then, the nucleus 
intensity was normalized by dividing the measured value by the mean value 
of the whole brain white matter intensity to ensure a relative estimation of 
intensity distribution. Afterward, the four histogram features and 20 average 
GLCM features mentioned above were measured for each nucleus. Two 
hundred FIRST features (25 features/nucleus × 8 nuclei) were entered into the 
analyses. 

For the cortical regions defined by the ANTs algorithms, we calculated the 
features of cortical volume, mass, thickness, and surface area by applying 
the ANTs ‘LabelGeometryMeasures’ and ‘ImageMath’ pipelines. The cortical 
volume and surface area were normalized by the TIV and total surface area 
respectively. In brief, 248 ANTs-features (4 features/region × 62 regions) were 
obtained. 

Brain feature preprocessing: general linear model
Given that age and sex could present potential confounders, we constructed 
a general linear model from the data of 121 normal participants and applied 
it to both the PD and normal control data to control for the influence 
of these confounders on the brain features (Figure 2B). Then, all the 
extracted radiomics features were normalized to the range [−1, 1] using the 
“mapminmax” algorithm in Matlab 2018a. 

Feature selection: the contribution of features to the classification
The R package (https://www.r-project.org/) “caret” (classification and 
regression training) was used to perform the feature selection indicated 
in the flowchart by applying the random forest method (randomForest). 
To search for the brain features that contributed to the differentiation of 
patients with PD (n = 123) from normal controls (n = 121), 1000 random 
datasets were created by permuting the label column of the original database 
(database-244), and 10-fold cross-validation was used to obtain unbiased 
estimates of classification error. Finally, all 1408 features were ranked 
according to their value for discriminating patients with PD from normal 
controls in the training database (Figure 2C). To reduce feature redundancy, 
the top 50 radiomics features were selected and used as input into the 
following model construction, and we refer to these as “informative features”.

Random forest classifier construction: model training and testing
In the random forest classif ier (R package ‘randomForest ’) ,  two 
hyperparameters were left at their default values: the number of trees was 
500 and the upper limit for the number of informative features (F) tested 
in each node was determined as    , where F was the employed feature 
number. The database-244 was randomly split into a training dataset and 
testing dataset with fixed proportions of 0.9 and 0.1. The train-test split was 
resampled 1000 times to obtain a stable predictive result. For each iteration, 
220 subjects, each of whom was characterized by informative features, were 
randomly assigned to the training dataset. Notably, in the training stage, 

Table 1 ｜ Demographic information of the recruited subjects 

Variate No. (female/male) Age (yr) Disease duration (yr) UPDRS III score Tremor score Akinesia/rigidity  score Hoehn-Yahr stage

Database-350
PD 171(76/95) 59.80±9.05 2.87(1.34, 4.93)* 19.00(13.00, 32.00)* 2.00(1.00, 5.00)* 12.00(8.00, 22.00)* 2.00(1.50, 2.50)*

Normal controls 179(102/77) 61.48±7.89 – – – – –
Database-244

PD 123(56/67) 59.77±8.29 3.15(1.38, 4.93)* 21.00(15.00, 34.00)* 3.00(1.00, 5.00)* 14.00(8.00, 25.00)* 2.00(1,00, 2.00)*

EPD 45(20/25) 56.39±7.58 1.72(1.05, 3.29)* 13.69±6.03 2.00(1.00, 3.00)* 8.31±3.87 1.00(1.00, 1.50)*

M-LPD 78(36/42) 61.72±8.09 4.26±3.01 31.72±12.64 4.00(1.00, 7.00)* 21.36±9.11 2.00(2.00, 2.50)*

PD-TD 49(20/29) 59.98±7.40 3.84±2.91 20.00(14.00, 33.00)* 6.63±4.29 11.00(7.00, 19.50)* 2.00(1.00, 2.00)*

PD-nonTD 74(36/38) 59.63±8.87 2.75(1.38, 4.51)* 22.5(15.00, 34.25)* 1.00(1.00, 3.00)* 16.00(9.00, 26.00)* 2.00(1.50, 2.50)*

Drug-naive 41(19/22) 58.1±9.00 2.00(1.01, 4.02)* 26.63±15.42 3.00(1.00, 6.50)* 17.95±10.67 2.00(1.25, 2.00)*

Drug-mnaged 82(37/45) 60.60±7.82 3.31(1.73, 5.43)* 20.5(15.00, 33.25)* 2.50(1.00, 5.00)* 13.50(9.00, 22.00)* 2.00(1.00, 2.500)*

Normal controls 121(73/48) 60.97±8.08 – – – – –
P1 0.021 0.253 – – – –
P2 1 < 0.001 < 0.001* < 0.001* 0.005* < 0.001 < 0.001*

P3 0.405 0.82 0.450* 0.731* < 0.001* 0.011* 0.032*

P4 1 0.114 0.016* 0.604* 0.616* 0.441* 0.838*

Database-106
PD 48(20/28) 59.89±10.86 2.41(1.09, 5.04)* 15.00(9.25, 20.50)* 2.00(1.00, 3.75)* 8.50(5.00, 14.00)* 2.00(1.50, 2.50)*

Normal controls 58(29/29) 62.56±7.43 – – – – –
P5 0.061 0.189 0.634* < 0.001* 0.387* 0.001* 0.179*

Database-350 is composed of database-244 and database-106. The normal distribution of data was confirmed using the one-sample Kolmogorov-Smirnov test; *indicates a non-
normal data distribution. For normally distributed data, the mean ± SD is shown, while the median (first quartile, third quartile) is shown for non-normally distributed data. The Mann-
Whitney U test was used for each inter-group comparison of non-normally distributed data, while the independent t-test was used for normally distributed data. EPD: Early PD; M-LPD: 
middle-to-late PD; P1: comparisons between PD and normal controls in the database-244; P2: comparisons between EPD and M-LPD in the database-244; P3: comparisons between 
PD-TD and PD-nonTD in the database-244; P4: comparisons between drug-naïve PD and drug-managed PD in the database-244; P5: comparisons among groups of the database-244 
and database-106 (e.g., age and sex), or between PD groups of the database-244 and database-106 (e.g., disease duration, UPDRS III score and its subscales and Hoehn-Yahr stage); 
PD: Parkinson’s disease; PD-nonTD: non-tremor-dominant PD; PD-TD: tremor-dominant PD; UPDRS: United Parkinson’s Disease Rating Scale.
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“random forest” has the intrinsic ability to calculate the out-of-bag error, 
an unbiased estimate of generalization error, which can be appropriately 
considered as cross-validation to avoid over-fitting. Then, the remaining 24 
subjects were assigned to the internal testing dataset, and the random forest 
model constructed in the training stage was subsequently used to predict the 
classification. 

To further validate the generalization ability of the constructed model 
calculated from the training database, we prospectively tested the 
classification model on an untouched database consisting of 48 patients 
with PD and 58 normal controls, who were recruited from May 2018 to 
August 2019 (database-106) (Table 1). The defined study framework, 
including imaging processing, data segmentation, feature extraction, feature 
preprocessing, and model testing, was conducted step by step (Figure 
2D). Of note, the general linear model estimated previously was used to 
control the influence of age and sex, but all the other steps were performed 
independently of the training data.

In summary, a training-internal-testing-external-validation loop was 
established, and the mean accuracy, sensitivity, and specificity were recorded 
by averaging across the 1000 iterations (Figure 3). Moreover, to determine 
the most appropriate number of informative features, the training–internal-
testing-external-validation procedures were repeated while the number of 
features was reduced. The initial feature number was set at 50, and therefore 
the classification performance of a model with the top 50 informative features 
was first tested. In the following tests, the number of informative features 
was truncated by one for each successive iteration (F = 50: –1:2). The highest 
diagnostic accuracy in the independent external validation was regarded 
as the reference standard, and finally the number of informative features 
was set to F = 36 (    =6). Correlation analysis was performed to analyze the 
informative features with the United Parkinson’s Disease Rating Scale (UPDRS) 
III (false discovery rate [FDR] corrected, q < 0.05). 

Clinical validations
Given that patients with PD always present with heterogenous clinical 
manifestations, we tested the ability of the radiomics feature-based random 
forest model to classify patients with PD with different clinical statuses 
from normal controls in the training database (Figure 1D). For each test, we 
calculated the mean decrease in Gini (Breiman, 2001), an indicator of the 
contributions of each informative feature to the classifications. 

Clinical validations: Classifications between clinical statuses and normal 
controls
Patients were classified according to their disease stage: 45 patients with a 
Hoehn-Yahr stage of 1 or 1.5 were assigned to early PD, while 78 patients 
with Hoehn-Yahr stage greater than 1.5 were assigned to middle-to-late 
PD (Djaldetti et al., 2006; Li et al., 2020). This design allowed us to test the 
generalization ability of the 36 informative features to identify patients with 
PD with different disease stages from normal controls. 

Tremor-dominant PD (PD-TD) typically has a more benign outcome along 
the course of the disease, while patients with PD-nonTD (e.g., with akinesia/
rigidity-dominant) have a worse prognosis (Kang et al., 2005). In consideration 
of the motor subtypes, we assigned 49 patients to a PD-TD group and 74 
patients to a PD-nonTD group based on the motor subtype ratio (the ratio of 
the mean tremor score to mean akinesia/rigidity score) (Kang et al., 2005; 
Guan et al., 2017a): patients with a motor subtype ratio > 1.0 were defined 
as PD-TD patients, and the others were assigned to PD-nonTD. By testing 

the performance in these groups in comparison with normal controls, we 
hypothesized that the same 36 radiomics features might be capable of 
differentiating different PD motor subtypes from normal controls. 

Clinical diagnosis is hard to achieve for patients with PD who have never 
taken anti-parkinsonian drugs (drug-naïve) (Rajput et al., 1991; Adler et al., 
2014). Among the 123 patients with PD, 41 were drug-naïve and were under 
medication management. The classification performance of the random forest 
model in normal controls and PD with different drug statuses was evaluated 
using the 36 informative radiomics features.

Statistical analysis
Two-sample t-tests, encoded in IBM SPSS Statistics V19.0 (IBM Corp., Armonk, 
NY, USA), were conducted to test the differences in diagnostic accuracy 
between each pairing of clinical statuses of PD. P < 0.05 was set as statistically 
significant. 

Results
Informative radiomics features
Table 1 shows the demographic distribution of the training and validation 
databases. Figure 2 shows a flow chart of image processing and analysis 
in this study. A total of 1408 radiomics features derived from QSM, R2*, 
and T1-weighted images were initially extracted. In the data-driven feature 
selection method, we observed 36 informative features, which represented 
the subcortical iron distribution, cortical disorganization, and texture 
misalignment in the cortical nuclei (Figure 3A). In detail, 25 informative 
features were derived from iron maps, including 11 in the SN (nine from QSM, 
two from R2*), seven in the RN (six from QSM, one from R2*), four in the 
putamen (three from QSM, one from R2*), two in the GP (two from R2*) and 
one in the CN (one from R2*); thus, those features reflecting iron distribution 
in the SN were the most important for diagnosing PD. In addition to these 
25 features reflecting iron distribution, six texture features (four in the CN, 
one in the thalamus and one in the GP) were selected from FIRST (Figure 
3A), and the five informative features of cortical volume in inferior temporal, 
paracentral, precuneus, insula, and precentral gyri, were also selected. Among 
these 36 features, the seven of skewness_QSM_SN_L, volume_ACT_ITG_L, 
sd_QSM_SN_R, skewness_QSM_top5%_SN_R, mean_QSM_RN_R, volume_
ACT_Precuneus_L, and volume_ACT_Insula_R were significantly correlated 
with UPDRS III (Figure 3A).

The subject-all-feature matrix (1408 × 244) and the subject-selected-feature 
matrix (50 × 244) derived from the training database are shown in Figure 3A 
and B; while the subject-selected-feature matrix (50 × 106) derived from the 
validation database is shown in Figure 3C. 

Classification performance
The random forest classifier for discriminating patients with PD showed 
predictive sensitivity, specificity, and accuracy of 82.9 ± 11.4%, 80.0 ± 12.0%, 
and 81.1 ± 8.0%, respectively, on the internal testing dataset, and 76.3 ± 3.3%, 
80.4 ± 4.0%, and 78.5 ± 2.1% on the external validation dataset (Figure 3B). 

Using the same selected 36 informative features, we built classification 
models for diagnosing the different statues of PD, and observed predictive 
accuracies of 80.3 ± 7.1% for diagnosing early PD, 80.4 ± 6.3% for middle-
to-late PD, 79.8 ± 6.9% for PD-TD, 79.1 ± 6.5% for PD-nonTD, 79.1 ± 6.5% for 
drug-naïve PD, and 82.9 ± 5.8% for drug-managed PD, respectively (Figure 
4A). In each pair of statistical comparisons, the accuracies for diagnosing drug-
managed PD and PD-TD were significantly higher than those for drug-naïve PD 

B

A

D

C

Figure 2 ｜ Flowchart of the radiomics analysis 
framework.
(A) The QSM, R2*, and T1-weighted images employed, 
and the features extracted from them. (B) The 
general linear model constructed from 121 normal 
controls to control for the influences of age and sex 
on the extracted original brain features. (C) The final 
informative radiomics features truncated through a 
data-driven feature selection. (D) The random forest 
framework used in the machine-learning training-
testing cycles, which was parallelly tested on the 
patients with PD with different clinical statuses. Of 
note, independent external validation was conducted 
using an untouched database (database-106). EPD: 
Early PD; GLCM: Gray-Level Co-Occurrence Matrix; 
M-LPD: Moderate-to-late PD; NC: Normal controls; PD: 
Parkinson’s disease; PD-nonTD: non-tremor-dominant 
PD; PD-TD: Tremor-dominant PD; QSM: Quantitative 
susceptibility mapping.



NEURAL REGENERATION RESEARCH｜Vol 17｜No. 12｜December 2022｜2747

NEURAL REGENERATION RESEARCH
www.nrronline.orgResearch Article

A B

C

Figure 3 ｜ Feature selection and radiomics-based classifier construction.
(A) The top 50 informative features selected using the R package “caret” are shown. The red bars represent the final informative feature set decided by the machine-learning classifier 
in B and C; and their correlations with UPDRS III are shown on the right (r values and q values, FDR corrected); the regressed subject-feature matrix (1408 × 244) is shown in the 
upper right corner. (B, C) The performances of each random forest classifier determined by subsequently employing the predefined informative feature set; 1000 iterations were 
used. The subject-selected feature matrix in the training database (50 × 244) and untouched database (50 × 106) are shown in the top of B and C respectively. Red * indicates the 
final informative feature set that achieved the best accuracy for independently diagnosing PD (database-106). Green ※ indicates that this brain radiomics feature was significantly 
correlated with UPDRS III (FDR corrected). FDR: False discovery rate; UPDRS: United Parkinson’s Disease Rating Scale.

and PD-nonTD, respectively (P < 0.001 and = 0.031, respectively). However, 
no significant difference in accuracy was observed when discriminating early 
PD from middle-to-late PD (P = 0.793). 

Lastly, we plotted the contribution of each informative radiomics feature in 
each performance index against the mean decrease in Gini (Figure 4B). Of 
note, in the diagnoses of patients with PD with different clinical statuses, 
the contributions of the selected informative features differed between the 
different statuses, indicating heterogeneous neurodegenerative processes 
among these PD subgroups.

Discussion
In the present study, we constructed a radiomics-based model to help 
diagnose patients with PD, with a particular focus on its generalization ability. 
The major findings were as follows: (1) we identified a set of 36 informative 
radiomics features dominated by nigral iron distribution that showed 
diagnostic accuracy of 81.1 ± 8.0% on the internal testing dataset, and 78.5 
± 2.1% on the external validation dataset; and (2) a radiomics-based random 
forest classifier constructed on the same 36 informative features robustly 
performed diagnosis across patients with PD of different clinical statuses.

Taking advantage of non-invasive brain MRI features, computer-aided 
decision making for PD has been under development for approximately 10 
years (Xu and Zhang, 2019). The largest attempt to use machine learning to 
discriminate patients with PD from normal controls came from the Parkinson 
Progression Marker Initiative multicenter study (Parkinson Progression 
Marker Initiative, 2011), in which a dataset of structural images (T1-weighted 
images) from approximately 530 subjects was employed (Adeli et al., 2016, 
2017). In these previous studies, MRI features of cortical volumes were input 
into a joint feature-sample selection method to identify patients with PD, and 
accuracies of 70.5% and 81.9% were achieved, respectively (Adeli et al., 2016, 
2017). With the insight that functional disruption may precede structural 
abnormalities (Guan et al., 2019b), studies also explored classifiers built 
on functional MRI features. However, such classifiers showed inconsistent 
outcomes, with accuracies varying from 75% to 93.6%, which reduced as the 
sample sizes increased (Chen et al., 2015; Pläschke et al., 2017; Tang et al., 
2017; Guan et al., 2019b). These inconsistencies may be due to the limited 
sample sizes and the inconsistent EPI acquisitions used, which are sensitive to 
signal to noise. A couple of studies tested the usefulness of multimodal MRI 
features in PD diagnosis and obtained high accuracies of 87.0% and 99.7% 
(Long et al., 2012; Liu et al., 2016); however, the studies had small sample 
sizes, which suggests the possibility of over-fitting. Therefore, the construction 
of an objective biomarker remains an open issue.

In the present study, we established an analysis framework based on brain 
radiomics features, including tissue quantification and texture analysis 
from T1-weighted images, QSM, and R2* maps. In this evaluation for brain 
degeneration, we identified 36 informative radiomics features that showed 
a joint ability to classify patients with PD from normal controls with an 
accuracy of 81.1 ± 8.0%. Considering the strengths and weaknesses of 
machine learning algorithms, overfitting should be taken into consideration, 
and is usually the biggest factor leading to the failure of clinical translation. 
To achieve a feature selection with good generalization ability, we optimized 
the radiomics features by building a machine learning model on a large and 
balanced population (database-244), and tested the constructed classifier 
on an untouched database (database-106), on which it achieved a predictive 
accuracy of 78.5 ± 2.1%. Therefore, the radiomics-based classifier constructed 
on the informative feature set was shown to be robust across the internal 
testing and external validation, suggesting its potential translational value in 
future clinical practice. 

Adler et al. (2014) reported only 26% accuracy for the clinical diagnosis 
of PD in drug-naïve subjects, 53% accuracy in patients with early PD who 
were responsive to medication, and 85% diagnostic accuracy for patients 

A

B

Figure 4 ｜ Discriminative results of the 36 informative radiomics features in the 
different machine-learning tests.
(A) The discriminative accuracies for identifying patients with PD with different clinical 
statuses from normal controls. (B) Estimates of the contribution of each informative 
radiomics feature in each machine-learning test represented by mean decrease in 
Gini. EPD: Early PD; M-LPD: moderate-to-late PD; NC: normal controls; PD: Parkinson’s 
disease; PD-nonTD: non-tremor-dominant PD; PD-TD: Tremor-dominant PD.
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with longer duration and medication-responsive PD. By jointly employing 
the 36 radiomics features, we observed that the accuracies for diagnosing 
patients with early PD and drug-naïve PD were 80.3 ± 7.1% and 79.1 ± 
6.5%, respectively, whereas similar or higher accuracies were observed 
for classifying patients with middle-to-late stage (80.4 ± 6.3%) or those 
under drug management (82.9 ± 5.8%). In addition, although previous MRI 
studies focused on the differences between patients with PD with different 
dominant motor symptoms (Kang et al., 2005; Guan et al., 2017c), no study 
investigated imaging biomarkers independently of motor heterogeneity. 
Therefore, we separately trained models on the same 36 features for the PD-
TD and PD-nonTD groups, and found accuracies of 79.8 ± 6.9% and 79.1 ± 
6.5%, respectively. Taken together, this suggested radiomics-based framework 
constructed on the 36 informative features exhibited good performance in 
diagnosing patients with PD across disease stages, drug influence, and motor 
subtypes, and we expect it to have high clinical value. 

Among the 36 selected radiomics features, those representing abnormal iron 
distribution in the SN occupied the most vital role in characterizing PD. SN 
degeneration is the core pathology in clinical PD (Damier et al., 1999; Braak 
et al., 2003), and strong histopathological evidence suggests the existence 
of iron-related degeneration (Sofic et al., 1988, 1991). Non-invasive MRI 
evidence has established nigral iron accumulation as a candidate imaging 
biomarker for PD at the group level (He et al., 2015; Du et al., 2016; Guan 
et al., 2017c, 2019b). On the individual level, a couple of preliminary studies 
tested the usefulness of nigral iron content for discriminating between PD 
and normal controls, and found area under the curve values of 0.77 and 0.91 
using QSM (Barbosa et al., 2015; Murakami et al., 2015). More recently, the 
texture features of SN susceptibility distributions were shown to perform 
well in the diagnosis of PD, with an area under the curve value of 0.89, which 
was higher than that achieved with traditional features (e.g. mean QSM 
value, area under the curve = 0.69) (Li et al., 2019). These inconsistencies 
of the performance in the previous studies might be on account of the 
small sample sizes, with heterogeneous clinical statuses not being taken 
into account, and the studies lacking independent validation (Chen-Plotkin 
et al., 2018). In the present study, 11 informative features indicating high 
iron load and heterogenous iron distribution in the SN were observed, and 
these gave the highest contributions to the diagnosis of PD. Moreover, even 
though a number of studies have reported abnormal iron distribution in 
other subcortical nuclei (He et al., 2015; Langkammer et al., 2016; Guan et 
al., 2017b, d), none of the past works considered the use of susceptibility 
information to diagnose patients with PD, which may be related to the clinical 
heterogeneity of PD (Lewis et al., 2013; Guan et al., 2017b). We found that 15 
histogram and texture features derived from susceptibility information in the 
RN, putamen, GP, and CN were found to have certain contributions to the PD 
diagnosis. Taken together, subcortical susceptibility information, especially in 
the SN, where it may reflect iron-related degeneration, can play an important 
role in diagnosing PD.

Structural features in motor-, cognition-, and mood-related cortical areas, 
including the inferior temporal, paracentral, precuneus, insula, and precentral 
gyri, were found to have diagnostic value. Morphological alterations of 
the cerebral cortex are complex in PD, where it is under the direct stress 
of brain-wide α-synuclein aggregation (Braak et al., 2003) and indirect 
dopaminergic denervation (Yau et al., 2018). Although movement disorder 
is recognized as the cardinal symptom in PD, non-motor symptoms such as 
mood and cognitive dysfunction have become widely recognized (Lees et 
al., 2009). Therefore, it is possible to improve the diagnosis by integrating 
relevant cortical information. The paracentral and precentral gyri, the crucial 
components of the sensorimotor cortex in the human brain (Ribas, 2010), 
may reflect the corticostriatal function that is exclusively disrupted in PD, and 
their dysfunction and hypometabolism are reported in PD (Eidelberg et al., 
1994; Suo et al., 2017; Wu et al., 2020). The inferior temporal gyri, precuneus, 
and insula have been widely acknowledged to play especially important roles 
in cognitive reserve, mood-related functions, and motor modulations, and 
their structure, function, and metabolism were found to be pathologically 
involved (Feldmann et al., 2008; González-Redondo et al., 2014; Thibes et al., 
2017; Xu et al., 2018; Zhou et al., 2020). Even though the exact pathogeneses 
of how these gyri modulate motor and non-motor symptoms in PD are not 
clearly known, their contributions to individual diagnoses demonstrate 
that cortical morphometry relating to motor and non-motor symptoms has 
important value in characterizing patients with PD. 

Other contributions from nucleus texture misalignment, rather than regional 
volumes in the CN, GP, and thalamus, were observed in the normalized T1-
weighted signal. Although it is difficult to explain the biological behavior 
behind the texture features, many studies have indicated that alterations in 
texture features are probably linked to the intrinsic tissue “quality” (Gillies et 
al., 2016). Given that the CN, GP, and thalamus are the main dopaminergic 
innervations influenced in PD pathology, the observed texture features may 
be indicating the neurodegenerative process in these nuclei. 

Our study had several limitations. First, although the 36 informative radiomics 
features composed of nuclear susceptibility measurements, cortical 
morphometry, and nucleus texture showed good generalization ability in 
the diagnosis of PD independent of its clinical status; in real clinical practice, 
complex parkinsonism (like multiple system atrophy) also needs to be taken 
into account. Second, the single biomarkers failed to effectively identify 
patients with PD, and multiple integrated biomarkers appeared to be the most 
promising candidates (Chen-Plotkin et al., 2018). Future studies could improve 
the performance by integrating other biomarkers such as transcription factors. 

Third, this study is limited by insufficient clinical information on non-motor 
symptoms (e.g., multiple-domain cognitive neuropsychological battery), and 
therefore it was not possible to validate the radiomics features in the patients 
with PD with different non-motor symptoms. Fourth, although we applied 
independent validation, the data were acquired from the same clinical center, 
and future studies that recruit external cohorts for independent validation are 
warranted to facilitate clinical translation. 

In conclusion, brain radiomics features derived from multiple-parameter MRI 
had the ability to discriminate PD from normal controls, independent of the 
clinical heterogeneity of patients with PD, and they exhibited advantages for 
improving PD diagnosis on the individual level.

Acknowledgments: The authors would like to thank all the PD patients 
and normal volunteers recruited in this project. The authors appreciate the 
clinical assistance from other neurologists in the Department of Neurology, 
the Second Affiliated Hospital of Zhejiang University School of Medicine 
and the other members in Liu’s lab (University of California, Berkeley, USA) 
for technique consulting. The authors also appreciate Dr. Pei-Pei Pang (GE 
Healthcare, Hangzhou, China) for her intelligence on the suggestions about 
computer science.
Author contributions: Study conception: XJG, TG, XJX, MMZ; study 
organization: XJG, TG, MX, QQG, PYH, XJX, MMZ; experiment implementation: 
XJG, CZ, TG, JJW, VH, SC, HJW, YYZ, CLL, XJX, MMZ; statistical design: XJG, TG, 
TG, JJW, CLL, XJX, MMZ; statistical analysis: XJG, TG, CZ, VH, SC, HJW, YYZ, JLP, 
BRZ, FC; statistical revision: XJG, TG, CZ, TG, JJW, MX, QQG, PYH, CLL, JLP, BRZ, 
FC, XJX, MMZ; manuscript draft: XJG; manuscript revision: XJG, TG, CZ, TG, 
JJW, VH, SC, HJW, YYZ, MX, QQG, PYH, XJX, MMZ. All authors approved the 
final version of manuscript for publication.
Conflicts of interest: The authors declare that they have no conflict of 
interests.
Availability of data and materials: All data generated or analyzed during this 
study are included in this published article and its supplementary information 
files.
Open access statement: This is an open access journal, and 
articles are distributed under the terms of the Creative Commons 
AttributionNonCommercial-ShareAlike 4.0 License, which allows others 
to remix, tweak, and build upon the work non-commercially, as long as 
appropriate credit is given and the new creations are licensed under the 
identical terms.
Open peer reviewer: Xiaoyan Chen, First Medical Center of Chinese PLA 
General Hospital, China.
Additional files:
Additional file 1: Informed consent (template) (Chinese).
Additional file 2: STARD checklist.
Additional file 3: Open peer review report 1.

References
Adeli E, Wu G, Saghafi B, An L, Shi F, Shen D (2017) Kernel-based joint feature selection 

and max-margin classification for early diagnosis of Parkinson’s disease. Sci Rep 
7:41069.

Adeli E, Shi F, An L, Wee CY, Wu G, Wang T, Shen D (2016) Joint feature-sample selection 
and robust diagnosis of Parkinson’s disease from MRI data. Neuroimage 141:206-219.

Adler CH, Beach TG, Hentz JG, Shill HA, Caviness JN, Driver-Dunckley E, Sabbagh MN, 
Sue LI, Jacobson SA, Belden CM, Dugger BN (2014) Low clinical diagnostic accuracy of 
early vs advanced Parkinson disease: clinicopathologic study. Neurology 83:406-412.

Avants BB, Epstein CL, Grossman M, Gee JC (2008) Symmetric diffeomorphic image 
registration with cross-correlation: evaluating automated labeling of elderly and 
neurodegenerative brain. Med Image Anal 12:26-41.

Barbosa JH, Santos AC, Tumas V, Liu M, Zheng W, Haacke EM, Salmon CE (2015) 
Quantifying brain iron deposition in patients with Parkinson’s disease using 
quantitative susceptibility mapping, R2 and R2. Magn Reson Imaging 33:559-565.

Braak H, Del Tredici K, Rüb U, de Vos RA, Jansen Steur EN, Braak E (2003) Staging of brain 
pathology related to sporadic Parkinson’s disease. Neurobiol Aging 24:197-211.

Breiman L (2001) Random Forests. Mach Learn 45:5-32.
Chen-Plotkin AS, Albin R, Alcalay R, Babcock D, Bajaj V, Bowman D, Buko A, Cedarbaum J, 

Chelsky D, Cookson MR, Dawson TM, Dewey R, Foroud T, Frasier M, German D, Gwinn 
K, Huang X, Kopil C, Kremer T, Lasch S, et al. (2018) Finding useful biomarkers for 
Parkinson’s disease. Sci Transl Med 10:eaam6003.

Chen Y, Yang W, Long J, Zhang Y, Feng J, Li Y, Huang B (2015) Discriminative analysis 
of Parkinson’s disease based on whole-brain functional connectivity. PLoS One 
10:e0124153.

Damier P, Hirsch EC, Agid Y, Graybiel AM (1999) The substantia nigra of the human brain. 
II. Patterns of loss of dopamine-containing neurons in Parkinson’s disease. Brain 122 (Pt 
8):1437-1448.

Diederich NJ, James Surmeier D, Uchihara T, Grillner S, Goetz CG (2019) Parkinson’s 
disease: Is it a consequence of human brain evolution? Mov Disord 34:453-459.



NEURAL REGENERATION RESEARCH｜Vol 17｜No. 12｜December 2022｜2749

NEURAL REGENERATION RESEARCH
www.nrronline.orgResearch Article

Djaldetti R, Ziv I, Melamed E (2006) The mystery of motor asymmetry in Parkinson’s 
disease. Lancet Neurol 5:796-802.

Du G, Liu T, Lewis MM, Kong L, Wang Y, Connor J, Mailman RB, Huang X (2016) 
Quantitative susceptibility mapping of the midbrain in Parkinson’s disease. Mov Disord 
31:317-324.

Eidelberg D, Moeller JR, Dhawan V, Spetsieris P, Takikawa S, Ishikawa T, Chaly T, Robeson W, 
Margouleff D, Przedborski S, Fahn S (1994) The metabolic topography of parkinsonism. 
J Cereb Blood Flow Metab 14:783-801.

Feldmann A, Illes Z, Kosztolanyi P, Illes E, Mike A, Kover F, Balas I, Kovacs N, Nagy F (2008) 
Morphometric changes of gray matter in Parkinson’s disease with depression: a voxel-
based morphometry study. Mov Disord 23:42-46.

Gillies RJ, Kinahan PE, Hricak H (2016) Radiomics: images are more than pictures, they 
are data. Radiology 278:563-577.

González-Redondo R, García-García D, Clavero P, Gasca-Salas C, García-Eulate R, Zubieta 
JL, Arbizu J, Obeso JA, Rodríguez-Oroz MC (2014) Grey matter hypometabolism and 
atrophy in Parkinson’s disease with cognitive impairment: a two-step process. Brain 
137:2356-2367.

Guan X, Xu X, Zhang M (2017a) Region-specific iron measured by MRI as a biomarker for 
Parkinson’s disease. Neurosci Bull 33:561-567.

Guan X, Xuan M, Gu Q, Huang P, Liu C, Wang N, Xu X, Luo W, Zhang M (2017b) Regionally 
progressive accumulation of iron in Parkinson’s disease as measured by quantitative 
susceptibility mapping. NMR Biomed 30:e3489.

Guan X, Xuan M, Gu Q, Xu X, Huang P, Wang N, Shen Z, Xu J, Luo W, Zhang M (2017c) 
Influence of regional iron on the motor impairments of Parkinson’s disease: a 
quantitative susceptibility mapping study. J Magn Reson Imaging 45:1335-1342.

Guan X, Zeng Q, Guo T, Wang J, Xuan M, Gu Q, Wang T, Huang P, Xu X, Zhang M (2017d) 
Disrupted functional connectivity of basal ganglia across tremor-dominant and 
akinetic/rigid-dominant Parkinson’s disease. Front Aging Neurosci 9:360.

Guan X, Guo T, Zeng Q, Wang J, Zhou C, Liu C, Wei H, Zhang Y, Xuan M, Gu Q, Xu X, Huang 
P, Pu J, Zhang B, Zhang MM (2019a) Oscillation-specific nodal alterations in early to 
middle stages Parkinson’s disease. Transl Neurodegener 8:36.

Guan X, Zhang Y, Wei H, Guo T, Zeng Q, Zhou C, Wang J, Gao T, Xuan M, Gu Q, Xu X, 
Huang P, Pu J, Zhang B, Liu C, Zhang M (2019b) Iron-related nigral degeneration 
influences functional topology mediated by striatal dysfunction in Parkinson’s disease. 
Neurobiol Aging 75:83-97.

Guan X, Guo T, Zhou C, Wu J, Gao T, Bai X, Wei H, Zhang Y, Xuan M, Gu Q, Huang P, 
Liu C, Zhang B, Pu J, Song Z, Yan Y, Cui F, Zhang M, Xu X (2020) Asymmetrical nigral 
iron accumulation in Parkinson’s disease with motor asymmetry: an explorative, 
longitudinal and test-retest study. Aging (Albany NY) 12:18622-18634.

Haralick RM, Shanmugam K, Dinstein I (1973) Textural features for image classification. 
IEEE Trans Syst Man Cybern SMC-3:610-621.

He N, Ling H, Ding B, Huang J, Zhang Y, Zhang Z, Liu C, Chen K, Yan F (2015) Region-
specific disturbed iron distribution in early idiopathic Parkinson’s disease measured by 
quantitative susceptibility mapping. Hum Brain Mapp 36:4407-4420.

Hughes AJ, Daniel SE, Kilford L, Lees AJ (1992) Accuracy of clinical diagnosis of idiopathic 
Parkinson’s disease: a clinico-pathological study of 100 cases. J Neurol Neurosurg 
Psychiatry 55:181-184.

Kang GA, Bronstein JM, Masterman DL, Redelings M, Crum JA, Ritz B (2005) Clinical 
characteristics in early Parkinson’s disease in a central California population-based 
study. Mov Disord 20:1133-1142.

Klein A, Tourville J (2012) 101 labeled brain images and a consistent human cortical 
labeling protocol. Front Neurosci 6:171.

Langkammer C, Pirpamer L, Seiler S, Deistung A, Schweser F, Franthal S, Homayoon 
N, Katschnig-Winter P, Koegl-Wallner M, Pendl T, Stoegerer EM, Wenzel K, Fazekas 
F, Ropele S, Reichenbach JR, Schmidt R, Schwingenschuh P (2016) Quantitative 
susceptibility mapping in Parkinson’s disease. PLoS One 11:e0162460.

Lees AJ, Hardy J, Revesz T (2009) Parkinson’s disease. Lancet 373:2055-2066.
Lewis MM, Du G, Kidacki M, Patel N, Shaffer ML, Mailman RB, Huang X (2013) Higher iron 

in the red nucleus marks Parkinson’s dyskinesia. Neurobiol Aging 34:1497-1503.
Lewis MM, Du G, Baccon J, Snyder AM, Murie B, Cooper F, Stetter C, Kong L, Sica C, 

Mailman RB, Connor JR, Huang X (2018) Susceptibility MRI captures nigral pathology 
in patients with parkinsonian syndromes. Mov Disord 33:1432-1439.

Li G, Zhai G, Zhao X, An H, Spincemaille P, Gillen KM, Ku Y, Wang Y, Huang D, Li J (2019) 
3D texture analyses within the substantia nigra of Parkinson’s disease patients on 
quantitative susceptibility maps and R2(*) maps. Neuroimage 188:465-472.

Li Y, Guo T, Guan X, Gao T, Sheng W, Zhou C, Wu J, Xuan M, Gu Q, Zhang M, Yang Y, Huang 
P (2020) Fixel-based analysis reveals fiber-specific alterations during the progression 
of Parkinson’s disease. Neuroimage Clin 27:102355.

Liu H, Du G, Zhang L, Lewis MM, Wang X, Yao T, Li R, Huang X (2016) Folded concave 
penalized learning in identifying multimodal MRI marker for Parkinson’s disease. J 
Neurosci Methods 268:1-6.

Long D, Wang J, Xuan M, Gu Q, Xu X, Kong D, Zhang M (2012) Automatic classification of 
early Parkinson’s disease with multi-modal MR imaging. PLoS One 7:e47714.

Murakami Y, Kakeda S, Watanabe K, Ueda I, Ogasawara A, Moriya J, Ide S, Futatsuya 
K, Sato T, Okada K, Uozumi T, Tsuji S, Liu T, Wang Y, Korogi Y (2015) Usefulness of 
quantitative susceptibility mapping for the diagnosis of Parkinson disease. AJNR Am J 
Neuroradiol 36:1102-1108.

Obeso JA, Stamelou M, Goetz CG, Poewe W, Lang AE, Weintraub D, Burn D, Halliday GM, 
Bezard E, Przedborski S, Lehericy S, Brooks DJ, Rothwell JC, Hallett M, DeLong MR, 
Marras C, Tanner CM, Ross GW, Langston JW, Klein C, et al. (2017) Past, present, and 
future of Parkinson’s disease: a special essay on the 200th Anniversary of the Shaking 
Palsy. Mov Disord 32:1264-1310.

Parkinson Progression Marker Initiative (2011) The Parkinson progression marker 
initiative (PPMI). Prog Neurobiol 95:629-635.

Patenaude B, Smith SM, Kennedy DN, Jenkinson M (2011) A Bayesian model of shape 
and appearance for subcortical brain segmentation. Neuroimage 56:907-922.

Pläschke RN, Cieslik EC, Müller VI, Hoffstaedter F, Plachti A, Varikuti DP, Goosses M, Latz 
A, Caspers S, Jockwitz C, Moebus S, Gruber O, Eickhoff CR, Reetz K, Heller J, Südmeyer 
M, Mathys C, Caspers J, Grefkes C, Kalenscher T, et al. (2017) On the integrity of 
functional brain networks in schizophrenia, Parkinson’s disease, and advanced age: 
Evidence from connectivity-based single-subject classification. Hum Brain Mapp 
38:5845-5858.

Rajput AH, Rozdilsky B, Rajput A (1991) Accuracy of clinical diagnosis in parkinsonism--a 
prospective study. Can J Neurol Sci 18:275-278.

Ribas GC (2010) The cerebral sulci and gyri. Neurosurg Focus 28:E2.
Sofic E, Paulus W, Jellinger K, Riederer P, Youdim MB (1991) Selective increase of iron in 

substantia nigra zona compacta of parkinsonian brains. J Neurochem 56:978-982.
Sofic E, Riederer P, Heinsen H, Beckmann H, Reynolds GP, Hebenstreit G, Youdim MB 

(1988) Increased iron (III) and total iron content in post mortem substantia nigra of 
parkinsonian brain. J Neural Transm 74:199-205.

Sun H, Chen Y, Huang Q, Lui S, Huang X, Shi Y, Xu X, Sweeney JA, Gong Q (2018) 
Psychoradiologic utility of MR imaging for diagnosis of attention deficit hyperactivity 
disorder: a radiomics analysis. Radiology 287:620-630.

Suo X, Lei D, Li N, Cheng L, Chen F, Wang M, Kemp GJ, Peng R, Gong Q (2017) Functional 
brain connectome and its relation to Hoehn and Yahr stage in Parkinson disease. 
Radiology 285:904-913.

Tang Y, Meng L, Wan CM, Liu ZH, Liao WH, Yan XX, Wang XY, Tang BS, Guo JF (2017) 
Identifying the presence of Parkinson’s disease using low-frequency fluctuations in 
BOLD signals. Neurosci Lett 645:1-6.

Thibes RB, Novaes NP, Lucato LT, Campanholo KR, Melo LM, Leite CC, Amaro E, Jr., 
Barbosa ER, Bor-Seng-Shu E, Cardoso EF, Sato JR (2017) Altered functional connectivity 
between precuneus and motor systems in Parkinson’s disease patients. Brain Connect 
7:643-647.

Tustison NJ, Cook PA, Klein A, Song G, Das SR, Duda JT, Kandel BM, van Strien N, Stone 
JR, Gee JC, Avants BB (2014) Large-scale evaluation of ANTs and FreeSurfer cortical 
thickness measurements. Neuroimage 99:166-179.

Wei H, Dibb R, Zhou Y, Sun Y, Xu J, Wang N, Liu C (2015) Streaking artifact reduction for 
quantitative susceptibility mapping of sources with large dynamic range. NMR Biomed 
28:1294-1303.

Wu J, Guo T, Zhou C, Gao T, Guan X, Xuan M, Gu Q, Huang P, Song Z, Xu X, Zhang M (2020) 
Disrupted interhemispheric coordination with unaffected lateralization of global 
eigenvector centrality characterizes hemiparkinsonism. Brain Res 1742:146888.

Xu J, Zhang M (2019) Use of magnetic resonance imaging and artificial intelligence in 
studies of diagnosis of Parkinson’s disease. ACS Chem Neurosci 10:2658-2667.

Xu X, Guan X, Guo T, Zeng Q, Ye R, Wang J, Zhong J, Xuan M, Gu Q, Huang P, Pu J, Zhang B, 
Zhang M (2018) Brain atrophy and reorganization of structural network in Parkinson’s 
disease with hemiparkinsonism. Front Hum Neurosci 12:117.

Yau Y, Zeighami Y, Baker TE, Larcher K, Vainik U, Dadar M, Fonov VS, Hagmann P, Griffa A, 
Mišić B, Collins DL, Dagher A (2018) Network connectivity determines cortical thinning 
in early Parkinson’s disease progression. Nat Commun 9:12.

Zhang Y, Wei H, Cronin MJ, He N, Yan F, Liu C (2018) Longitudinal atlas for normative 
human brain development and aging over the lifespan using quantitative susceptibility 
mapping. Neuroimage 171:176-189.

Zhou C, Guan XJ, Guo T, Zeng QL, Gao T, Huang PY, Xuan M, Gu QQ, Xu XJ, Zhang MM 
(2020) Progressive brain atrophy in Parkinson’s disease patients who convert to mild 
cognitive impairment. CNS Neurosci Ther 26:117-125.

P-Reviewer: Chen X; C-Editor: Zhao M; S-Editors: Yu J, Li CH; L-Editors: Yu J, Song LP; 
T-Editor: Jia Y



 Section & Topic No Item Reported on page # 
     

 TITLE OR ABSTRACT    

  1 Identification as a study of diagnostic accuracy using at least one measure of accuracy (such as 
sensitivity, specificity, predictive values or AUC) 

13 

 ABSTRACT    

  2 Structured summary of study design, methods, results and conclusions (for specific guidance, 
see STARD for Abstracts) 

4-5 

 INTRODUCTION    

  3 Scientific and clinical background, including the intended use and clinical role of the index test 5-7 

  4 Study objectives and hypotheses 5-7 

 METHODS    

 Study design 5 Whether data collection was planned before the index test and reference standard were 
performed 
(prospective study) or after (retrospective study) 

7 

 Participants 6 Eligibility criteria 8 

  7 On what basis potentially eligible participants were identified (such as symptoms, results from 
previous tests, inclusion in registry) 

8 

  8 Where and when potentially eligible participants were identified (setting, location and dates) 7-8 

  9 Whether participants formed a consecutive, random or convenience series NA 

 Test methods 10a Index test, in sufficient detail to allow replication 8-13 

  10b Reference standard, in sufficient detail to allow replication 8 

  11 Rationale for choosing the reference standard (if alternatives exist) 8 

  12a Definition of and rationale for test positivity cut-offs or result categories of the index test, 
distinguishing prespecified from exploratory  

12-13 

  12b Definition of and rationale for test positivity cut-offs or result categories of the reference 
standard, distinguishing prespecified from exploratory 

8 

  13a Whether clinical information and reference standard results were available to the performers 
or readers of the index test 

8 

  13b Whether clinical information and index test results were available to the assessors of the 
reference standard 

NA 

 Analysis 14 Methods for estimating or comparing measures of diagnostic accuracy 12-13 

  15 How indeterminate index test or reference standard results were handled 12-13 

  16 How missing data on the index test and reference standard were handled NA 

  17 Any analyses of variability in diagnostic accuracy, distinguishing prespecified from exploratory 14-15 

  18 Intended sample size and how it was determined 7 

 RESULTS    

 Participants 19 Flow of participants, using a diagram NA 

  20 Baseline demographic and clinical characteristics of participants Table 1 

  21a Distribution of severity of disease in those with the target condition Table 1 

  21b Distribution of alternative diagnoses in those without the target condition NA 

  22 Time interval and any clinical interventions between index test and reference standard 7 

 Test results 23 Cross tabulation of the index test results (or their distribution) by the results of the reference 
standard 

3 

  24 Estimates of diagnostic accuracy and their precision (such as 95% CIs) 3 

  25 Any adverse events from performing the index test or the reference standard NA 

 DISCUSSION    

  26 Study limitations, including sources of potential bias, statistical uncertainty, and generalisability 21 

  27 Implications for practice, including the intended use and clinical role of the index test 17-21 

 OTHER 

INFORMATION 

   

  28 Registration number and name of registry NA 
  29 Where the full study protocol can be accessed NA 
  30 Sources of funding and other support; role of funders 3 
     

 




