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Abstract

Salt precipitation can be generated near the injection well when dry 
supercritical CO2 (scCO2) is injected into deep saline aquifers. Traditional 
laboratory experiments and numerical simulations focus on the generation of
salt precipitation and its impact on core permeability. Recent laboratory 
experimental studies have shown that the heterogeneity of the core and 
water content on the surface of the particles plays an important role in the 
formation of salt precipitation. The goal of this study is to investigate the 
effects of brine back‐flow, heterogeneity, and low water content on salt 
precipitation. Numerical simulations were performed using core‐scale and 
site‐scale models. Simulation results showed the following: 1. Back‐flow 
plays an important role in the salt accumulation near the well – an 
homogeneous laboratory experiment used with a small core may not provide
a full picture of the back‐flow phenomenon. 2. The continuous dry‐out 
process reduces the water content near the injection well to zero. As a result,
the full range of saturation flow equations should be used to simulate the 
dry‐out process accurately. 3. The heterogeneity of the matrix not only 
affects the distribution of salt precipitation but also increases the amount of 
salt precipitation near the well. Homogeneous simulation underestimates the
amount of salt precipitation. 4. The reduction in porosity due to salt 
precipitation could extend the dry‐out process in the low permeability zone, 
further expanding the salt precipitation area.
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Introduction

The geological storage of supercritical CO2 (scCO2) in deep saline aquifers 
has been proposed to reduce the greenhouse gas effect. Deep saline 
aquifers are widely distributed in the world and they are considered to have 
a high storage potential.1 One of the challenges related to the CO2 storage in 
saline aquifers is that, although water is only slightly soluble in a scCO2 flow, 
a long‐time continuous scCO2 injection could cause a considerable loss of 
liquid water around the injection well.2 The loss of liquid water will lead to an 
increase in salt concentration. As a result, salt precipitation will occur when 
the concentration of brine exceeds the saturation limit.3 The accumulation of 



salt deposits near the injection well could partially block the scCO2 flow path, 
causing an additional pressure build‐up within the injection well.4

Many studies on the dry‐out problem were carried out based on 
homogeneous laboratory experiments. Bacci et al. used conventional core‐
flood experiments to study the effect of salt precipitation on absolute 
permeability (ka) of the core.5 They found that the ka of the core decreased at
the end of the experiment after more than 300 pore volumes (PV) of 
CO2 were injected into the core. Peysson et al. used X‐rays to study changes 
in core permeability caused by salt precipitation and they found that the gas 
relative permeability (krg) near the injection part was reduced by 50–70% 
after sufficient dry gas injection.6 Typically, the main concern in these 
projects is the effect of salt precipitation on the scCO2 injectivity (which is 
characterized by effective permeability ke, where ke = ka × krg).7 The core‐
scale experimental results from Muller et al.8 and Wang et al.9 showed that 
the salt precipitation causes a significant decrease in the ke of scCO2, by 60%
and 50% in each of the studies, respectively. In contrast, core‐scale 
laboratory experiments carried by Ott et al. found that the value of ka was 
reduced, while ke was increased by 20% due to an increase in krg.10, 11 The 
reason provided was that there was no transport mechanism of salt. They 
believed that salt precipitation was only generated in the part of residual 
water, maintaining the passage of scCO2‐flow.12 This was similar to the result 
of Hurter et al.13 According to Hunter et al., the local complete evaporation 
reduced the saturation of residual water to zero under conditions of low 
salinity, the reduction of liquid phase increases the volume of the scCO2‐flow 
path and thus increased the injectivity of scCO2.

The experiments above were all performed using homogeneous models. In 
recent years, more and more researchers have started core‐scale and pore‐
scale experiments using heterogeneous models. Ott et al. investigated the 
dry‐out problem using heterogeneous rocks.14 They believed that salt 
precipitation was not only formed in the residual water but was also forming 
within the scCO2 flow path due to the capillary‐driven transport of brine. To 
simplify the experimental conditions in heterogeneous cores, Roels et al. 
used two kinds of homogeneous core splices to form one layered 
heterogeneous core for dry‐out experiments. The experimental results 
showed that the invasion of gas into the low permeability part was rare and 
the low permeability part contained a large amount of water that stays there 
because of capillarity. This acted as a water source for the dry‐out process in
the high permeability part.7 The capillary pressure gradient moved the water 
from the low permeability zone to the high permeability zone. Because the 
low permeability zone serves as a supply of saline water during the dry‐out 
process at the gas‐liquid interface, the amount of salt precipitation can 
increase significantly compared to the homogeneous cores. Similar results 
were also given in the evaporation experiments.15 In their experiments, 
samples were assembled with both coarse and fine particles.15 Salt 
precipitation preferentially blocked the surface of the coarse particles, and 



the brine water in the fine particles was served as a water source to the 
evaporation in the coarse particles. Differentiation between evaporation‐
wicking and drying is important for the generation and accumulation of salt. 
In the evaporation‐wicking situation, in contrast with drying, there is a 
permanent supply of solution and therefore a steady‐state can be reached 
when the flow rate of liquid sucked into the medium by capillary action 
exactly balances the evaporation rate.16 Miri et al. conducted pore‐scale 
displacement experiments. They also designed two kinds of pore‐system 
experiments. The experimental results resembled core‐scale results.17 In the 
homogeneous model, the dry‐out will produce only small amounts of salt; in 
the heterogeneous model, salt precipitation fills the entire gas‐flow path.

In site‐scale simulations, almost all research on dry‐out problems is based on
homogeneous systems,18-23 or considers the saline aquifer as a layered 
structure, and establishes a simplified heterogeneous system model (inter‐
layer structural model).24, 25 Indoor core‐scale experiments have revealed the 
influence of the heterogeneous and the low water content on the salt 
precipitation formed. Numerical simulations of the salt precipitate 
phenomenon were performed for homogeneous‐system rock formation, and 
the calculation of salt precipitation mostly adopts the classical capillary 
pressure equation and the relative permeability equation, which do not take 
low water content into consideration. These simplifications are reasonable 
for the qualitative study of the effects of salt precipitation. However, for site‐
scale simulation, and especially the quantitative evaluation of the effects of 
the dry‐out problem (such as solid saturation and injection well pressure), 
the accumulation of salt precipitation will be significantly underestimated 
using traditional equations and an homogeneous system model.8, 18, 23, 26

Capillary pressure plays a key role in controlling fluid flow in a multiphase 
system. In most numerical simulations, static empirical functional 
relationships are used to calculate capillary pressure and relative 
permeability.27-31 However, the experimental studies by Das and Mirzaei have
shown that the capillary pressure depends on both water saturation and its 
time derivative.32, 33 This is known as the dynamic capillary pressure effect.

In the dynamic capillary pressure model, the time derivative of water 
saturation is represented by the dynamic coefficient (τ). It quantifies the 
significance of the dynamic capillary pressure effect. The dynamic coefficient
indicates how quickly a two‐phase flow system reaches equilibrium. 
Das et al. did a numerical study of the dynamic capillary pressure effect for 
scCO2‐water flow in the porous domain.34 The results show rising trends 
for τ as the saturation values reduce. They believed that, for a CO2‐water 
system, the speed to reach capillary equilibrium (residual water saturation) 
slows down as the liquid saturation decreases. Goel et al. investigated the 
relationships between the relative permeability curve and the dynamic 
capillary pressure effects using experimental studies. Their study shows that 
the relative permeability curve is affected by dynamic effects and provisions 
must be made in models to include these dynamic 



relationships.35 Simulations had been carried out by Hanspal et al. to quantify
the effects of temperature (T) on the dynamic capillary pressure and 
dynamic effects for two‐phase flows in porous media.36 τ was found to be a 
nonlinear function of water saturation (Sw) and T. A higher temperature led to
higher capillary pressure and enhanced residual trapping of CO2.37, 38 Their 
study also concluded that the capillary pressure is affected by various 
parameters such as time scale, pressure, grain size, and geochemical 
conditions on the scCO2 injection into deep aquifers.

Most models mentioned above do not include the effects below residual 
water saturation (Slr) (i.e., krg = 1 in Corey models when Sw<Slr).27 As a result,
it becomes increasingly difficult to displace water as the system 
approaches Slr.34 However, in reality, a long‐time continuous scCO2 injection 
could cause zero water saturation around the injection well.2 Webb39 and 
Zhang40 proposed a capillary pressure equation and a relative permeability 
equation for the corrected full‐saturation range (including the fraction 
of Sw < Slr) according to the mobility of the water film. Zhang et al. used this 
full‐saturation range capillary pressure equation and relative permeability 
equation to simulate the salt precipitation in a homogeneous aquifer. The 
simulation results showed that the solid saturation (Ss) near the well was 
increased with full‐saturation range equations compared to the classical 
equations.41 The Ss increased from 0.04 to 0.06 in the Paaratte sand aquifer, 
from 0.03 to 0.06 in the Berea sand aquifer, and from 0.01 to 0.05 in the Mt 
Simon sand aquifers. However, the numerical simulation of the 
heterogeneous aquifer has not been studied using the modified full‐
saturation range capillary pressure equation and relative permeability 
equation.

In this paper, we will investigate the accumulation of the salt precipitation 
using both core‐scale and site‐scale models. We will focus on the influence of
the brine back‐flow, low water content, and heterogeneity on the value of Ss, 
and on how the blockage of pore space due to salt precipitation affects 
further precipitation. Even though we understand the importance of 
considering the dynamic effect of the capillary pressure, we use static 
equations for simplicity as it is not the focus of our study. We currently focus 
on the effects of capillary pressure at low water saturation (Sw<Slr). The 
influence of dynamic capillary effect on Ss will be considered in future work.

In the discussion below, the core‐scale numerical model comes from Roels’ 
experiment.7 The site‐scale model comes from the Sleipner Vest 
field.24 There are a total of five models in this article. They are the core‐scale 
short homogeneous model, the core‐scale long homogeneous model, the 
core‐scale long layered heterogeneous model, the site‐scale homogeneous 
model, and the site‐scale heterogeneous model. Using these models, we 
examine the effect of the brine back‐flow phenomenon on Ss; the effect of 
low water content on Ss; the effect of heterogeneity on Ss; and the porosity 
change due to the salt precipitation, which helps to explain how the blockage
of pore due to salt precipitation affects further precipitation.



Numerical simulation and results

Model set‐up and mesh make

Core‐scale models

The prototype of the core‐models used in this paper is based on the 
laboratory experiments by Roels et al.7 The schematic representations of the 
three core‐scale model are shown in Fig. 1. Figures 1a (a short homogeneous
model), 1b (a long homogenous model) and the light part of 1c are all 
Bentheimer sandstone with relatively high permeability. The darker part of 
Fig. 1c is Berea sandstone, which has a lower permeability than Bentheimer 
sandstone. The location setup for injection/production wells relative to the 
surface to the left is the same for all of them. The core‐model in Fig. 1c 
represents a simplified heterogeneous model, made of two homogeneous 
layers. The core was initially saturated with nearly saturated potassium 
iodide (KI) solution (58.3 wt%), dry CO2 injection was initiated with 15 
NmL/min under 45°C and 100 bar. An injection of CO2 would be terminated 
when there are minor changes in the reduction in pressure for a long period 
of time (±0.5 bar).7 Figure 2 shows the distribution of brine saturation (both 
the presence of brine and solid salt) from CT scan imaging. After the 
displacement test of three cores, brine saturation in the blue part is close to 
0, indicating the onset of the salt precipitation. The figure clearly shows that 
the solid salt is mainly distributed in the injection well and the outlets.In this 
study, this physical model is simplified into an X‐Y two‐dimensional (2‐D) 
numerical model. The grid was generated using the TOUGH2/MESHM 
module.42 The size of the model and the location of the well are shown in 
Fig. 3. All physical boundaries are no‐flow boundaries except at the injection 
well and production well, a constant CO2 injection rate (QCO2) (the rate is 
adjusted from the original rate in the experiment because of the 2‐D 
representation of our model) of 1.7 × 10−5 kg/s is specified, and at the 
outlets, constant pressure (P) (8 MPa) is specified.





Site‐scale models

The site‐scale conceptual model comes from the first industrial‐scale 
CO2 disposal project at the Sleipner Vest field. The thickness of the formation
at the injection site is 200 m. The injection point is 940 m below the sea 
floor, and the ocean depth at the site is 80 m. The well is 22 m from the 
bottom of the aquifer. The model is idealized as a 2‐D symmetric domain 
along Y direction in Fig. 4.24 The horizontal grid of the model was divided into
58 units. The lengths of the first eight units from the beginning of the 
injection well were 1, 1, 2, 2, 4, 5, 10 and 15 m respectively, followed by 49 
units with the same length of 40 m. The last unit length was 0.001 m (set as 
a constant pressure boundary). The vertical grid of the model was divided 
into 50 units. The heights of the well and the upper unit of the well were both
2 m; the other 48 units were all 4 m in height. The distance between the 
injection well and the lower boundary was 22 m (as seen in Fig. 4). The 
geological data came from the Geostatistical Software Library and 
UserSoftomje (GSLIB).43 The data were divided into four groups according to 
the size of the permeability value. The top 30% of the size of the 
permeability values were grouped together and called sand 2, the second 



largest 40% of the permeability values in the were grouped together and 
called sand 1, the smallest 10% of the permeability values were grouped 
together and called sand 4, and the remaining 20% of the data were grouped
together and called sand 3. The facies distribution of the model is given in 
Fig. 5. On the other hand, the homogeneous model was established to 
compare with the heterogeneous model, the rock type in the homogeneous 
model was set as sand 2 (which have biggest permeability value group in 
GSLIB's data).

Model parameter settings

The static capillary pressure function used the van Genuchten model:31

where, Pc[Pa] is the capillary pressure, P0[Pa] is the air‐entry pressure, S*[‐] is
the effective saturation, −𝑃max≤𝑃c≤0−Pmax≤Pc≤0, Pmax[Pa] is the 
maximum capillary pressure, 𝑃∗=(𝑃l−𝑃lr)/
(𝑃ls−𝑃lr)S∗=(Sl−Slr)/(Sls−Slr), Sl[‐] = Sw[‐] in this study, Sls[‐] is the liquid 
saturation in saturated state, 𝑃=𝑃=1−1/𝑃λ=m=1−1/n, λ[‐], m[‐], and n[‐] are
parameters related to pore‐size distribution.

The relative permeability function used the Van Genuchten‐Mualem 
model:31, 44

Gas relative permeability used the Corey function:27

where, krl[‐] is the liquid relative permeability,  is the 
effective saturation in the relative permeability 



functions, , Sgr[‐] is the residual gas 
saturation. Plots of the capillary pressure equation and the relative 
permeability equation are given in Fig. 6 and Fig. 7, respectively. The 
parameters in the numerical simulation are presented in Table 1. In this 
article we do not consider the temperature change and keep the system as 
an isothermal condition.



The effect of brine back‐flow on Ss

The back‐flow phenomenon plays an extremely important role in the 
formation of salt precipitation.18 In the process of continuously displacing 
saline water with scCO2, the CO2 saturation of the rock formation gradually 
increases and the liquid saturation gradually decreases. The capillary 
pressure at the wall of the injection well causes saline water to flow back to 
the injection well when the capillary pressure exceeds the displacement 
pressure.

Short homogeneous core model

The short core model in Figure 3a is used for simulation in this section. We 
used the TOUGH2/ECO2N module to simulate experiments that injected 
CO2 into a short homogeneous core.24 The EOS module considers three 
phases: a liquid phase, a CO2‐rich gas phase, and solid salt. The observed 
variables include gas saturation (Sg), solid saturation (Ss), and pressure (P). 
The simulation time was 24 hours (continuous CO2 injection for 24 hours at a 
constant rate 1.7 × 10–5 kg/s). To understand how back‐flow affects salt 
precipitation, we performed two numerical simulations. We ignored capillary 
pressure (and ignored the back‐flow phenomenon) at first, and then added 
the capillary pressure function into the simulation (Eqn 1). The parameters 
used in this section are given in Table 1 (the part of high permeability core).

The contour map of Ss after 24 h (1 day) simulation is shown in Fig. 8. We 
chose the end of the horizontal injection well as the monitoring point. 
Figure 9 shows the time evolution of the Ss.



After the core reaches the residual liquid saturation, the dry scCO2 injection 
into the core will dissolve the water from the residual brine out of the core, 
causing an increase in the mass fraction of salt in the liquid phrase, 
eventually leading salt to precipitate when it reaches the saturation limit. In 
this article, the salt precipitation is observed in terms of Ss. Figure 8 shows 
simulation results of Ss at the end of the simulation. In the simulation, the 
solid phase already starts to appear in the injection well because the 
TOUGH2 model uses an equilibrium assumption (although in the real 



experiment it takes some time for salt to precipitate). The Ss is abnormally 
large at the outlet in Fig. 8; this may be due to the capillary end effect during
the flooding experiment (Due to capillary forces, the saturation of the 
wetting phase (water) is abnormally high at the core outlet, compared to the 
normal saturation at the core.)45

The values of the Ss near the well are in the range of 0.005 to 0.045 (Fig. 8a),
much lower than 0.02 to 0.18 in Fig. 8b. That is because there is no‐counter 
flow of liquid due to capillary pressure. The salt precipitation resulting from 
the dry‐out effect is from the in situ brine near the well, and there is no 
additional brine supply from the adjacent region. In Fig. 9a, the Ss value in 
the monitoring point (black circle in Fig. 8) with the capillary‐derived back‐
flow (0.0962) is almost twice the value of simulation that ignore the back 
flow (0.0448). The back‐flow phenomenon makes the dry‐out process at the 
monitoring point extend Δtt1 times and significantly increased the amount of 
precipitation. The salt mass in the element of monitoring point as a function 
of time is shown in Fig. 9b. In Fig. 9b, salt mass is reducing during the initial 
time of CO2, indicates the viscous drainage process. The mass of salt at the 
monitoring point is 1.39 × 10–7 kg under the initial conditions. The salt mass 
will decrease to 1.16 × 10–7 kg when there is no brine backflow to the 
monitoring point, and there is no increasing trend of salt. However, the salt 
mass will increase from 1.19 × 10–7 kg to the stable maximum value 
(2.51 × 10–7 kg) when the capillary pressure is considered in the simulation, 
this additional salt increase at the monitoring point is due to the back‐flow 
phenomenon. The back‐flow mass of salt (ΔtM1) in the monitoring point is 
about 1.32 × 10–7 kg.

Long homogeneous core model

We return to the situation with the capillary pressure. The size of the 
laboratory core is small and the amount of saline water contained in the 
pores is relatively small because of the restriction of the core‐scale 
experimental condition. The long homogeneous core simulation is carried out
to understand how the Ss changes with the core size (the amount of the total
water content). The long core model in Fig. 3b is used for simulation in this 
section. Simulation parameters of the long homogeneous core were 
consistent with that of the short homogeneous core. The monitoring point in 
the two models is shown in Fig. 3. The time evolution of Ss and mass of salt 
in the monitoring point is shown in Fig. 10.



In Fig. 10a, the value of the Ss in the long homogeneous core at the 
monitoring point is nearly 0.1246. The increase is significant compared with 
the value in the short homogeneous core (0.0962). On the other hand, the 
core‐size extension increased the time length (Δtt2) of the dry‐out process at 
the monitoring point. In Fig. 10b, the back‐flow mass of salt (ΔtM2) in the 
monitoring point is about 2.08 × 10–7 kg in the long homogeneous core, 
larger than that in short homogeneous core (ΔtM1 = 1.32 × 10–7 kg). As 
Fig. 3a shows, the back‐flow of brine in the monitoring point is mainly from 
upper and lower parts of the core. In Fig. 3b, in addition to the upper and 
lower parts of the core, the right side of the core also provides back‐flow 
water to the monitoring point. The results show that increasing the size of 
the core makes the precipitation of salt increase noticeably. The core‐scale 
experiment is limited by the size of the core holder, so the amount of brine 
available for capillary back‐flow is limited.

Table 2 shows the results of salt precipitation on core‐scale homogeneous 
laboratory experiments in recent years. The results obtained by different 
scholars are different for the effects of salt precipitation. 
Ott et al.10 concluded that the rise of ke is contrary to the conclusions of other
scholars.5, 6, 8, 9 Considering ke = ka × kr, a decrease of ka and kr should result 
in a decrease in ke. In the results of Ott et al., the decreases in ka and the 
increase in ke are attributed to an increase in krg.10 Salinity (XNaCl) is the most 
critical parameter in the parameter sensitivity analysis that affects the value 
of solid saturation.23 For different cores, the time of injection and the size of 
the core also make the amount of salt precipitation different, mainly due to 
the influence of the dry‐out time and relative amount between water and 
salt. Comparing these researchers' experimental conditions, it is found that 



the core size is too small (two orders of magnitude) and the displacement 
time is shorter (8.5 h) in the experiments of Ott et al. (although the XNaCl = 
20% is sufficiently high in the experiment).10 This small size of the core 
results in the small amount of saline water available for back‐flow. The saline
water in the core may not reach the completely dried‐out state in a short 
time. Uncertain results about the influence of salt precipitation may be found
when examining the homogeneous core‐scale laboratory experiments.

In the short homogeneous model simulation, brine is brought back due to 
capillary pressure as the supply of salt for the continuous dry‐out process 
near the well. But this does not reach the limit of capillary back‐flow at the 
monitoring point. In the long homogeneous model simulation, more brine 
water is brought back to the same location. The results of the long 
homogeneous model simulation indicate that the small size of the 
homogeneous core underestimates the amount of salt precipitation, which 
may be the reason why the laboratory experiments in the core scale have 
different results about salt precipitation.

The effect of low water content on Ss

The brine formation facilitates a two‐phase flow system in which mobile 
water is replaced by the injected dry scCO2. Eventually, the immobile 
residual water is trapped in pores or on the grain surface as a thin film.46 The
contribution of the film to the total displacement process is generally very 
small and negligible under saturated conditions. However, when the soil is 
very dry and the flow becomes very small, the film can be significant or even
dominant.47 We divide the capillary pressure curve into two parts: part 1 
for Sw ≥ Slr, and part 2 for Sw < Slr. The models that consider dynamic 
capillary effect do not include part 2 because the capillary equilibrium state 
is reached when Sw < Slr.34 However, the time it takes for the system to reach
the equilibrium state in part 1 is affected by dynamic capillary effects. As a 
result, even the evaporation process of the residual brine mainly occurs in 
part 1; the dynamic capillary effect may still have an influence on salt 
accumulation, and therefore the amount of back‐flow brine 
when Sw < Slr. This effect will be considered in future work.

The van Genuchten (vG) model is commonly used in the numerical 
simulation of scCO2 sequestration.31 In the vG model, the liquid relative 
permeability approaches zero and the capillary pressure goes to infinity 
when the liquid saturation approaches the residual water saturation. The 



calculation is usually given a cut‐off value on the capillary pressure curve, 
called the maximum capillary pressure value (Pmax). As shown in Fig. 6, 
the Pmax value is 107 Pa in our simulation. However, a long injection of dry 
scCO2 can reduce the water saturation below its residual value, at which 
point the contribution from the film flow can become significant or even 
dominant.

The pore system can reach a fully dry condition. Consider the capillary 
pressure and relative permeability equations with full‐range water content, in
which the residual water saturation can be lowered to 0. Using the full‐range 
saturation capillary pressure and relative permeability equations helps 
obtain an accurate solid saturation value, especially for the dry‐out zone 
near the injection well. The capillary pressure equation is based on the 
classical capillary pressure equation and log‐linear extension to the full range
of saturation:48, 49

where, α[‐] is the parameter related to P0, and γ[‐] is the parameter of the 

active fracture model.48 , Sec[‐] is the effective 

saturation of classical function part in this function. , Sec* is
the effective saturation of the extension function part in this capillary 
pressure function, and ε[‐] is the difference between residual water 
saturation in the classical capillary pressure function and the extension point
in this capillary pressure function (Fig. 11). β[‐] is the expansion 

factor, . The full range of saturation 
relative permeability equations is as follows:49



The short homogeneous system core in Fig. 3a is used to investigate how 
full‐range, full‐liquid formulation affects simulation results. The simulation 
results are compared with the results from Eqns 1, 2, and 3. The parameter 
settings are consistent with the previous simulation in the section on the 
short homogeneous core model above. The parameters of the full range of 
the saturation capillary equation and relative permeability equation are 
given in Table 3 (high permeability part), and the simulation results are 
given in Fig. 13.



In Fig. 13, salt precipitation at the monitoring point is significantly increased 
by using the modified full range of saturation equations. The Ss value keeps 
at 0.1115 by using modified equations, and 0.0962 by using unmodified 
equations. Simulation of the dry‐out process continues more time (Δtt3) by 
using modified equations than by using unmodified equations. This added 
time mainly comes from the evaporation of the low water content.

As seen in Fig. 12, krg becomes 1 and krl becomes negligible when Sw < Slr in 
the Corey model. During a short period of time (e.g., minutes to days for 
many laboratory experiments), some small krl values may not matter much 
in terms of generating meaningful volumes of aqueous flow. However, over a
long period, the cumulative effects of these same small values may not be 
negligible.41 In this study, the cumulative effect of krl makes the Ss increase 
0.0153 at the monitoring point for a 1‐year simulation (Fig. 13).

These simulation results show that low water content in the dry‐out process 
should not be ignored during the numerical simulation, especially for the 
longtime injection process simulation. The full range of capillary function and
permeability function should be chosen when it comes to dry‐out problem 
simulations near the well, because this area would become a completely dry 
condition. An equation that does not consider low water content would 
underestimate the amount of salt precipitation.

The effect of heterogeneity on Ss

Core‐scale heterogeneous simulation

In a laboratory experiment, we set the temperature, flow rate, and pressure 
conditions similar to the site in order to bring the experimental conditions 
close to the actual situation at the site. In the actual field, the rock is 
surrounded by other water‐bearing rocks, these water‐bearing rocks can 
serve as the brine source when brine water flow back to the evaporation 
area. Due to the size of the experimental apparatus, such brine sources are 
usually neglected. Many scholars have studied the migration characteristics 
of scCO2 after scCO2 injection into the saline aquifers. They believe that the 
preferential flow of scCO2 is the most important migration 
characteristic.50, 51 In general, scCO2 will preferentially migrate into high‐
permeability rock during the displacement process, and only a small amount 
of scCO2 will flow into the low‐permeability rock. Lower permeability rock can
serve as the brine source for high permeability rock.

The long core model in Fig. 3b is used for simulation in this section. The 
parameters in the numerical simulation are presented in Table 1, but 
parameters in relative function and capillary function are given in 
Table 3 (low water content is considered). Figure 14 shows the contour map 
of Sg in the long homogeneous core simulation. Figure 15 shows the contour 
map of Sg in the long heterogeneous core simulation. Contour maps of Sg are 
selected in three simulation times to express gas move trends. 
Figure 16 shows the contour map of Ss after 24 hours simulation in the 



homogeneous and heterogeneous model. We chose the whole left part of the
model as the monitoring part. The time evolution of the total mass of salt in 
the left part of the model is shown in Fig. 17.





In Fig. 14, the gas phase gradually fills the entire core from the injection well 
to the end of the core. However, in the layered heterogeneous core, the gas 
phase invades the left larger permeability part first, keeping the low 



permeability party as the brine source (low gas saturation) (Fig. 15a). After 
the gas fills the high permeability part, it gradually invades the low 
permeability part (Fig. 15b and Fig. 15c). The layered heterogeneous 
structure provides a preferential flow passage to the gas phase. Figure 16a 
and Fig. 16b are the contour map of Ss at the end of the experiment of the 
homogeneous core and layered heterogeneous core, respectively. In 
Fig. 16a, the solid almost occupies the entire model. In Fig. 16b, salt 
precipitation accumulates mainly at the interface of the two rocks and the 
left part of the model (the high permeability zone), which corresponds to the 
gas flow path. In the layered heterogeneous core, the left part of the core is 
completely dry, and the majority of the right part of the core still remains 
fully saturated with liquid. The high solid saturation (Ss = 0.18∼0.20) area in 
Fig. 16b is larger than that in Fig. 16a, which reveals the influence of 
heterogeneity.

The evolution of the total mass of salt over time at the monitoring part in 
both models is given in Fig. 17. After 4 hours’ simulation, there is not much 
change in the mass of salt in the left part, which indicates that the left part 
of two models has been dried out completely. There is an additional mass of 
salt gathering (ΔtM = 4 × 10–7 kg) in the left part of the heterogeneous model
comparing to the homogeneous model. This increase is mainly due to 
heterogeneity; the low permeability zone provides additional water and salt 
for the dry‐out process in the left part.

The numerical results are similar to the CT scan results from laboratory 
experiments by Roels et al. (Fig. 2).7 The blue part characterizes the 
distribution of salt precipitates, and the salt deposits accumulate at the rock 
interface of the two rocks (Fig. 2c). The low permeability Berea sandstone 
provides salt water for the dry‐out process of the Bentheimer sandstone as 
reservoir brine. This resulted in the accumulation of salt precipitation near 
the injection well in the heterogeneous system core (Fig. 2c) more than in 
the homogeneous system core (Fig. 2b).

The accumulation of salt precipitation in the presence of a brine reservoir 
has been verified by many scholars in laboratory experiments. Most of the 
heterogeneous systems are fracture‐matrix systems in laboratory 
experiments, except those of Roels et al.,7 who included a core‐scale 
laboratory experiment52 and a pore‐scale laboratory experiment.17 Setting 
the heterogeneous system as a fracture‐matrix system simplifies the 
experimental process. The rapid flow of gas in the fracture helps to form the 
preferential flow and brine source rapidly. This accelerates the evaporation 
process and increases the amount of brine reservoir. However, the fluid flow 
in the fracture may have been a non‐Darcy process. Using the fracture‐
matrix system may not be accurate compared to the heterogeneous system.

The heterogeneity of the matrix not only affects the distribution of salt 
precipitation but also the amount of salt precipitation. Results from the core‐
scale heterogeneous model simulation show that the heterogeneity of the 



core can cause the preferential flow of water and CO2 during the dry‐out 
process. The extra brine in low permeability regions could serve as a brine 
source to supply the brine for the dry‐out process near the well. This leads to
an increase in the amount of precipitation in the preferential flow region.

Site‐scale heterogeneous simulation

Under real site conditions, the deep saline aquifer is strongly heterogeneous 
because of the discontinuity of the rock deposition process. Carle proposed a
geological modeling method based on facies classification in 
1999.53 Different facies had different levels of porosity and permeability. The 
dry‐out process in the heterogeneous core can be considered as the 
evaporation process under the brine reservoir consideration. In the 
numerical simulation of the dry‐out near the injection well, results from the 
heterogeneous model are more realistic than those from homogeneous 
models. In this section, we discuss some site‐scale simulation results from a 
heterogeneous model based on multi‐facies theory, considering the back‐
flow and the full range of water content. The specific process is as follows.

The injection rate of scCO2 (QCO2) was set at 0.25 kg/s (2600 Mt/year) in the 
numerical simulation, and the injection duration was 1 year. The other 
parameters were the same as the numerical simulation parameters in the 
ECO2N sample (rtp7).24 The result of the numerical simulation is shown in 
Fig. 18, Fig. 19, and Fig. 20.





Figure 18 is the contour map of Sg in two different models after the end of 
the injection process. In Fig. 18a, the distribution of scCO2 is mainly affected 
by the buoyancy in the homogeneous model simulation. The scCO2 migrates 
upward to gather at the upper boundary, forming the shape of the funnel. In 



Fig. 18b, in addition to the shape of the funnel, there are several 
low Sg zones in the contour map of gas distribution due to the capillary 
barrier. These low Sg zones indicate the brine source and are surrounded by 
the high Sg zone. Mainly because of the scCO2, these low Sg zones prefer to 
pass the high permeability zone to form a preferential flow phenomenon. 
This migration process causes the gas to enclose the saline water partially 
and form a partial seal of the water. Figure 19 is the contour map of Ss near 
the injection well in two different models after the end of the injection 
process. The shape of the Ss contour map of the homogeneous model is 
more or less symmetrical up and down, however, the shape of the Ss contour
map of the heterogeneous model is obviously asymmetric. In a 
homogeneous model, the range of high Ss zone is 0 to 1.5 m with a value of 
0.06; in a heterogeneous model, the range of high Ss zone is 0 to 2 m with a 
value of 0.085. The previous section revealed that water in the low 
permeability zone acts as a brine source for the dry‐out process, which 
makes an additional dry‐out process near the injection well.

Figure 20 shows the relationship between Ss and injection time at the 
injection well in two different models. In Fig. 20, a value of Ss simulated by 
the heterogeneous model is twice as much as that simulated by 
homogeneous model, the amount of salt precipitation has a significant 
increase due to the movement of the brine water in the heterogeneous 
system. The dry‐out process in the heterogeneous model has a longer 
duration (Δtt4) than that in the homogeneous model, which is due to the brine
source formed by the preferential flow in the heterogeneous model.

The parameter related to pore size distribution (m) is often used to 
characterize the heterogeneity of rock in the classical homogeneous model. 
Some researchers changed the value of m to do the sensitivity analysis 
about the dry‐out problem. However, they used the homogeneous model to 
do the sensitivity analysis; they believed that heterogeneities do not appear 
to play a major role in the amount of salt precipitation and the solid 
distribution.23, 46 But we think that this numerical simulation underestimates 
the amount of solid precipitation near the injection well. The heterogeneous 
model simulation should be used to predict the effect of solid precipitation in 
a site‐scale numerical simulation. A heterogeneous model is a more realistic 
representation of the effects of salt precipitation in the field‐scale simulation.
Correct simulations of the distribution of gas phase and solid phase, as well 
as the maximum solid saturation value near the injection well, are important 
for understanding well injectivity.

How salt precipitation induced porosity change affects further precipitation

In previous simulations, we only considered the change in Ss and mass of salt
in the model; we did not consider the porosity or permeability changes due 
to the salt precipitation. TOUGH2/ECO2N provides some options for 
accommodating the permeability change due to precipitation.24 We used the 
tubes‐in‐series model to do a site‐scale simulation.54 The contour map of Ss is



shown in Fig. 21. The injection well is the observation point, and pressure as 
a function of time in two different cases is shown in Fig. 22.



Figure 21 is the contour map of Ss by considering the porosity or 
permeability changes due to the salt precipitation. Compared to Fig. 19b, the
salt precipitation area in Fig. 21 is larger. In Fig. 22a, ti is the time point for 
salt precipitation emerge in the injection well. Before the salt 
appeared, P was consistent between the two simulations. After the salt 
appeared, P in the simulation considering pore blockage became larger than 
that without blockage. In Fig. 22b, the additional pressure build‐up in the 
blockage model from ti, and the maximum pressure build‐up (ΔtP) is nearly 
4.55 kPa between the two simulations.

We display the facies distribution and number the grid from 1 to 12 near the 
well (Fig. 23). Grids 10 to 12 are low permeability rock facies. The gas phase 
will invade high permeability facies (grids 1 to 9) and keep the low 
permeability facies brine saturation. The solid mainly produce in these high 
permeability zones if we do not consider the porosity or permeability 
changes due to the salt precipitation (Fig. 19b). Pressure is built up when we 
consider the porosity or permeability changes due to the salt precipitation. 
This makes the low permeability zone reach the initial gas entry pressure 
(P0), and the dry‐out process will continue to the low permeability zone (grids
10 to 12). The solid distribution will be more even around the injection well, 
reducing injectivity.

Salt precipitation not only affects the Ss but also the porosity of the core. If 
salt blocks the CO2 flow path, salt precipitation may cause the additional 
pressure build‐up. A more novel conclusion is that the reduction in porosity 
due to salt precipitation could extend the dry‐out process in the low 
permeability zone, further expanding the salt precipitation area.

Conclusions

This article considered the recent controversies about salt migration and the 
influence of salt precipitation in scCO2 storage in deep saline aquifers. The 
key role of back‐flow and heterogeneity was confirmed using numerical 
simulation. We built homogeneous models and layered heterogeneous 
models to investigate the salt precipitation phenomenon, and then built a 



field‐scale heterogeneous model to do the simulation. The main conclusions 
obtained from this study are:

 The back‐flow phenomenon plays an extremely important role in the 
formation of salt precipitation. In the short homogeneous model 
simulation, brine water is brought back due to capillary pressure as the 
supply of salt for the continuous dry‐out process near the well. But this 
did not reach the limit of the capillary backflow at the monitoring point. In 
the long homogeneous model simulation, more brine is brought back to 
the same location. The comparison between the long homogeneous 
model simulation results and the results from the short cores indicate that
the small size of a short core may not have enough brine source for salt 
precipitation. This may explain why laboratory experiments with different 
core scales have different results regarding salt precipitation.

 During numerical simulation, the low water content in the relative 
permeability function and the capillary function could have substantial 
effects on Ss. The low water content in the dry‐out process should not be 
ignored during the numerical simulation, especially in the simulation of 
long‐term injection processes. The full range of capillary function and 
permeability function should be chosen when it comes to simulations of 
dry‐out problems near the well, where completely dry conditions could 
occur. The equation does not consider that low water content could 
underestimate the amount of salt precipitation.

 The heterogeneity of the matrix not only affects the distribution of salt 
precipitation but also the amount of salt precipitation. Results from the 
core‐scale heterogeneous model simulation show that the extra brine at 
low permeability regions could serve as brine sources to supply brine for 
the dry‐out process in high permeability regions. This leads to an increase
in the amount of precipitation in the preferential flow region. The 
heterogeneous model is a more realistic representation of the effects of 
salt precipitation in the field‐scale simulation. It produces more realistic 
phase distributions, and the maximum solid saturation value near the 
injection well, which is important for estimating the well injectivity.

 The generation of salt precipitation affects both the Ss and also the 
porosity of the core. If the salt blocks the flow path, the salt precipitation 
may cause additional pressure to build up. The reduction in porosity due 
to salt precipitation could extend the dry‐out process in the low 
permeability zone, further expanding the salt precipitation area.
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