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6.1.2 Multi-Bit Upset (MBU) Model (ŜER) . . . . . . . . . . . . . . . 69
6.1.3 SER Analysis Framework . . . . . . . . . . . . . . . . . . . . . . 71

6.2 MBU Aware Voltage Scaling . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3 Power-Aware ID Optimization . . . . . . . . . . . . . . . . . . . . . . . . 74

6.3.1 Interleaving Distance Power Model . . . . . . . . . . . . . . . . . 74
6.3.2 Optimal Interleaving Distance (OID) . . . . . . . . . . . . . . . . 77

6.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4.1 Interleaving Distance Effect on Vtol . . . . . . . . . . . . . . . . . 79
6.4.2 Power Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

iv



7 Dynamic Voltage Scaling for SEU-Tolerance in Low-Power Memories 84
7.1 Soft-Error Immunity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.1.1 Built-In Current Sensor (BICS) . . . . . . . . . . . . . . . . . . . 86
7.1.2 Column-based Vdd Memory . . . . . . . . . . . . . . . . . . . . . 87

7.2 Adaptive Soft-Error Tolerance . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2.1 Adaptive Supply Voltage Strategy . . . . . . . . . . . . . . . . . . 89
7.2.2 Memory Timing Access . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.3 Minimum Recovery Voltage Vhigh . . . . . . . . . . . . . . . . . . 92

7.3 Probabilistic Power Model . . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.3.1 Power Model using Vhigh and DRV . . . . . . . . . . . . . . . . . 96

7.4 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7.5.1 Dynamic Noise Margin (DNM) for SEU Analysis . . . . . . . . . . 98
7.5.2 Power Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

7.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

8 Practical Issues with Fault Tolerant Low-power Memories 104
8.1 Measurement of Row/Column Leakage in Real Memory . . . . . . . . . . 104
8.2 Fuse Architecture and Programming . . . . . . . . . . . . . . . . . . . . . 105
8.3 Generating Accurate Supply Voltages . . . . . . . . . . . . . . . . . . . . 107
8.4 Verification of SEUs/MBUs and SER . . . . . . . . . . . . . . . . . . . . 108

9 Conclusions and Future Work 109
9.1 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
9.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Bibliography 112

v



List of Figures

1.1 Chain Diagram between Fault tolerance and Low-Power in Memory De-
sign. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Six-transistor SRAM cell (6T Cell) . . . . . . . . . . . . . . . . . . . . . 6
2.2 Cell size ratio (CR,PR) effect on node voltage with PTM model . . . . . . 8
2.3 Static Noise Margin (SNM) of cell in VTC (Read, Write SNM) . . . . . . 10
2.4 Optimal energy point is near sub-threshold and sub-threshold scaling in-

creases the failure probability. . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Variance and ratio of DRV to supply voltage using 32nm, 45nm, 65nm,

90nm PTM model [4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Lognormal Distribution of 4K cells DRV at 45m PTM model . . . . . . . . 15
2.7 Column based Vdd line for active power reduction in memory array . . . . 16
2.8 Eight-transistor (8T) CMOS SRAM cell . . . . . . . . . . . . . . . . . . . 17

3.1 Single Event Upsets (SEU) due to the energy particles in Transistor . . . . 21
3.2 Modeling the induced current pulse to simulate Soft Error effect in gate

level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Concept of Redundant Spare Rows and Columns . . . . . . . . . . . . . . 24
3.4 Interleaving Distance (ID) Scheme for Soft Error avoidance . . . . . . . . 25
3.5 Built-In Current Sensors (BICS) detect particle strikes by monitoring the

virtual supply and ground. . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.1 Voltage vs. SNM(Read) Using PR=0.5, 0.8, 1.0 and 2.0 . . . . . . . . . . 29
4.2 Pull-up Ratio (PR) vs. SNMproduct . . . . . . . . . . . . . . . . . . . . . 31
4.3 Comparison of Vthp between Non-optimized and Our method: our method

improves NBTI degradation of PMOS transistor compared to non-optimized
cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.1 Sub-threshold Vdd effect on 1K cell’s leakage and DRV distribution of 4K
cell with PTM [4] model . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.2 Monte Carlo Framework for DRVmap manipulation . . . . . . . . . . . . 43
5.3 Cell DRV vs. Cell leakage at Vdd=130mV on 16K sample cells . . . . . . 49
5.4 Our yield model matches simulation data for Vstdby calculation with good

accuracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

vi



5.5 Vdd, redundancies effect on yield with 1K SRAM . . . . . . . . . . . . . . 53
5.6 8T cells need a smaller voltage to have same read stability according to SNM. 56
5.7 Active operating voltage Vact distribution of 8T cells are significantly lower

than 6T cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.8 Memory architecture using the optimal voltage Vstdby and Vact for idle

mode and active mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.9 Comparison with previous methods with 1K SRAM . . . . . . . . . . . . . 62
5.10 Redundancy Effect on Leakage at Required Yields for 1K SRAM . . . . . 63

6.1 Monte Carlo Framework for SERmap manipulation . . . . . . . . . . . . 70
6.2 Vtol and worst-case voltage over n=1000 SERmaps at a normal flux [94] . 73
6.3 Example of ID effects (ID=1,2 and 4) on power in SRAM . . . . . . . . . 75
6.4 ID vs. Vtol and power optimal condition in 1K, 4K, 16K and 64K SRAMs

with Flux1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

7.1 Gate-level SEU simulation methodology are used to analyze circuit robust-
ness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7.2 Previous works have separately used Built-In Current Sensor (BICS) for
error detection and Column-based Vdd Array for dynamic power savings
depending on the operation (read or write). . . . . . . . . . . . . . . . . . . 88

7.3 Our approach uses Built-In Current Sensor (BICS) together with a Column-
based Vdd Array to detect SEUs at a column granularity. . . . . . . . . . . 89

7.4 A Monte Carlo framework is used to analyze the timing and power of the
low and high supply voltage levels. . . . . . . . . . . . . . . . . . . . . . . 91

7.5 Memory worst case delay is fit to a non-linear model for various array sizes. 91
7.6 Plot (Column size N vs. trecover) in different Ipeak. Recovery time of

memory array increases linearly as column size N increases. . . . . . . . . 93
7.7 Simulation results using our feedback (BICS and dual Vdd) on a 1024 bit

memory (32 cells in a column). Case (A): SEU flips memory cell, Case (B):
SEU but cell recovers due to a higher voltage. . . . . . . . . . . . . . . . . 94

7.8 Calculation of Vhigh lower-bound using tworst model and trecover simula-
tion with Ipeak=3.25E-05 shows that the criterion is satisfied around 0.9V
in 1024K SRAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

7.9 Peak current’s amplitude (Ipeak) vs. trecover in different dual Vdd combina-
tions (1K SRAM) Vhigh determines the memory tolerance to a given Ipeak
amplitude and it should be calculated to optimal Vdd level to reduce the power. 99

8.1 Electrical Fuse (eFuse) structure that is programmed by applying a high
voltage during NMOS activation. . . . . . . . . . . . . . . . . . . . . . . . 106

vii



List of Tables

4.1 Cell Layout Area Overhead using PR Value. . . . . . . . . . . . . . . . . . 32
4.2 Area Overhead of SRAM including Arrays and Peripherals. . . . . . . . . . 32
4.3 Performance (Delaywrite) Comparison to Original SRAM. . . . . . . . . . 33
4.4 Power Reduction @ 25,50,75 and 100◦C using Proposed Methods on a 6T

Cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.5 SNM Variation Comparison between Previous and Our Method. . . . . . . 35

5.1 Comparison of Leakage at 99.9% Yield when (6,6) redundancies are avail-
able. (6T cell) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.2 Comparison of Leakage at 99.9% yield when (6,6) redundancies are avail-
able. (8T cell) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.1 Comparison of Power Reduction Effect with various Radiations (flux1, flux2
and flux4) in various SRAM sizes (W=8) . . . . . . . . . . . . . . . . . . 81

7.1 Power Reduction Results when Radiation strikes memory Once in various
Sizes (p = 0.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7.2 Power Reduction Results when Radiation strikes memory Twice in various
Sizes (p = 0.2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

viii



Abstract

Low-Power Methodology for Fault Tolerant Nanoscale Memory Design

by

Seokjoong Kim

Millions of mobile devices are being activated and used every single day. For

such devices, energy efficient operation is very important; low-power operation enables not

only long battery time but also improves energy efficiency of the servers that communicate

with the mobile devices. However, reduced noise margin due to low-power operation and

process variation due to nano-scale transistor feature sizes increase the number of errors in

both mobile and server devices. Thus, low-power issues and reliability are strongly related.

This work focuses on reliable, low-power methodologies for SRAM memories. It

is the first to consider SRAM cell optimization for power and reliability simultaneously. The

main contributions are the following. To guide parametric hard faults, this work addresses

energy optimality and yield considering redundant spare rows and columns. This work also

describes a method for soft error tolerant low-power memory design using an architectural

technique to avoid Multiple Bit Upset (MBU) at low voltages. Then methods using dynamic

voltage scaling for soft error tolerant low-power memory designs are investigated.

This thesis results in the improvement of memory power consumption and in-

creases the reliability of memory arrays. Using cell optimization, redundancy utilization,

interleaving techniques, and adaptive dynamic voltage scaling, memory reliability is im-

proved and power reduction is reduced by 10%-40% depending on the method applied

without sacrificing error tolerance.
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Chapter 1

Introduction

The recent trend of increasing energy costs and usage of mobile applications has

sparked a strong interest in energy efficient systems that use non-traditional energy sources

such as battery, solar, scavenging, etc. Many of these alternative energy sources provide

very small amounts of power in the µW range and therefore cannot be used with traditional

super-threshold (Vdd > Vth
1) circuits. To address this, previous researchers have shown that

memory can operate with supply voltages well into the sub-threshold region (Vdd < Vth)

[12, 28, 81] and that this region is even energy optimal [81].

Among the methods for power reduction, the mainstream method is lowering the

supply voltage [13, 63, 80, 82, 84]. Scaling the operating voltage can reduce the power

consumption very effectively in super-threshold region (Vdd > Vth). Using this voltage

scaling, battery powered device can outlast their operation time while keeping the minimum

performance compared to the device without voltage scaling. The advantage of voltage

scaling method also apply in sub-threshold region (Vdd < Vth). However, in sub-threshold
1Voltage at which channel formation occurs and it conducts source and drain of a transistor.
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region, some reliability issues occur due to process variation and external noise.

Increased process variation and unknown external noise cause reliability prob-

lems in the ultra-low-power circuits. In the low Vdd region, circuits can be easily affected

by noise due to the low Vdd’s weak driving strength, and it is hard to expect number of

errors and location of errors due to the random process variation. The cause of these

reliability problems can be either permanent (hard) faults [45] or transient (single event)

faults [20, 55, 57, 95]. Often hard faults during the manufacturing process due to pro-

cess variation and affect the manufacturing yield. Other type of faults, transient faults,

mostly occur when the external noise/energy particle hits the circuit’s operation node such

as memory cell-flip2 to malfunction due to an atomic energy particle spike. The rate of

both permanent and transient faults increases in low-power circuits and must be a primary

consideration in real applications.

1.1 Fault Tolerant Low-Power Memory

At low Vdd, Vth mismatch and noise can affect memory power, performance and

reliability so that it should be considered at early design stages. Figure 1.1 describes the

chain diagram of fault tolerant low-power memory in a clockwise rotation. The need for

low-power results in the various low-power techniques, which reduce the feature size and

worsen the process variation. As a consequence, the reduced Vdd and process variation

bring the reliability issues such as errors in memory. Specifically, hard-errors (permanent

faults) and soft-errors (temporal faults) happen in memory. To deal with these, researchers

focus on fault tolerant techniques such as increased supply voltages and fault-aware circuit
2Stored logic value is inverted in memory cell due to the external energy.
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Low	  Power	  techniques	  
Voltage	  Scaling-‐down,	  	  

Sub-‐threshold	  Opera8on	  

Process	  Varia2ons	  
(Intra/Inter	  Die	  varia8on)	  

Errors	  
Hard-‐error	  (Permanent	  Fault)	  
SoC-‐error	  (Temporal	  Fault)	  

Technology	  Scaling	  Down	  
(Reduced	  charge,	  VDD,	  	  

feature	  size)	  

Fault	  Tolerant	  techniques	  
Voltage	  Scaling-‐up,	  

	  Circuit	  design	  techniques	  

Fault	  Tolerant	  	  
Low	  Power	  Memory	  

Power	  increased	  
Feature	  size-‐up,	  	  

voltage	  up	  

Figure 1.1: Chain Diagram between Fault tolerance and Low-Power in Memory Design.

design. It means that the feature sized-up and Vdd increased eventually.

Through this chain, we can notice that low-power issues are not an independent

problem. All low-power issues are connected to the correspond reliability issues and vice

versa. This means that both (low-power and reliability methodologies) should be consid-

ered simultaneously. This work describes methodologies considering low-power and fault

tolerant issues, simultaneously.

1.2 Thesis Contributions and Outline

This thesis describes proposed methodologies for combined low power and relia-

bility. Each proposed method contributes to the low-power improvement as well as the fault

3



tolerance. Specifically, our major contributions are as follows:

• For fault tolerant low-power memory cell design, transistor sizing method consider-

ing reliability is proposed [43].

• For permanent error free design, a memory redundancy utilization method consider-

ing leakage reduction is proposed [41].

• For static soft error tolerant design, a memory interleaving distance optimization

method considering Multiple Bit Upsets (MBU) is proposed [42].

• For dynamic soft error tolerant design, dynamic Vdd scaling method using Built-in

Current Sensor (BICS) is proposed.

All these contributions reduce the power consumption effectively and achieve fault toler-

ance. Using cell optimization, redundancy utilization, interleaving techniques, and dynamic

voltage scaling, the power improvement and reliability of memory increased by 10%-40%

depending on the error types without sacrificing yield and soft error tolerance.

The rest of this thesis proceeds as follows: Basic features of low-power fault

tolerant memory are reviewed in Chapter 2 and Chapter 3. For low-power tolerant mem-

ory design, a memory cell optimization technique considering noise margin is described in

Chapter 4, redundancy utilization method is proposed in Chapter 5, a memory interleaving

distance optimization method is proposed in Chapter 6 and dynamic Vdd scaling method us-

ing BICS adaptive feedback system is proposed in Chapter 7. Each Chapter shows separate

results and Chapter 9 concludes the thesis and motivates future works.

4



Chapter 2

Low-Power Memory Design

With technology scaling, device variability in nanometer SRAM cell design is

increasing. The wider spread of local mismatch leads to reduced SRAM reliability. To

estimate the robustness of memory cell, Static Noise Margin (SNM) has become one of the

major concerns for SRAM design. In Section 2.1, basic SRAM structure/operation and the

definition of SNM is described in detail. Then Section 2.2 illustrates the methodologies for

low-power memory design.

2.1 Static Random Access Memory (SRAM)

2.1.1 Memory Cell Structure (6T Cell)

In Figure 2.1, a typical 6T CMOS SRAM cell is shown with two NMOS access

transistors (N3 and N4) and four storage transistors (N1, N2, P1 and P2) that form a cross-

coupled inverter. The 6T-cell design must allow non-destructive read operations and reliable

write operations.

5



Figure 2.1: Six-transistor SRAM cell (6T Cell)

2.1.2 Read/Write Operation

The read operation is started by enabling the WL which connects the precharged

bit lines to the internal node of the cell. To read a 1, the bit line voltage VBL remains at

a precharge level and the complementary bit line voltage VBLB is discharged through two

transistors, N1 and N3, in series. The sizing of N1 and N3 should maintain the node voltage

on I1 so that it doesn’t cause a switching of the other inverter’s input (P2 and N2). If the

sizing violates this safety voltage level, it will discharge I2 and result in a destructive read.

The maximum voltage ∆V which is allowed without flipping the cell during a read access

can be expressed as [64]:

∆V =
1

CR

(
VDSATn + CR(VDD − VTHn)−√

V 2
DSATn(1 + CR) + CR2(VDD − VTHn)2

) (2.1)
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where CR (often called β) is the cell ratio defined as:

CR =
WN1/LN1

WN3/LN3
=
WN2/LN2

WN4/LN4
(2.2)

To demonstrate the transistor’s size effect on node voltage, we simulated SRAM

cell with 45nm PTM [4] model parameter as Figure 2.2 shows. The dependence of ∆V on

CR is shown in Figure 2.2(a). In order to ensure the stable read access, CR should be large

enough that ∆V is less than Vthp. Typically, in order to perform a non-destructive read, CR

must be greater than one. Adding an adequate noise margin and depending on the target

application, the CR can range from approximately 1-2 as in Figure 2.2(a).

During write operations, one of the bit lines, BL or BLB, is driven to the precharged

level VDD and the other is driven low. When the word line is enabled, the bitline and the

internal node are connected and the voltage levels overwrite the internal nodes. If the tran-

sistors P2 and N4 are properly sized, for example, then the value on node I2 will be over-

written successfully. The node voltage derived from the write operation can be expressed

as [64]:

V = VDD − VTHn −
√

(VDD − VTHn)2 − 2
µp
µn
PR ·K (2.3)

where

K = (VDD − |VTHp|)VDSATp −
V 2
DSATp

2
(2.4)
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Figure 2.2: Cell size ratio (CR,PR) effect on node voltage with PTM model
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and PR is the pull-up ratio of the cell defined as:

PR =
WP1/LP1

WN3/LN3
=
WP2/LP2

WN4/LN4
(2.5)

If P2 and N4 are not properly sized, the cell’s voltage level will not be flipped and a write

failure occurs. For example, assume that BLB is precharged to VDD and the node voltage

I1 is initially set to zero voltage. If WL is enabled, the precharged BLB will change the

voltage level of node I1 to near VDD level. But if P2 is over-sized, the gate voltage level of

N1 will exceed the threshold voltage, Vthn, and discharge I1. As shown in Figure 2.2(b),

the PR value should be selected to make ∆V smaller than the threshold voltage Vthn to

ensure a stable write operation.

Besides the read/write operation, SRAM spends most of the time in idle mode.

This mode is called stand-by/hold operation. In stand-by operation, the wordline WL turns

off the access transistor (N3, N4) and keep the stored value. Since this operation is critical

in low-power SRAM design, it will be illustrated further in Section 2.2.2.

2.1.3 Static Noise Margin (SNM)

SNM is widely used as the criteria of stability. SNM is one of the most important

factors in analyzing SRAM cell design. As technology scales from 250nm to 45nm, Vth

mismatch increases and the SRAM SNM is reduced up to four times [87].

The traditional butterfly SNM approach using the input voltage to output voltage

transfer curves (VTC) is the most popular one. Figure 2.3 shows the read SNM and write

SNM in relation to the cross-coupled inverter characteristics [71,83]. Read SNM is defined
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Figure 2.3: Static Noise Margin (SNM) of cell in VTC (Read, Write SNM)

as the width of embedded maximum square in VTC curve and write SNM is defined as the

width of the smallest square that can be embedded between the lower-right half of VTC

curve.

2.2 Methodologies for Low-Power Memory

2.2.1 Current State of the Art: Toward Sub-Threshold SRAM

Both resilience of memory and the drastic scaling of supply voltages into the

sub-threshold region have independently received significant interest. Without improved

reliability of low-power devices, it is not possible to exploit their energy efficiency in any

practical system that requires reasonable reliability. This section summarizes the recent

work targeting sub-threshold memories.

In recent years, there has been a significant amount of work on circuits and design

for sub-threshold circuits [12, 28, 66, 74, 81, 89, 90]. Wang et al. demonstrated that the
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optimal energy point for an FFT processor was actually in the sub-threshold region due

to high-switching activities [81]. The subsequent works have focused on sub-threshold

memories [12, 89], effects of technology scaling on sub-threshold circuits [28, 66], new

circuit techniques [49, 73] and sub-threshold optimization [29].

In prior works [89], the energy optimal voltage was selected to minimize a com-

bination of active and leakage current as shown in Figure 2.4(a). The energy optimal point

depends on the circuit activity rates, capacitance, and frequency.

These previous works, however, only cursorily investigated the effects of such

supply scaling on the reliability of such circuits by measuring errors on fixed architectures

and circuit styles. For example, in [28], the technology impact on bit error rates is shown to

be a problem as illustrated in Figure 2.4(b). In [89], bit error rates for read, write and hold

are analyzed for a specific SRAM with a new circuit style at various supply voltages.

2.2.2 Voltage Scaling techniques

Voltage scaling can make SRAMs consume less power. The key idea is to control

the voltage bias according to the cell operating mode. Normally, SRAM cells spend most

of the time in idle mode. During the idle mode, the WL is deasserted and the internal node

voltage of the cell maintains the previously stored value. The supply voltage for the SRAM

during idle mode can be reduced as long as the previous stored value is kept.

To keep the correct data with the minimum energy, people use the minimum hold

voltage in idle mode so that the memory cell can hold the correct logic value with the

minimum voltage [11, 82]. This small amount of voltage to hold the correct value is called

Data Retention Voltage (DRV). Normally DRV is less than the threshold voltage and can be

11



(a) Optimal energy point is near sub-threshold (Vdd ¡ Vth) region (in-
verter chain) [89]

(b) Voltage scaling increases read failure probability for a single SRAM cell at
250mV under different scaling strategies. [28]

Figure 2.4: Optimal energy point is near sub-threshold and sub-threshold scaling increases
the failure probability.
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calculated using the static noise margin calculation based on DC simulation when SNM is

almost equal to zero.

Using the full voltage in active mode and DRV in idle mode can be a very ef-

fective approach. It reduces the leakage power of the memory array efficiently without

any performance degradation while the memory operates in active mode. Since most of

the cells, except those in the accessed row, are normally in the standby mode, the leakage

power is minimized with a low DRV. Previous works show that the DRV limit is less than

80mV for a 45nm, 150mV for a 90nm PTM technology at 60 ◦C [82]. However, using

the minimum DRV level in a memory array makes the number of faults (Hard Faults and

Soft Errors) increase dramatically because DRV is very sensitive to the process variation

(Vth variation). As the technology scales to the 65nm and 45nm regions, both Vdd and Vth

decrease so that the DRV variation dramatically increases. We observe using the Predictive

Technology Models (PTM) [4] that both the variation and the portion of DRV are increasing

in Figure 2.5.

Researchers often analyze DRV and use a guard band voltage. In Figure 2.6, the

DRV has the shape of the lognormal distribution. It has a long tail in the worst case DRV

direction. This means two things: a) a small portion of DRV determines the worst case

DRV and b) using the worst DRV may not promise reliable hold operation in idle mode due

to the variation in low Vdd regions. In other words, to optimize the power, the worst case

DRV should be minimized, and to assure the reliable idle operation, a guard band voltage

above the worst case DRV is required. As expected, this is a conflict. To resolve this, we

propose one method in Chapter 5.
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Figure 2.5: Variance and ratio of DRV to supply voltage using 32nm, 45nm, 65nm, 90nm
PTM model [4]

2.2.3 Transistor/Circuit level techniques

One way in which designers have tried to address the power consumption problem

is by applying reverse/forward body-biased SRAM cache and high-Vth transistors [38].

Using high-Vth for suppressing the leakage and forward body biasing for the performance is

efficient to reduce the power consumption in SRAMs [38] but this method needs additional

fabrication steps and masks for super halo doping to use high Vth transistors.

In similar motivation, people used the transistor gate sizing method [23] for the

power reduction. This method lowers Ids current by reducing the ratio of transistor width

and length (W/L). For instance, if the designer knows the critical path and can list the tran-

sistors that belong to the non-critical path, this method modulates the non-critical path’s
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Figure 2.6: Lognormal Distribution of 4K cells DRV at 45m PTM model

transistor gate size (the transistor’s W/L) to reduce drain-source current Ids within the

bound that the critical path delay is not violated. The advantage of this method is reducing

the overall power with transistor technique without any additional fabrication process.

Using a sleep transistor is one of the common strategy to suppress the leakage

power. This method is also called power-gating [14, 34, 37] and uses the connectivity of

the sleep transistor as a switch depending on the operation. Since the sleep transistor is

located in the charging or discharging path of a circuit, the sleep transistor size and location

is carefully selected depending on the current charging/discharging pattern and the amount

of current flow to minimize the impact on the power-gated circuit’s timing. Similarly, the

gated-supply voltage (Vdd) technique [36,61] and gated-ground technique [1,2] use a tran-

sistor as a switch to reduce the power depending on the circuit operation.
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Column-based Vdd method is an architectural technique proposed recently [27,

92]. Figure 2.7 shows the overview of this method. Each cell’s power line Vdd is connected
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Figure 2.7: Column based Vdd line for active power reduction in memory array

to the global power line in columns. This idea is based on the fact that SRAM read op-

erations need a higher Vdd compared to the write operation for valid operation. It has an

advantage of power reduction using two separate voltages (Vhigh and Vlow) depending on

the read/write operation.

Besides this, many design techniques have been proposed to reduce the sub-

threshold leakage, including drowsy caches [21, 40], asymmetric-cell [26].
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Figure 2.8: Eight-transistor (8T) CMOS SRAM cell

2.2.4 Cell Architecture Technique (8T Cell)

Using a different memory structure (8T Cell) is one of the efficient method for

sub-threshold SRAMs. This method uses a separated read operation path and write oper-

ation path to improve read operation at low Vdd. As expected, power and robustness are

improved compare to the traditional 6T cell. results in robustness and power improvement.

The fundamental stability problem in 6T cells is the stability of the read operation.

Adding two transistors to a 6T cell can isolate the internal node during a read operation as

shown in Figure 2.8 [11–13]. This, however, requires separate read and write word lines,

RdWL and RdBL, for each cell. During a read operation, RdBL is precharged to Vdd and

RdWL is enabled to turn on the transistor N6. Then the current from precharged RdBL

moves through the transistor N6. Consider a read operation of the P2-N2 stored node value
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in Figure 2.8. If the stored value of internal node I1 is Vdd level, this will turn on the

transistor N5. Consequently, the current will be discharged without affecting the internal

node I1 and I2 voltages. This completes a non-destructive read operation in 8T SRAM

cell. Hence, the 8T SRAM cell can improve the following aspects of the SRAM cell: 1)

the cell current Icell, 2) the dynamic and leakage power, and 3) read stability. Since there

is no disturbance during read and write operations, the read stability for an 8T cell has

significantly larger SNM, we will compare our results to this in Chapter 5.
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Chapter 3

Fault Tolerant Memory Design

As shown in Figure 1.1, low voltage operation and reduced transistor sizes in-

crease process variation and increase errors in low voltage regions. In Section 3.1, the types

of errors are introduced in detail and in Section 3.2, previous methodologies for tolerant

design are summarized.

3.1 Type of Errors (Hard Faults and Soft-Errors)

Errors occurred in memory design are largely categorized to two types. One is

hard faults and the other is soft-errors. Hard faults are described in Section 3.1.1 and soft-

errors are introduced in Section 3.1.2, respectively.

3.1.1 Hard Faults (Permanent Errors)

Hard faults are called permanent faults because this type of faults can be detected

and only repaired with repair techniques after the fabrication process. So it is very directly

related to manufacturing yield.
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The original works in the area of memory reliability focused on manufacturing

hard defects [16]. The author showed that having square memory arrays with small amounts

of redundancy or if it is not square having redundancy in the larger dimension is most

beneficial for yield. Subsequently, Shi and Fuchs [72] provided probabilistic algorithms

for reconfiguration of memories using spare columns and rows. In fabrication process,

reliability engineers check the test structures using voltage-timing plot such as the Shmoo

plot [6] and low voltage test [59] before mass fabrication with the initial post silicon data.

However, realistically, in many cases, memory arrays can fail to read, write and hold the

correct value even though the memory passed these tests in low voltage regions due to the

increased process variation.

Several researchers have presented studies on static and dynamic SRAM cell sta-

bility [3, 9, 31, 91] while others have proposed self-repairing or adaptive body bias tech-

niques to improve yield or power [3, 24, 51–53]. However, all of this reliable memory

research has focused on the super-threshold region of operation. The few works on sub-

threshold memories [13, 28, 89] have focused on absolute energy reduction with only a

cursory measurement of SNM and bit-error rates for a given design or circuit style.

3.1.2 Soft-Errors (Single Event Upsets)

SEUs are caused by alpha particles or cosmic rays that, when they collide with a

surface, create temporary electron-hole pairs. In the past, these were common only in high-

altitude (space) applications, but they are becoming more significant as process geometries

and supply voltages shrink. Figure 3.1 shows the case that an energy particle such as alpha,

neutron hits the channel of transistor and create the pairs of electron and hole. This means
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Figure 3.2: Modeling the induced current pulse to simulate Soft Error effect in gate level

that the transistor’s characteristic such as Ids changes depending on the amount of energy

particles.

To simulate this effect, people use artificial pulse generated by the induced spike

in Figure 3.2, attach the artificial pulse to the end of the node and simulate to see the ef-

fect of the induced energy particles at the transistor/gate level. Based on this simulation,

previous works have proposed methods to calculate the upset rate [54,65,93]. These meth-

ods typically calculate the critical charge [22] needed to hold the correct value on a circuit
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node. If radiation induces a higher charge than the critical charge, a transient error will

happen. Since transient errors are not permanent, it is possible to recover from such faults,

otherwise, there would be a soft error.

In the past, soft errors have been evaluated as Single Event Upsets (SEU) [57,95]

because the transient errors happened sparsely over the manufactured chip. As the transistor

sizes scale into the nanometer regime and the supply voltage is lowered, however, multiple

simultaneous errors have begun to appear. These multiple simultaneous errors are called

Multiple-Bit Upsets (MBUs) [20, 55] and are a significant issue in modern designs.

In memory devices, this pulse directly strikes the storing node and affects the

node voltage depending the energy particle’s strength. However, in combinational logic

devices, the pulse is only captured when the induced pulse is propagated to and captured by

a latch.

SEUs are typically prevented by electrical, logical, and temporal masking. Elec-

trical masking is the circuit robustness to added electron-hole pair charge; logical masking

is the prevention of a fault from propagating to the state or primary outputs; and temporal

masking is when a fault misses the timing window of a flip-flop or latch. Specifically, in

low-power memories, the vulnerability to SEUs increases tremendously due to:

1. Decreased CV nodal charge allowing fewer electron-hole pairs to upset a node.

2. Decreased static noise margins (SNM ) allowing a smaller transient pulse to flip.

3. Decreased attenuation due to small Ion currents delaying recovery from an SEU.

This means that SEUs in low-power memories and logic drastically increases even in non-

space applications.
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3.2 Methodologies for Fault Tolerance

In the non-sub-threshold region, there have been many works on reliable, low-

power memories. Memories, due to their small device sizes and large numbers of devices,

are typically the most sensitive to manufacturing and SEU errors. Although it is not fea-

sible to perform a complete analysis of all memory research, the most pertinent works are

summarized.

3.2.1 Redundant Row/Column for Repair Hard Faults

The testing community has developed methods to repair manufacturing faults

using redundant rows and columns to improve yield. Redundancy is effective approach to

increase the yield by replacing the faulty rows and columns with spares [16, 24, 50, 51, 72].

Applying row or column redundancy inevitably increases the power consumption due to

the spare rows and columns, however, more importantly, it can improve the yield. For

example, Figure 3.3 shows a 64-bit memory array with a small number of row and column

redundancies.

However, it is a well-known NP-complete problem to find an optimal coverage

with a limited set of row/column redundancies. One of the previous methods [44] employed

a reduction method with an exhaustive search that gives the exact solution, but it is slow

when the number of faults is large and may not find a feasible solution even if one ex-

ists. Other more recent prior works have focused on redundancy analysis (RA) heuristics

for built-in-self-repair (BISR) such as Repair Most (RM) and CRESTA [35]. RM is a fast

greedy approach, but does not guarantee the global optimal solution. CRESTA enumerates
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all possible cases to give an exact solution, so the hardware cost for CRESTA is very high

on large problems. More recently, another approach called IntelligentSolve [58] was pro-

posed using depth-first-search (DFS) for use during on-line fault detection. These previous

works have focused entirely on super-threshold memory optimization of hard manufactur-

ing faults.

Besides redundancy to repair parametric hard faults, several researchers have pre-

sented studies on static and dynamic cell stability [3, 9, 31, 91]. Several researchers pro-

posed self-repairing or adaptive (e.g. body bias) techniques to improve yield or power

[3, 24, 51–53] and yet others have focused on ECC in caches [39].
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Figure 3.4: Interleaving Distance (ID) Scheme for Soft Error avoidance

3.2.2 Various Techniques (ID, ECC and BICS) for Soft Errors

To reduce the soft error rate, many previous works employ architectural tech-

niques such as Error Correcting Codes (ECC) [25]. Error Correction Codes (ECC) add

additional parity bits to original data bits to detect/correct errors. ECC can detect soft errors

depending on the the number of parity bits. Single Error Correction Double Error Detection

(SECDED) scheme is normally used for ECC due to its simple architecture, but Double Er-

ror Correction (DEC) can be implemented using more logics and gates and increases power.

Due to the overhead, ECC alone is not a reasonable solution especially for MBU.

Many reliability engineers combine several techniques to increase MBU tolerance. In mem-

ory array design, designers employ an interleaving scheme to avoid MBU. The interleaving

distance (ID) is the physical distance between bits that belong to same word. One previous

work [5] described the interleaving distance (ID) effect on the memory failure rate with an

analytical error model. They showed that memory having the maximum ID is beneficial

for soft error immunity as the portion of MBUs increase. However, they didn’t consider

this effect on power consumption. Figure 3.4 shows the simple example of ID usage. For

maximum fault tolerant design, the maximum ID is preferred, for example, ID=4 case.

To detect soft errors dynamically while the memory operates, researchers have
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Figure 3.5: Built-In Current Sensors (BICS) detect particle strikes by monitoring the virtual
supply and ground.

added Built In Current Sensors (BICS) which connect to Vdd or Vss [56, 67]. The basic

idea is that if the energy particle hits the memory cell, the BICS detects Vdd or Vss line

fluctuation. However, the area and power are increased due to the additional sensors located

to each column.

Figure 7.2(a) shows a BICS implemented alongside a 6T SRAM cell [56,67,78].

The BICS connects to each column at the bottom of the array. When a particle strikes an

internal node of any memory cell in the column, the voltage of the internal node fluctuates

due to the electron-hole pairs and immediately decreases the virtual Vdd (VVDD) of the

BICS. This turns on the PMOS transistor in pull-up path of the BICS which asserts the

UPSET signal to indicate the presence of a transient particle.

Circuit level techniques can increase the soft error immunity using hardened

memory cells [8] and/or voltage scaling [15, 85]. The basic idea of hardened memory cell
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is increasing a capacitance of stored node to increase the critical charge Qcrit level. This

method improves the soft error tolerance but it affects to the memory performance due to

the increased capacitance.

3.2.3 Dynamic Noise Margin (DNM)

Dynamic Noise Margin (DNM) [19] can also estimate SRAM cell’s dynamic sta-

bility for the transient SRAM behavior. Recently, many previous works proposed different

analysis methods [32, 79, 83, 91] to identify DNM. DNM quantifies a memory cell’s fault

tolerance with the transient voltage state, not static voltage condition. It means that DNM

can quantify the tolerability of memory cell to the external noise and energy particle such as

glitches, alpha and neutron particles causing SEUs that are not instantaneous. It is hard to

characterize analytically the dynamic behavior due to the latched style structure of SRAM

cell, the different noise amplitude and the different noise width depending on the altitude

and location. Chapter 7 analyzes the DNM in detail.
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Chapter 4

SNM-Aware Cell Optimization of 6T SRAMs

In this chapter, we present our proposed method, which is SNM-aware cell opti-

mization based on 6T cell structure to lower SRAM power and considering reliability. Our

goal is to select a proper Pull-up transistor’s Ratio (PR) value that can guarantee reliability,

robustness and power reduction including both active power and stand-by power. Without

an upperbound in PR value selection, the large pull-up transistor size for a good read SNM

is an obstacle to robustness and area.

When SRAM reliability and robustness are compared, we simultaneously con-

sider hold, read and write SNM. Usually, since the hold SNM is better than the read SNM,

DRV more effectively represents the hold state of the cell. It is, therefore enough to ana-

lyze two SNMs: the read SNM and the write SNM. As we observed in Section 2.1.3, the

relation between the read SNM and the write SNM has conflicting requirements. In this

chapter, we propose a method that resolves the conflicts while considering memory cell

power and reliability simulataneously. Specifically, our major contributions are as follows:

• We propose a method that calculates optimal transistor size by considering SNM.
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• We improve memory cell reliability and power with optimized pull-up transistor size.

4.1 Motivation

The proper CR and PR affect stability as well as robustness. Many designers

choose weak pull-up transistors (PR=0.5) [59, 75] to ensures stable write ability of SRAM.

We only consider changing PR since the cell delay and subthreshold leakage are very sen-

sitive to CR. Moreover, we will show that increasing the PR value can lead to enhanced

reliability.
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Figure 4.1: Voltage vs. SNM(Read) Using PR=0.5, 0.8, 1.0 and 2.0

Figure 4.1 shows the effect of PR on the SNM at different supply voltage levels.

As PR increases, the read stability also increases. According to this relation, it is possible to

get the same SNM with a reduced Vdd through a very small PR increase. When the voltage
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Vdd is initially set to a full level (1.1V ), the SNM value is 0.126. If we increase the PR value

from 0.5 to 0.8, the Vdd that guarantees the same SNM can be reduced to 1.012V allowing

the SRAM cells to have lower Vdd. For example, if we use PR=2.0, the Vdd can be lowered

from 1.1V to near 0.9V with the same read SNM as shown in Figure 4.1. However, the cell

layout area and the failure rate of the write operation will increase.

4.2 The Upperbound of PR

Enlarging PR within an upperbound is effective for improving the reliability and

robustness of the cell operation. As PR increases, the read SNM increases. To analyze

the upperbound of PR, the exact maximum PR is defined by the threshold voltage of pull-

down transistor Vthn, the supply voltage Vdd and the saturation voltage of pull-up transistor

VDSATp. Since the output voltage level of the inverter P2-N2 should be less than Vthn, we

can calculate an upperbound for PR. From the equation (2.3), the upperbound of PR is

PR ≤ 1

2
· µn
µp
·
Vdd + 2VddVTHn − 4V 2

THn

K
. (4.1)

4.3 SNM-Aware Cell Sizing

Although the upperbound of PR is described, this value is an ideal case for read

operations. The large pull-up transistor guarantees the easy readability, but it has a negative

effect on the stand-by current and the writeability. We propose to combine the two de-

pendent SNMs in to a single metric. This metric simultaneously minimizes the conflicting
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requirements by considering the product SNM

SNMproduct = SNMread · SNMwrite (4.2)

Figure 4.2 shows SNMproduct along with its temperature dependence. In general, an in-
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Figure 4.2: Pull-up Ratio (PR) vs. SNMproduct

creased PR maximizes the product term over the PR range. Additionally, a larger PR re-

duces the sensitivity of the SNM product to temperature variations. At PR=0.5, the differ-

ence between 25◦C and 100◦C is 32%, but at PR=1.0 the variation in SNM product term

is reduced to 19%. Although the product term is maximized at the upperbound at high

temperature, the largest PR is not the best choice at low temperature such as 25◦C. If we
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consider the fact that SRAM circuits spend most of the time in idle mode with a low tem-

perature, it is better to chose based on the common case to reduce area overhead. From this,

our method determines a better PR value that guarantees the reliability and robustness.

4.4 Experimental Results

4.4.1 Layout Area Overhead

Since our method employs an up-sized pull-up transistor, the layout area in-

creases. We observe that the overhead of the 6T cell is at most 4.95% as shown in Table 4.1

for various PR ratios. Table 4.2 shows that the area overhead, including peripheral circuitry,

is less than 1.95% in practice.

Table 4.1: Cell Layout Area Overhead using PR Value.
PR value 0.5(Base) 0.8 0.9 1.0

Area(nm2) 0.890 0.910 0.920 0.935
Overhead(%) 0.00% 2.20% 3.30% 4.95%

Table 4.2: Area Overhead of SRAM including Arrays and Peripherals.
SRAM arrays Area Area Area
+ Peripherals Not-Optimized Our Method Overhead

Bits (wordsize) (nm2) (nm2) (%)
512 (8) 647.34 659.59 1.89%

512 (16) 627.29 639.54 1.95%
1024 (8) 1213.99 1236.29 1.84%
1024 (16) 1177.52 1199.81 1.89%
1024 (32) 1141.04 1163.33 1.95%

Average (%) 961.44 979.71 1.91%
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4.4.2 Performance

We observe that the enlarged PR doesn’t increase the read delay because the driv-

ing strength of the access transistor N3, N4 does not change. However, it can cause the

write performance to degrade. This is because as the driving strength of the pull-up transis-

tors P1, P2 becomes larger, IDS of the pull-down transistors N1, N2 increases. As a result,

it takes more time to keep the cell value or overwrite the cell. We observe that there is

about 3% write delay degradation due to the increased PR and reduced Vdd in Table 4.3.

However, SRAM performance is typically limited by the read access time, so this will be

masked in a typical scenario.

Table 4.3: Performance (Delaywrite) Comparison to Original SRAM.
SRAM Not-Optimized Our Method Speed

Size PR:0.5, Vdd :1.100V PR:0.8, Vdd :1.012V loss
Bits (wordsize) (Delaywrite) (Delaywrite) (%)

64 (8) 1.004E-07 1.005E-07 0.10%
256 (8) 3.200E-06 3.301E-06 3.13%
512 (8) 3.301E-06 3.400E-06 3.02%
1024 (8) 6.401E-06 6.601E-06 3.12%

4.4.3 Power Reduction

With a small increase in PR value, we were able to reduce the supply voltage Vdd

with the same SNM as the original SRAM cell design at full supply voltage. Although the

voltage is reduced by 7.96% at 25◦C room temperature in the active mode, the SNM is the

same as the original as shown in Table 4.4.

In Table 4.4, we also show the total reduction of switching power, 1
2CV

2f . We

observe that our method reduces the active current as much as 7.65% at 25◦C. The stand-
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Table 4.4: Power Reduction @ 25,50,75 and 100◦C using Proposed Methods on a 6T Cell.

Temp Method Vdd SNM DRV Leakage(A) Active(A) Total(A)
(◦C) (V ) (V ) (mV ) @ DRV @ Vdd (Ileak+Iactive)

25◦C Not-optimized 1.100 0.126 161.0 1.036E-08 2.842E-07 2.946E-07
Our method 1.012 0.126 143.4 9.234E-09 2.625E-07 2.717E-07

Reduction(%) 7.96% 0.00% 10.93% 10.83% 7.65% 7.76%
50◦C Not-optimized 1.100 0.110 173.0 1.659E-08 2.275E-07 2.441E-07

Our method 0.989 0.110 149.0 1.466E-08 2.154E-07 2.301E-07
Reduction(%) 10.09% 0.00% 13.87% 11.63% 5.32% 5.75%

75◦C Not-optimized 1.100 0.095 186.0 2.511E-08 1.885E-07 2.136E-07
Our method 0.985 0.095 160.0 2.257E-08 1.731E-07 1.957E-07

Reduction(%) 10.45% 0.00% 13.98% 10.11% 8.17% 8.40%
100◦C Not-optimized 1.100 0.082 200.0 3.624E-08 1.665E-07 2.027E-07

Our method 0.966 0.082 166.0 3.224E-08 1.408E-07 1.730E-07
Reduction(%) 12.15% 0.00% 17.00% 11.04% 15.45% 14.66%

by leakage power, due to the reduced voltage, is also decreased despite a larger pull-up

transistor. We set the supply voltage to the DRV in idle mode which results in an average

10.83% leakage power reduction compared to the original SRAM cell design in Table 4.4.

4.4.4 Gains in Reliability

Our increased PR value reduces the variation in threshold voltage Vth while keep-

ing the same static noise margin. The process variation of Vth for MOS devices is propor-

tional to 1√
WL

[60]. We find that the threshold voltage variation in our up-sized cell is less

than that of the original cell design. We observe that our method has about 35% reduction

in Vth variation and an average 7.78% reduction in SNM variation.

Besides the Vth variation reduction, we were able to observe that a small increased

PR value is helpful to counteract the Negative Bias Temperature Instability (NBTI) 1 which
1Generation of interface traps under negative bias condition (Vgs=-Vdd) shift PMOS transistor Vth.
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Table 4.5: SNM Variation Comparison between Previous and Our Method.
SNM SNM

Type |Vth| Not |Vth| Our Improve
Optimized Method (%)

Low 0.362 0.320 0.366 0.343 7.49%
Normal 0.384 0.317 0.384 0.341 7.41%

High 0.398 0.315 0.395 0.339 7.31%
Avg. 0.381 0.318 0.381 0.341 7.40%
Var. 3.3E-04 6.4E-06 2.1E-04 5.9E-06 7.78%

increases Vth of P type transistor. This degradation reduces the performance of the circuits.

To verify this, we estimated the degradation of Vthp with a static model [7]. Since our

method uses lower Vdd and enlarged PR value, it has less Vthp degradation than a unopti-

mized SRAM design over a 10 year lifetime. The Vth degradation rate of up-sized pull-up

transistor is about 11.3% less than original pull-up transistor as shown in Figure 4.3.

4.5 Conclusions

We presented a method to optimize memory cells considering reliability and

power. SNM is an important factor in SRAM design, but most designs follow traditional cell

sizing guidelines. However, as technology scales, the traditional cell optimization method

does not guarantee the cell’s performance, power consumption and reliability. We show an

improvement in all three with less than 1.95% area overhead. By increasing the pull-up

transistor size, we can reduce the supply voltage as much as 8% with a 10.8% average re-

duction in leakage power and nearly an 8% reduction in dynamic power. As an additional

benefit, we were able to reduce the variation due to Vth and SNM variation by 35% and

7.8%, respectively, and significantly increase the lifetime reliability considering NBTI.
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Chapter 5

Leakage-Aware Redundancy for Reliable

Sub-threshold Memories

Sub-threshold (Vdd < Vth) circuits have been shown to enable substantial re-

ductions in power consumption [13, 66, 81]. The rate of faults, however, increases in sub-

threshold circuits due to decreased noise margins and the exponential dependence of current

on threshold voltage variation. Previous researchers in sub-threshold circuits have focused

on absolute power consumption and have not thoroughly considered the impact of these

decisions on circuit yield.

In this chapter, we consider the power consumption of sub-threshold memories

while requiring minimum levels of circuit yield. It is easy to show a power reduction while

sacrificing yield, but in order to obtain profitability, circuit yield must also be considered.

We propose a Monte Carlo framework to analyze the impact of Vth variability, memory size,

redundancy, and supply voltage on circuit yield. This is enabled with a new fast branch and

bound (BB) algorithm to compute the optimal yield obtainable with a repair algorithm.
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Our method uses the same circuits for redundancy as have been used with non-parametric

memory faults for many decades [16, 72]. We then use this framework to simultaneously

analyze the effects of supply voltage and redundancy on the power consumption of sub-

threshold memories. This allows the first comparison of sub-threshold memory energy

savings with equal yields.

In addition, we propose an enhanced self-repair algorithm that considers leakage

reduction in sub-threshold memories by replacing rows and columns that have high leakage

and variability. In real memory, leakage power is measured as a total memory leakage using

probing pad which is connected to the memory array. To measure row/column leakage sep-

arately, we need a practical approach for this. Detailed practical approaches are discussed

in Chapter 8.

This leverages a recent development of small programmable fuses that can disable

inferior memory cells during manufacturing test [68] to guarantee that the inferior cells no

longer contribute to overall array leakage. The inferior cells are replaced as entire rows or

columns using the same redundancy circuitry as manufacturing faults.

Specifically, our major contributions are as follows:

• We propose a fast optimal fault repair algorithm based on an efficient branch-and-

bound formulation to assess yield.

• We determine the optimal trade-off of supply voltage and redundancy in sub-threshold

memories.

• We propose a new method to utilize redundancy for yield and low power simultane-

ously.
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The rest of this chapter proceeds as follows: In Section 5.1, we discuss the prob-

lem of sub-threshold reliability. In Section 5.2, we present a fast yield analysis framework.

In Section 5.3, we present our method that analyzes the trade-off between Vdd and the num-

ber of redundancies and enhance this to minimize leakage. In Section 5.4, we propose a

method analyzing minimum active voltage and power model using dual Vdd. In Section 5.5,

we present our experimental results and analysis. Finally, Section 5.6 concludes the chapter.

5.1 Sub-threshold Reliability

Sub-threshold leakage current can be modeled as

Ileakage =

(
W

L

)
Is

{
1− e

−Vdd
VT

}
e
−(Vth+Voff)

nVT (5.1)

where W is transistor width; L is transistor length; VT is the thermal voltage; Vth is the

threshold voltage; and Voff , Is and n are empirical constants. It is important to note that

Vdd is an exponential term, so that lowering Vdd can result in exponential leakage reduction

in the super-threshold region. In the sub-threshold region, however, the leakage current is

roughly linear with the supply voltage Vdd because e−Vdd/VT is nearly zero and the offset

voltage Voff is small [10].

Process variation of Vth due to random dopant fluctuation [60], however, becomes

significantly more problematic in the sub-threshold region. While the effect of Vdd scaling

on leakage is nearly linear in the sub-threshold region, the impact of Vth variation is not.

Figure 5.1(a) shows how sub-threshold supply scaling effects cell leakage for a number of

memory cells with variability. Each cell has a different sensitivity with respect to Vdd in
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with PTM [4] model
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the sub-threshold region due to Vth mismatch in the memory cell. More importantly, the

leakage can vary over a large range at a given supply voltage.

This variation becomes even more significant when noise margins are considered.

The Data Retention Voltage (DRV) is the minimum supply voltage capable of holding the

correct value of SRAM in stand-by. Higher supply voltages are required for read and write

operations, but this work focuses on stand-by optimization since it is the majority of power

in many applications. If the supply voltage is less than a cell’s DRV (Vdd < DRV ), the

cell will fail to store the correct value in stand-by mode. DRV variation is depicted in

Figure 5.1(b) for 4K memory cells. The long tail of the distribution means that very few

cells will have a high DRV and limit the overall supply voltage. Reducing Vdd introduces

exponentially more faults due to the log-normal-like distribution of the DRV.

SRAM designers typically select the supply voltage as the maximum DRV along

with a guard band voltage to guarantee reliability and reasonable yield [62]. However, this

maximum DRV is determined by very few cells and is therefore suboptimal for overall array

leakage. Instead, we propose that redundant rows and columns can be used to replace these

parametric cell failures and enable a reduction of the maximum DRV for an entire array.

These redundant rows/columns require extra power and area, but will enable power reduc-

tion of the entire array through supply voltage reduction. The question remains as to how

much redundancy is optimal when considering overall power and reliability simultaneously.
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5.2 Yield Analysis Methodology

This section discusses the framework to analyze the trade-off between redun-

dancy and power while considering DRV variation, redundancy, fault-repair and yield. The

basis of our method is a Monte Carlo (MC) simulation and optimal fault repair of multi-

ple memories at a range of supply voltages to determine manufacturing yield. Since MC

of memories is challenging due to large run-times, this section focuses on speeding up the

bottlenecks.

5.2.1 Yield Simulation

An overview of our MC framework is shown in Figure 5.2. ADRVmap is defined

as a N ×M array of memory cells selected from a pre-computed pool. Multiple maps are

created using sampling with replacement from the pool. An index (i, j) of DRVij denotes

the corresponding cell in a DRVmap such that i ∈ [0, N − 1], j ∈ [0,M − 1].

We use MC simulation considering the Vth variation of a memory cell to pre-

compute the DRV pool through simulation. This pool has independent transistor variations

and characterizes the DRV of each cell, cell leakage at each DRV , and the cell leakage at

a given supply voltage Vdd as a 3-tuple:

(DRVij , Iij(DRVij), Iij(Vdd)).

The DRV pool will have a distribution similar to Figure 5.1(b).

Each DRV pool entry has two leakage terms Iij(DRVij) and Iij(Vdd). These two

terms indicate the cell leakage at DRV and Vdd, and enable us to estimate the cell leakage
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quickly. They will be further discussed in Section 5.2.3.

To compute yield, we generate n DRVmap arrays and perform self-repair given

a fixed supply voltage Vdd and a fixed number of row (nr) and column (nc) redundancies.

The fast optimal self-repair algorithm is discussed in Section 5.2.2. The yield is the fraction

of repairable arrays out of the n generated.

5.2.2 Optimal Fault Repair Analysis

We use an optimal fault repair algorithm in order to accurately estimate the op-

timal yield during manufacturing. While actual self-repair algorithms may not be optimal,

our approach gives the best-case yield in order to quantify this effect simultaneously with

the power reductions.

In sub-threshold circuits, the DRV voltage has a large tail and when DRV is

pushed very low, a large number of faults occur. The previous methods for repair analy-

sis [44] focused on fault repair with a limited number of redundancies and low fault den-

sities. These prior works introduced the must-repair criteria to reduce the problem size,

formulated the problem as search tree, and exhaustively searched for a feasible solution of

the remaining faults. This can potentially not find a feasible solution and can require large

run-times with highly dense faults.

We propose a branch-and-bound method that scales well even with highly dense

faults and large levels of redundancy. Our method relies on a depth-first search and we

propose a new pruning criteria that efficiently bounds the infeasible solution spaces. We

also present heuristics that guide the solution towards feasible solutions more quickly.

Specifically, our method’s pruning operation considers the remaining unused re-
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dundancies and the remaining fault pattern to eliminate portions of the search space that are

guaranteed to have no solution. From [58], a must-repair is defined as

Observation 1 For a memory with nr redundant rows and nc redundant columns the fol-

lowing repair decisions are mandatory: If there are more than nc faults in a row, then

there are not enough columns to cover all the faults, and a row must be selected for repair.

Similarly, more than nr faults in a column require a column repair.

We make a second observation that extends this idea to a cannot-repair situation:

Observation 2 For a memory with nr redundant rows and nc redundant columns, the total

number of available redundancies must be larger than the number of separately located

faults for a feasible solution to exist.

A fault is separately located if it is not in the same row or column as another fault.

Based on the contrapositive of the proposition in Observation 2, we derive our pruning

criteria:

Criterion 1 Let the available number of redundancies be (nr, nc) and define Nseparate to

be the number of separately located faults. A feasible solution can not exist if and only if

|nr|+ |nc| < Nseparate.

The proof of above criterion is desrcibed both way (⇔) as follow. (⇒) trivial.

(⇐) For proof, take a contraposition of original criterion. If the number of redundancies

(|nr|+ |nc|) is more than the sum of number of rows and columns (N +M ), then feasible

solution should exist because of plenty of redundancies (|nr|+ |nc| ≥M +N ). This satis-

fies |nr|+ |nc| ≥M +N ≥ min(M,N). Also Nseparate is always less than min(M,N)
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by definition of Nseparate, it results in |nr| + |nc| ≥ Nseparate eventually. Therefore, the

above criterion places a conservative bound on the number of separately distributed faults

that are feasibly repaired.

Another key component of our optimal repair algorithm is the directed search. We

utilize the insight from previous greedy algorithms that it is often advantageous to repair

more faults quickly to reduce the problem size. Therefore, we use the repair most concept to

determine which fault to repair next and whether to use a column or a row to repair that fault.

The RowDegree (ColDegree) of a fault is the number of faults in the same row (column). We

use the RowDegree and ColDegree of each fault to direct the search. The maximum degree

determines which fault to repair first and the row or column degree determines how to first

try to repair the fault. This heuristic does not affect the optimality because if a feasible

solution is not found, the search algorithm will back-track to find a feasible solution.

Algorithm 1 summarizes our recursive algorithm called FastRepair. As an input,

the algorithm takes a number of redundant rows (nr) and columns (nc), a DRVmap with

process variations, and the desired Vdd. The output of the algorithm is whether the given

memory can be repaired using the provided redundancies. The algorithm starts by calcu-

lating the number of faults using ScanFaults and SizeOf with given DRVmap and Vdd in

Lines 1-2. In Lines 3-6, we perform the trivial base case feasibility check to see if there

are remaining faults and no unused redundancies. In Lines 7-10, we use Criterion 1 as an

additional pruning step. If Criterion 1 holds (Nfaults > |nr| + |nc|), it is not possible to

find a feasible solution and we return Fail. For simplicity, we only check Criterion 1 when

the maximum degree of all remaining faults is one (MaxDegree(Faultslist) = 1), but it

also holds when we count the total separately located faults in any fault map.
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Algorithm 1 FastRepair(nr, nc,DRVmap, Vdd)
Require: Available |nr|+ |rc|; DRVmap; Vdd
Ensure: Determine feasibility of repairing faults

1: Faultslist ⇐ ScanFaults(DRVmap, Vdd)
2: Nfaults ⇐ SizeOf(Faultslist)
3: // Prune trivial base case
4: if (Nfaults > 0)&(nr = 0)&(nc = 0) then
5: Return Fail
6: end if
7: // Prune based on criteria 1
8: if MaxDegree(Faultslist)=1 & Nfaults > |nr|+ |nc| then
9: Return Fail

10: end if
11: // Recurse using “repair most” criteria
12: Faultslist ⇐ SortByMaxDegree(Faultslist)
13: for ni,j ∈ Faultslist do
14: if RowDegree(ni,j) > ColDegree(ni,j) then
15: Replace row i and update DRVmap
16: if FastRepair(nr − 1, nc,DRVmap, Vdd) then
17: Return Success
18: end if
19: Restore row i and update DRVmap
20: Replace col j and update DRVmap
21: if FastRepair(nr, nc− 1, DRVmap, Vdd) then
22: Return Success
23: end if
24: Restore col j and update DRVmap
25: else
26: // Replace column then row similar to lines 14-24.
27: end if
28: end for
29: if Nfaults = 0 then
30: Return Success
31: else
32: Return Fail
33: end if
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Lines 11-28 show the core of the recursive algorithm. The fault locations are first

sorted in-place according to the decreasing maximum of the RowDegree and ColDegree

in the procedure SortByMaxDegree. This determines the decreasing degree order in which

we try to repair the faults. For each fault ni,j in the sorted list, we determine whether Row-

Degree or ColDegree is more significant and repair the appropriate row or column first.

The algorithm replaces the faulty row/column and recursively calls FastRepair with up-

dated nr, nc values and a DRVmap with the redundant row/column substituted in place of

the faulty row/column. If the recursive call obtains Success, we can return the solution im-

mediately. Otherwise, we must undo the replaced row/column and recurse while replacing

with a column/row instead. The preference of fault repair ordering and row/column selec-

tion is the essence of the repair most guidance. If no solution can be found by replacing all

of the faults, then the algorithm was not successful.

Our method is optimal because it searches all possible replacements in the worst

case. In doing this, any feasible solution will be found if it exists. This is possible because

the problem size is reduced by pruning infeasible solution spaces with Criteria 1. There-

fore, Algorithm 1 can provide the optimal fault repair with less time on average than prior

methods.

5.2.3 Leakage Calculation

Given a supply voltage Vdd for entire array, we utilize a fast leakage estimate.

Each cell’s leakage under various supply voltages in the sub-threshold region is approxi-

mately linear as shown in Figure 5.1(a). Given this, we calculate the leakage Iij(x) of each

cell at supply voltage x using Iij(DRVij), Iij(Vdd) and
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α= Iij(Vdd)−Iij(DRVij)Vdd−DRVij according to

Iij(x) = α(x−DRVij) + Iij(DRVij) (5.2)

The Iij(DRVij) and Iij(Vdd) values are pre-computed for each DRV pool sam-

ple as discussed in Section 5.2.1. The cell leakage Iij(x) at any supply voltage x can be

quickly calculated using each cell’s DRVij . Figure 5.3 shows the cell leakage of 16K
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Figure 5.3: Cell DRV vs. Cell leakage at Vdd=130mV on 16K sample cells

cells at 130mV. Although the DRV of some cells is above 130mV, these will be repaired

with redundant cells. The other cells operate reliably because of the supply voltage Vdd >

DRV . Since each cell is individually characterized in the DRV pool, the effect of variation
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on leakage is accounted for in our models. The total memory leakage of a DRVmap at a

given Vdd = x is computed by summing each cell’s leakage Iij(x) as

Imemk(x) =
N−1∑
i=0

M−1∑
j=0

Iij(x) (5.3)

where k ∈ [0, n − 1] is one of the MC DRVmap. The replaced rows and columns are

excluded since they will be removed using fuses during manufacturing test [68]. Since the

yield calculation procedure is performed on a number n of DRV maps, the expected value

of leakage at supply voltage x is computed as

E(Imem)x =

(
1

n

) n−1∑
k=0

Imemk(x) (5.4)

This will be used in the next section for leakage-aware redundancy usage.

5.3 Leakage-Aware Redundancies

Using the previous yield simulation, self-repair analysis and leakage estimation

framework, we can now consider the impact of redundancy on yield and leakage. Previous

works did not analyze the power consumption after the self-repair process because of the

problematic time complexity of self-repair. Nor did previous works consider the impact

of stand-by power scaling on yield. In this section, we derive the minimum Vdd to attain a

required yield in Section 5.3.1 and then reduce the memory leakage without increasing yield

loss by considering the redundancy level. Furthermore, we propose an additional usage of

redundancy to improve both yield and the leakage in Section 5.3.2.
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5.3.1 Supply Voltage Lower Bound for Required Yield

Using our FastRepair algorithm, we can study the effect of Vdd and redundancy

on yield. Figure 5.5 shows the yield curves for a 1K memory over a range of stand-by Vdd

levels with differing amounts of row and column redundancy (nr, nc). From the figure, it is

clear that no redundancy (0,0) has low yield at low voltages whereas the most redundancy

(5,5) achieves 99.9% yield around 137mV . In Figure 5.5, we also observe that the required

Vdd to obtain a yield, Vstdby, increases as the number of redundancies are reduced. For

example, Vstdby for 99.9% yield is near 141mV with (4, 4), but increases to 151mV with

(2, 2) redundancies. If we provide a Vdd larger than Vstdby, we can easily achieve the

required yield, but this will waste power.

To directly calculate Vstdby, we did basic nonlinear fitting using Vdd and the avail-

able number of redundancies. Figure 5.4 shows the accuracy of our yield model to yield

simulation result for Vstdby calculation. We observe that each simulation yield data on

various available number of redundancies (2,2)-(8,8) is fitted well with the analytic model

described as below.

Given the previous data, the yield at the supply voltage x can be expressed as

Y ield(x) = κ1 · exp(κ2 · x) + κ3 (5.5)

where κ1, κ2, κ3 are nonlinear fitting parameters. If we assume that memory design requires

99.9% yield (much higher may be used in practice), we can calculate Vstdby by solving
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Figure 5.4: Our yield model matches simulation data for Vstdby calculation with good
accuracy.

Y ield(x) ≥ 0.999 and obtaining

Vstdby ≥
1

κ2
· log(

0.999− κ3
κ1

) (5.6)

The Vstdby provides a reliable supply voltage satisfying a yield requirement and enables

power trade-off comparisons. More results will be discussed in Section 5.5.

5.3.2 Leakage Optimization

While the previous analysis showed that increased redundancy can enable re-

duced supply voltage and therefore decreased leakage, we now propose another strategy

for leakage optimization. First, we observe in Figure 5.3 that not only does the leakage in-

52



0.13 0.135 0.14 0.145 0.15 0.155 0.16
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

VDD (V)

Yi
eld

 

 

(5,5)
(4,4)
(3,3)
(2,2)
(1,1)
(0,0)

Figure 5.5: Vdd, redundancies effect on yield with 1K SRAM

crease on average with very low DRV values, but the variation in the leakage also increases.

From this, we can conclude that lowering the maximum DRV of memory cells is good for

lowering the voltage of an entire array, but if the DRV of a cell is too low, it may actually

increase the expected leakage of an array.

The redundancy in Section 5.3.1 proposed to utilize redundancy to lower the sup-

ply voltage only. However, we now propose that we can replace cells with very low DRV

to reduce the leakage and leakage variability of a memory array. Since the low DRV cells

are leaky, using redundancies on overly leaky cells can efficiently reduce the leakage. If

we increase Vdd by a small amount, the number of faults will reduce and we can use our

redundancies to replace the leaky cells instead of faulty ones. The inferior leaky cells are

replaced as entire rows or columns using the same redundancy circuitry as manufacturing
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faults.

We statically allocate a portion of the redundancies for leakage reduction and the

remaining portion is for fault repair and supply voltage reduction. Since the number of

redundant rows/columns is quite low, we can perform a simple enumeration of the possible

allocations and select the best combination. Each allocation results in a different Vstdby

because it is calculated with the redundancies allocated for supply reduction as done in

Section 5.3.1. To reduce leakage, we greedily select the leakiest cell according to Iij(Vstdby)

and replace it with a row or column that provides the maximal reduction in overall leakage,

Imem(Vstdby). It is not possible to measure row leakage and column leakage separately

using previous approach that uses one probing pad per a memory array. We assume that

additional power lines (Vdd and GND) are railed to each row and column for measuring

row and column leakage. The replacement process is finished when there are no more

available redundancies for leakage reduction.

As a specific example, if we are given a memory with (6,6) redundancies, we

can use (4,4) of the redundancies for fault repair and (2,2) of the redundancies for leakage

reduction or, instead, we can use (3,3) for fault repair and (3,3) for leakage. Each case uses

all (6,6) redundancies. Our method will select the allocation with the better leakage.

5.4 Supply Voltage for Active Mode Power

In Section 5.3, we analyzed the optimal voltage for a memory in stand-by opera-

tion. This section considers the read/write operation in addition to the stand-by operation.

This section describes how to calculate the minimum operating voltage and total power
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while simultaneously considering leakage and dynamic power.

5.4.1 Minimum Read/Write Voltage in Sub-threshold Regions

We first observe that a memory’s minimum stand-by required voltage Vstdby can

be calculated as in Section 5.3 and then extend the approach to determine the minimum

active operating voltage Vact.

To determine the minimum operating voltage, we must analyze the ‘butterfly

curve’ which determines the SNM of each cell. Figure 5.6(a) and Figure 5.6(b) show the

read SNM of both 6T and 8T memory cells with variation. We observe that the 8T cell’s

SNM is larger than the 6T cell’s SNM at the same voltage level. This means that a smaller

voltage is necessary for a same read operation capability in 8T cells without causing a de-

structive read compared to 6T cell. It also means that the 8T cell’s read operation has more

potential for power reduction in active mode despite both the 6T and 8T cell having a similar

DRV distribution.

Our method calculates each cell’s minimum operating voltage while we analyze

the minimum DRV voltage in Section 5.2. We sweep the supply voltage and analyze the

SNM at each supply voltage. The minimum operating voltage for a cell is the voltage that

causes the read SNM to be near zero. Figure 5.7(a) and Figure 5.7(b) show the minimum

operation Vdd distribution of 6T and 8T cells of a sample pool with Vth variation. It is proven

that read SNM of 6T cell is normal distribution [18]. The minimum operating voltage Vact

for the memory array is the maximal voltage in the distribution’s tail.

We observe that the maximum necessary voltage for 8T cells is 440mV in Fig-

ure 5.7(b), but this voltage for 6T cells is about 650mV in Figure 5.7(a). This means that

55



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Voltage In (V)

Vo
lta

ge
 O

ut
 (V

)

 

 

(a) 6T cell’s read SNM
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Figure 5.6: 8T cells need a smaller voltage to have same read stability according to SNM.
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Figure 5.7: Active operating voltage Vact distribution of 8T cells are significantly lower
than 6T cells.
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Figure 5.8: Memory architecture using the optimal voltage Vstdby and Vact for idle mode
and active mode

8T cells have an advantage over 6T cells in terms of active power reduction because of

separated read line. Also, we observe that the 6T cell’s minimum operation voltage distri-

bution has a larger Vact variation than 8T cell’s Vact. For example, 6T cell’s Vact difference

is 100mV , but 8T cell’s Vact difference is 70mV .

5.4.2 Power Model using Vstdby and Vact

The total power consumption is calculated based on the assumption that memory

uses dual voltages (Vstdby and Vact) for reliability and power reduction according to its oper-

ating mode. This is a common practice [21,40] and is illustrated in Figure 5.8 for a memory

array using the two supply voltages. The operating voltage (Vstdby or Vact) is selected for

each row using the word-line decoder. The correct usage of Vstdby and Vact guarantees the
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reliability in both standby mode and low power in active mode simultaneously.

Using Vstdby for stand-by operation and Vact for read/write operation, the total

memory power is

Pmem(Vstdby, Vact) = Pleak(Vstdby) + Pdyn(Vact) (5.7)

where Pleak(Vstdby) and Pdyn(Vact) are the leakage power and the dynamic power of the

memory array using the two voltages (Vstdby, Vact) according to the operating mode. Given

a N ×M memory array, Pleak(Vstdby) is calculated from Equation (5.4) as

Pleak(Vstdby) = Vstdby

M−1∑
j=0

(
k−1∑
i=0

Iij(Vstdby) +
N−1∑
i=k+1

Iij(Vstdby)

)
(5.8)

where Iij(Vstdby) is the each cell’s leakage current and is extended with N −1 rows and M

columns to calculate the memory leakage current except for the accessed row k ∈ [0, N−1]

that consumes dynamic power. The dynamic power Pdyn(Vact) is calculated using the

dynamic power 1
2CV

2
actf with each cell’s capacitance Cj and operating frequency f as

Pdyn(Vact) =

M−1∑
j=0

1

2
CjV

2
actf. (5.9)

Combining Equation (5.8) and Equation (5.9), we can substitutePleak(Vstdby) andPdyn(Vact)
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of Equation (5.7).

Pmem(Vstdby, Vact) = Vstdby

M−1∑
j=0

(
k−1∑
i=0

Iij(Vstdby) +
N−1∑
i=k+1

Iij(Vstdby)

)

+
M−1∑
j=0

1

2
CjV

2
actf. (5.10)

Equation (5.10) implies that the total memory power is the output of various parameters

such as Vstdby, Vact (Vact > Vstdby) and f . The optimal voltage Vstdby and Vact along with

the frequency f effect will be further discussed with the experimental result in Section 5.5.

5.5 Experimental Results

5.5.1 Experimental Setup

Our method generates memories with random variation using a 16K SRAM cell

pool. We analyze various SRAM sizes from 1K to 16K. We focus on small banks of

memories that may be combined into larger memories. The simulations are based on the

45nm PTM technology models with a temperature of 25◦C [4]. We consider memory array

without ECC (Error Correction Code), and we assume that transistors have independent

±15%/3σ variation of the nominal Vth. The pull-up/pull-down SRAM transistor width

size ratio is 0.5 and PR
CR= 90nm/45nm

180nm/45nm with the same length [59]. We perform Monte Carlo

simulation and repair on n=1,000 different DRV maps using FastRepair. The simulation

framework is written in Python and executed on an Ubuntu 10.04 system with 2.2GHz CPU

and 4GB memory.
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5.5.2 Yield Accuracy and CPU time

Figure 5.9(a) shows the yield comparison of our method with the greedy Repair

Most (RM) method and Kuo and Fuchs’ exact method [44] when (2,2) redundancies are

available. Our results are very similar to the exhaustive search by Kuo and Fuch and signif-

icantly more accurate than the RM greedy approach. There is a slight difference between

our method and Kuo and Fuchs near 142mV , but this is noise due to MC.

Figure 5.9(b) shows the CPU time on average of each repair algorithm with (6, 6)

redundancies over the different voltages. We observe that our method is much faster than

Kuo and Fuchs’ method. The percentage of faulty cells increases exponentially for very low

supply voltages. Both RM and Kuo and Fuchs’s method take more time than our method

with highly dense faults since ours quickly prunes infeasible solutions. RM, however, is

faster for low density of faults while our algorithm is similar to Kuo and Fuchs’ method.

5.5.3 Supply Voltage and Redundancy

Figure 5.10 shows the leakage at several required yields for a 1K SRAM using

only supply voltage reduction and fault repair. Each contour represents a different required

yield 50-99.9%. Increasing the level of redundancy significantly reduces the leakage. With

(5,5) redundancies, a 10% leakage reduction is expected with 99.9% yield when compared

to the leakage of a solution without redundancy.

Moreover, we observe that the effect of redundancy on yield is diminishing with

highly redundant arrays. The yield difference between 99.9% and 70% with (15,15) redun-

dancies is significantly smaller than the same yield difference with (0,0) redundancies.
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Figure 5.9: Comparison with previous methods with 1K SRAM
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Figure 5.10: Redundancy Effect on Leakage at Required Yields for 1K SRAM

5.5.4 Leakage Reduction

Table 5.1 shows the stand-by leakage and corresponding Vstdby for 99.9% yield

on a variety of SRAM sizes. We compared two optimization strategies: 1) our proposed

method with redundancy and supply voltage reduction only (Section 5.3.1) and 2) our pro-

posed method with both supply voltage and low-DRV replacement (Section 5.3.2). The

baseline is an SRAM without any redundancies and worst-case supply voltage to attain the

required yield.

According to Table 5.1, supply voltage optimization with redundancies can re-

duce the stand-by leakage by an average of 10.92% when there are (6,6) redundancies

available and 99.9% yield is required. Moreover, we are also able to reduce the stand-by

leakage by average 13.72% if we replace low DRV cells instead of just faulty cells to lower
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the supply voltage. This additional leakage optimization method is more efficient in small

memory sizes (1-2K) since there are fewer cells and likely to be fewer high DRV cells. It

is therefore more advantageous to use all of the redundancies (6,6) for leakage reduction

rather than supply voltage reduction. We also observe that the lowest Vstdby for 99.9% yield

is not always best to reduce the stand-by leakage in these small memories. Table 5.1 shows

that Vstdby=162mV for a DRV-optimized 1K SRAM is larger than the Vstdby=135mV for

a supply voltage-only optimization. However, the stand-by leakage is improved by almost

two times. This shows that the lowest Vdd is not always the best when considering fault-

repair and overall yield. Table 5.2 shows the experimental result when 8T cell is applied

instead of 6T cell. In memory array using 8T cell, we observed similar results with the

memory array using 6T cell. VDD optimization only and both (VDD + DRV) optimization

of Table 5.2 reduce the leakage by average 9.53% and 13.44% respectively.

The 4K memory shows the cross-over point where it is best to use most redundan-

cies (5,5) for supply voltage reduction and the remainder (1,1) for low DRV replacement in

6T cell. Also, 4K memory also shows the cross-over point in 8T cell. The half of redun-

dancies (3,3) for supply voltage reduction and the rest of redundancies (3,3) for low DRV

replacement give the minimum leakage. The large size memories (8-16K) best utilize the

available redundancies by lowering the overall array supply voltage in both cases.
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5.6 Conclusions

We presented a fast yield-analysis framework to analyze memory yield which

includes a very efficient, optimal algorithm for fault-repair analysis. Using this framework,

we performed the first yield-aware analysis of redundancy and stand-by supply voltage for

sub-threshold SRAMs. We observed that our method analyzes yield 600% faster than the

previous methods in low Vdd regions without sacrificing accuracy. Moreover, we proposed

a new technique to estimate and reduce the total memory stand-by leakage by replacing

low-DRV cells. Through our method, total memory leakage was reduced by about 14%

without any yield loss.
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Chapter 6

Low-Power Multiple-Bit Upset Tolerant

Memory Optimization

In this chapter, we propose a framework for analyzing Soft Error Rates (SER) in-

cluding Multiple-Bit Upsets (MBU). Then, using this framework, we optimize the soft error

tolerant voltage (Vtol) and interleaving distance (ID) of low-power, error-tolerant memories.

Experimental results show that the total power can be reduced by an average of 30.5% with

Vtol optimization and an average of 40.9% by simultaneously considering Vtol and ID to-

gether when compared to worst-case design practices.

To analyze MBU effect on memory array and minimize power, we utilize a Monte

Carlo framework to analyze the impact of Vdd and Vth variability on soft error rates (SER)

of various size memories. We then use this method to demonstrate power reduction in error-

tolerant memories by optimizing the error tolerant supply voltage (Vtol) and the interleaving

distance (ID) simultaneously. Specifically, our major contributions are as follows:

• We propose the first SER analysis framework considering Multiple-Bit Upsets (MBU).
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• We then demonstrate the use of this framework to perform SER-aware voltage scaling

to reduce power.

• We then are the first to optimize the memory interleaving distance to create low-

power MBU-aware memories.

The rest of this chapter proceeds as follows: In Section 6.1, we present pertinent

background on soft error reliability and our framework considering MBU effect. In Sec-

tion 6.2, we propose a soft error aware voltage scaling method. Section 6.3 presents a new

method that optimizes the interleaving distance to reduce power. In Section 6.4, we present

our experimental results and analysis. Finally, Section 6.5 concludes the chapter.

6.1 Transient Radiation Faults in Memory

6.1.1 Soft Error Rate (SER) Model

SER exhibits an exponential dependence on the critical charge Qcrit [30] as

SERcell = Nflux × CS × exp(
−Qcrit
Qs

) (6.1)

where Nflux is the intensity of the flux and CS is the area of the cross-section of the node.

Qs is the collection efficiency which depends on the doping profile. Qcrit is the critical

charge [69] defined as

Qcrit =

∫ τflip

0
IDdt = CnodeVdd + Irestoreτflip (6.2)
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where ID is the current induced by spike pulse, Cnode is the capacitance of a node, and τflip

and current Irestore are the restoration time and current, respectively.

6.1.2 Multi-Bit Upset (MBU) Model (ŜER)

Cells adjacent to a particle strike are also likely to be upset and cause a MBU.

We propose a method to calculate the SER including this effect. Our approach uses a

previous MBU model [46] which considers the spatial charge density. We assume that

Nflux determines the induced charge density (C/m2) and that the induced charge generates

the current (δV/δt). This is true because the induced charge creates the current spike [47].

This also means that we can formulate a model for MBUs using SERcell by including

Nflux. Therefore, the soft error rate for a cell j, including multi-bit errors is calculated as

ŜERj =
1

K

NM−1∑
i=0

e
− ‖i−j‖

2

2σ2
d SERi (6.3)

where i, j ∈ [0, NM − 1] is the index of a cell in an N ×M memory array and ‖i− j‖

is the Euclidean distance between the two cells at i and j. K is a normalization constant

and the term e−‖i−j‖
2/2σ2

d describes a Gaussian model for soft error rate decay between

the two cells at i and j. σd denotes the deviation in SER spatial location. The local SER,

SERi, is the soft error rate considering only direct particle strikes to a memory cell i. Using

Equation (6.3), the MBU soft error rate, ŜERj of each memory cell includes nearby upsets

and MBUs.
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Figure 6.1: Monte Carlo Framework for SERmap manipulation
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6.1.3 SER Analysis Framework

Our method analyzes the SER of an entire memory using Monte Carlo (MC)

simulation and includes MBUs. An overview of our MC framework is shown in Figure 6.1.

Our framework calculates the local SERcell using each cell’s critical charge Qcrit and Vth

variation. It then generates a SERmap which is defined as a N ×M array of memory cells.

As the first step, a pre-computed pool of individual cells is created to speed up

simulation. Each cell’s critical charge Qcrit is calculated using Equation (6.2) and includes

Irestore, τflip by performing short MC simulation of variability parameter such as Vth. This

step generates a largeQcrit pool with cells having the different Irestore and τflip. Each cell’s

local SER, denoted by SERcell, is calculated with the flux parameters using Equation (6.1).

We use random sampling from the pool data to perform MC analysis of entire

memory arrays by creating n memory maps, SERmap. Each SERmap randomly selects

NM cells from the previous pool (with replacement) to obtain each cell’s local SERi

including variation. This pool also characterizes the SER of each cell SERcell, cell dynamic

power Pdyn(Vdd), and cell leakage power Pleak(Vdd) at a given supply voltage Vdd as a 3-

tuple:

(SERcell(Vdd), Pdyn(Vdd), Pleak(Vdd)).

The last two terms will be used for power calculation in Section 6.3.

6.2 MBU Aware Voltage Scaling

According to Equation (6.1), SERcell has an exponential dependency on Vdd.

Reducing the supply voltage will lower the memory power, however, it will adversely affect
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SERcell as well. An important problem is to decide the best voltage while considering

SERcell. High Vdd wastes power but makes memory cells inherently more SEU tolerant.

Low Vdd saves power, but requires other mechanisms such as ECC (which may consume

power) to maintain SEU tolerance.

We define the soft error tolerant voltage Vtol and extend SERcell to SERword.

SERword is the soft error rate of a word not a single bit. Since ECC schemes such as Single

Error Correction Double Error Detection (SEC-DED) [17] can fix a transient error per each

word, our method calculates SERword to get Vtol with SEC-DED. SERword is determined

with the word size W and each cell’s SERcell where cell ∈ [0,W − 1] as:

SERword(Vdd) =
W−1∑
cell=0

SERcell(Vdd). (6.4)

Having defined SERword, we can calculate the tolerant voltage Vtol and the

worst-case voltage by sweeping Vdd for each SERmap. Since each cell’s SERcell(Vdd)

is different, Vdd affects each SERword depending on Equation (6.4). With different values

of SERword, Vtol can be determined when SERword gives the probability including ex-

actly one transient fault in the word. The worst-case voltage is determined similarly when

SERword is near zero. Among the various Vtol that we calculate, our method takes the

maximum Vtol to ensure reliability of the entire memory.

In voltage range (Vdd ∈ [Vtol, worst-case Vdd]), only one transient error is allowed,

but ECC is able to repair the error. In this case, the power is determined by the array, ECC

and parity bits. In the region above the worst-case Vdd (Vdd > worst-case Vdd), memories

don’t need ECC and parity bits. In this case, the power is dominated by the array power
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Figure 6.2: Vtol and worst-case voltage over n=1000 SERmaps at a normal flux [94]

consumption only.

Figure 6.2 shows the Vtol calculated for a normal flux condition [94] over the dif-

ferent 1000 SERmap memories. For example, in the voltage region (0.670V -0.813V ), only

one transient error is expected, but ECC is able to repair the error. In this case, the power

is determined by the array, ECC and parity bits. In the region above 0.820V , memories

don’t need ECC and parity bits. In this case, the power is dominated by the array power

consumption only.

We observe that the power consumption is different in each of these voltage re-

gions. Moreover, Vtol is calculated assuming the maximum ID which is considered optimal

by the previous works [5]. To reduce the power further, we propose to analyze the effect of

ID on Vtol using the proper models. This will be further discussed in Section 6.3.
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6.3 Power-Aware ID Optimization

We propose a method to select an optimized interleaving distance (OID) and Vtol

simultaneously while considering memory SER and power consumption. Simply using

the maximum ID as in [5] increases the power consumption because the word-line for the

accessed row must enable all unselected cell’s access transistors. This results in many

“half” selected cells which increase the leakage power consumption and potentially disturb

the read operation [33]. On the other hand, word-line segmenting1 allows us to not half

select these cells and significantly reduce the memory power consumption.

6.3.1 Interleaving Distance Power Model

Figure 6.3 shows an example of how ID affects power consumption of a row in

various interleaved memory architectures (ID=1,2 and 4). Assume that the memory array

consists of 16 bits with 4 4-bit words in each row. The radiation hits the first 4 bits causing

a MBU. The maximum ID (ID=4) reduces SERword by 1/4 times over the non-interleaved

scheme (ID=1) due to the increased physical distance between the adjacent bits. This is the

reason why many previous SER tolerant memory designs used the maximum ID.

The main disadvantage of the ID=4 case, however, is that the number of half-

selected bit cells are increased. If the read operation accesses the bits [A0][A1][A2][A3], we

must enable the entire row during operation in the ID=4 case. This will half select the all

other bits in the row and increase power consumption [33].
1Divided Word Line (DWL) : word-line is divided into plural blocks [88]

74



A1 A2 A3 A0 B1 B2 B3 B0 C1 C2 C3 C0 D1 D2 D3 D0 

A2 A1 A3 A0 B1 B2 B3 B0 C2 C1 C3 C0 D1 D2 D3 D0 

A2 A1 A3 A0 B1 B2 B3 B0 C2 C1 C0 D1 D2 0 C3 D3 

Power = Dynamic [A0:A3] + Leakage [B0:D3] 

Power = Dynamic [A0][A1][A2][A3] + Half-selected [B0][B1][B2][B3] + Leakage[C0:D3] 

Power = Dynamic [A0][A1][A2][A3] + Half-selected [B0:D0][B1:D1][B2:D2][B3:D3] 

ID = 1 

ID = 2 

ID = 4 

WL

CS

WL

Spike 

WL

CSCSCS

CSCSCSCS

Spike 

Spike 

CSCSCSCS

D

Figure 6.3: Example of ID effects (ID=1,2 and 4) on power in SRAM

Total memory power consumption with parity bits and ECC can be modeled by

Pmem = Parray + Pparity + PECC . (6.5)

To analyze the impact of ID on the array power Parray at tolerant voltage Vtol, denoted

by Parray(Vtol), we first define the power consumption of a row Prow at Vtol, denoted by

Prow(Vtol), as the sum of accessed bit’s power Pdyn(Vtol), the half-selected bit’s power

Phalf (Vtol) and the leakage power of unselected cells Pleak(Vtol). This can be summarized
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analytically as

Prow(Vtol) = W · Pdyn(Vtol) +Nhalf · Phalf (Vtol)

+ Nleak · Pleak(Vtol)

= W · Pdyn(Vtol) +W (ID − 1)Phalf (Vtol)

+ (M −W · ID) · Pleak(Vtol)

=
∑
i∈W

Pcelli +
∑

j∈Nhalf

Pcellj +
∑

k∈Nleak

Pcellk .

(6.6)

Pdyn(Vtol) and Pleak(Vtol) are pre-computed in the cell pool in Section 6.1.3. Phalf (Vtol) is

also calculated with the cell having a non-precharged bitline voltage using Pdyn(Vtol). Each

component of the previous power formulation can be described with Pcell and correspond

index i, j and k at the tolerant voltage Vtol. In addition, W means the wordsize and Nhalf

indicates the number of half-selected cells in a row which can be computed using Nhalf =

W (ID − 1) and Nleak = M −W · ID.

Given the power of a single row, we can define theN×M array powerParray(Vtol).

Since memory operation allows a single row to be accessed at a time, the total memory

power can be calculated using Prow(Vtol) and the rest of array (N − 1)M ·Pleak(Vtol) as in

Parray(Vtol) = Prow(Vtol) + (N − 1)M · Pleak(Vtol)

= Prow(Vtol) +
∑

i∈(N−1)M

Pcelli . (6.7)

The term (N − 1)M ·Pleak(Vtol) is calculated using
∑

i∈(N−1)M Pcelli at the tolerant volt-

76



age Vtol because each memory cell has different leakage power consumption due to Vth

variation.

After this, we can substitute Equation (6.7) into Parray of Equation (7.5). To get

the Pparity and PECC at Vtol, our method uses Pleak(Vtol) and P=number of parity bits

with the inequality 2P − 1− P ≥ W [25]. We also include the power of simulated XOR

gates for PECC .

With the above model, we can analyze the effect that ID has on memory power

consumption. Furthermore, we can reduce the power by optimizing the ID selection as will

be discussed in the next section.

6.3.2 Optimal Interleaving Distance (OID)

While maximum ID is ideal for soft error tolerance, it can dramatically increase

the power consumption. This section attempts to compromise between the memory power

consumption while still being tolerant of soft errors. For example, if we select a non-

maximum ID value, SER increases. However, if we increase the voltage to be higher than

Vtol, we can compensate for the increased SER efficiently. This reduces the number of half-

selected bits compared to the case using the maximum ID. Because the divided word line

reduces the number of half-selected cells in non maximum ID cases.

To analyze this, we consider all ID cases with ID-aware power model discussed

in section 6.3.1 to figure out which ID selection gives the minimum power consumption.

Algorithm 2 describes the power optimization process, starting with the maximum ID. Us-

ing Max(ID) = M/W as the initial value in Line 2-3, we update Vtol = UpdateVtol(ID)

in Line 7 because the different ID yields the different Vtol. Then, we analyze the power con-

77



Algorithm 2 Optimize Power(Max(ID), Vtol)

Require: N ×M array, Word size W , Vtol
Ensure: Power reduction using OID, updated Vtol

1: // Starting with maximum ID
2: Max(ID)⇐M/W
3: ID ⇐Max(ID)
4: Power ⇐MAX INT
5: // Deciding optimal ID and Vtol
6: while ID ≥ 1 do
7: Vtol ⇐ UpdateVtol(ID)
8: // Checking power improvement
9: if Power ≥ CalculatePower(ID, Vtol) then

10: Power ⇐ CalculatePower(ID, Vtol)
11: end if
12: ID ⇐ ID/2
13: end while
14: Return Power

sumption usingCalculatePower(ID, Vtol) in Line 9-10. The two functionsUpdateVtol(ID)

andCalculatePower(ID, Vtol) denote the two processes described in Section 6.2 and Sec-

tion 6.3.1.

6.4 Experimental Results

Our method generates memories with random variation using a 16K SRAM cell

pool. The simulations are based on the 45nm PTM technology models [4] with a tempera-

ture of 25◦C. We assume that transistors have independent±15%/3σ variation of the nomi-

nal Vth. The pull-up/pull-down SRAM transistor width size ratio is 0.5 and PR
CR= 90nm/45nm

180nm/45nm

with same length [59]. We set the flux parameters to be Nflux=56.5m−2s−1 which is typi-

cal particle flux [94], CS=0.296µm2 [86], and altitude=1000ft. The simulation framework

is written in Python and executed on an Ubuntu 10.04 system with 2.2GHz CPU and 4GB

memory.
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Figure 6.4: ID vs. Vtol and power optimal condition in 1K, 4K, 16K and 64K SRAMs with
Flux1

6.4.1 Interleaving Distance Effect on Vtol

Figure 6.4 shows the ID effect on Vtol when memories are tolerant to the given

flux. We compare various SRAM sizes (1K, 4K, 16K and 64K) that use SEC-DED. The

figure shows that the memory having the maximum ID reduces the tolerant voltage Vtol in

each memory size. Although the maximum ID reduces Vtol, it does not provide the lowest

power memory. For example, we observe that the power optimal conditions (ID, Vtol) are

not located at the maximum ID in Figure 6.4.

In addition, the Vtol of small memories is more sensitive to ID. For example, the

ID’s change (from MaxID=4 to ID=2) in 1K SRAM affects Vtol’s change more than the
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ID’s change (from MaxID=32 to ID=16) in 64K SRAM.
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6.4.2 Power Reduction

Table 6.1 shows the power reduction using Vtol and the optimized ID on a variety

of SRAM sizes when we assume three kinds of flux (flux1, flux2, and flux4). We com-

pared two optimization strategies: 1) our proposed method with supply voltage reduction

only (Section 6.2) and 2) our proposed method with both supply voltage reduction and ID

optimization (Section 6.3). The baseline is an SRAM without any ECC schemes and the

worst-case supply voltage for the soft error tolerance.

According to Table 6.1, supply voltage optimization with MaxID can reduce

the power consumption by an average of 30.5% compared to the worst-case supply volt-

age. Moreover, we are also able to reduce the power consumption by an average of 40.9%

compared to the worst-case supply voltage if we use the OID with Vtol. This additional

power optimization method is more efficient in small memory sizes (1-4K). The result also

shows that the minimum supply voltage Vtol doesn’t mean the minimum power consump-

tion even though supply voltage optimization reduces the voltage Vtol successfully. In all

cases (flux1, flux2, and flux4), 1K SRAM’s Vtol (0.637V , 0.667V and 0.702V ) is smaller

than any other case. However, the power consumption is not the minimum. This is because

the half-selected cells increase the power consumption at MaxID.

We also observe that large memories such as 16K and 64K don’t have much

power reduction using ID optimization. This implies that a large ID promises less power

and strong immunity to the soft error in large memories.
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6.5 Conclusions

We presented a soft error analysis framework to analyze memory SER. The frame-

work considers MBU error locality as well as Vth variation. Using this framework, we

demonstrated optimization of the soft error tolerant supply voltage Vtol. Moreover, we

proposed a new method to estimate and reduce the total memory power by optimizing ID

and Vtol simultaneously. Through our method, total memory power was reduced by about

40.9% while not sacrificing transient error tolerance.
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Chapter 7

Dynamic Voltage Scaling for SEU-Tolerance

in Low-Power Memories

Reliability issues are increasingly problematic as technology scales down and the

supply voltage is lowered. Specifically, the Soft-Error Rate (SER) increases due to the

reduced feature size and the reduced charge. This chapter describes an adaptive method to

lower memory power using a dual Vdd in a column-based Vdd memory with Built-In Current

Sensors (BICS). Using our method, we reduce the memory power by an average of 39.5%

and increase the error immunity of the memory without the significant power overhead as

in previous methods.

Researchers often use an empirical model for SER based on the critical charge

Qcrit [30], but both the environmental and critical charge parameters of this model are chal-

lenging to estimate due to technology scaling and process variation. Other prior works [48]

have proposed to use real measured data from radiation chambers to increase the accuracy

of the prior models. This method improves the error rate accuracy, but it is costly in terms
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Figure 7.1: Gate-level SEU simulation methodology are used to analyze circuit robustness.

of resources and time to properly calibrate the model for the each chip designed.

The major issue with the prior approaches is that they can’t dynamically react to

immediate changes in the flux energy level. Built-In Current Sensors (BICS) have been pro-

posed that detect transient errors in real time [56,67], so that the errors may be immediately

detected and corrected by ECC. This enables the SER to be controlled within a tolerant

range while the memory operates. Although it keeps the SER within acceptable margins,

BICS and ECC increases the cost and power consumption of the chip.

In this work, we propose an SRAM architecture using BICS as feedback to de-

tect the SEU and improve dynamic noise immunity using a dual-supply Dynamic Voltage

Scaling (DVS) scheme. We implement this using a column-based Vdd array architecture

with BICS. We then study the optimal supply voltage levels in terms of SER and power by
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applying the new dual supply voltage scheme. Specifically, our major contributions are as

follows:

• We propose a feedback system using BICS in column-based Vdd memories using

DVS.

• We use a Monte Carlo framework to calculate the optimal voltage

• Our work is also the first to explicitly consider the Dynamic Noise Margin (DNM) of

the memory cells.

The remainder of the chapter is organized as follows: Section 7.1 describes the

overview of our BICS architecture. Section 7.2 introduces our MC framework and calcu-

lates the optimal voltage levels (Vhigh and DRV ). Section 7.3 describes an power model

using the dual Vdd. Then, Section 7.4 and 7.5 show our experimental setup and results,

respectively, while Section 7.6 concludes the chapter.

7.1 Soft-Error Immunity

7.1.1 Built-In Current Sensor (BICS)

Figure 7.2(a) shows a BICS implemented alongside a 6T SRAM cell [56,67,78].

The BICS connects to each column at the bottom of the array. When a particle strikes an

internal node of any memory cell in the column, the voltage of the internal node fluctuates

due to the electron-hole pairs and immediately decreases the virtual Vdd (VVDD) of the

BICS. This turns on the PMOS transistor in pull-up path of the BICS which asserts the

UPSET signal to indicate the presence of a transient particle. In our approach, a Built-

In Current Sensor (BICS) [78] detects transient particles and asserts a signal UPSET if a
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transient particle is present. The UPSET signal selects a higher voltage in the column-based

Vdd to assist recovering from a potential transient error, but allows stand-by operation at a

lower supply voltage to save power.

7.1.2 Column-based Vdd Memory

Column-based Vdd memories have been recently proposed to reduce power con-

sumption [27, 92]. An example is shown in Figure 7.2(b) where each memory cell’s Vdd

is connected to the global Vdd in each column. Since SRAM read operations need higher

Vdd for improved noise margins compared to write operations, a dual supply voltage saves

power without performance or reliability degradation. When a column is read, the supply

voltage is set to Vhigh and when a column is written, it is set to Vlow. This approach reduces

power by minimizing the supply voltage depending on the read/write operating pattern.

While column-based Vdd memory architectures have been used for power reduc-

tion during read and write operations, our approach assumes the same voltage level for both

operations (read and write). Instead, we combine the BICS and column-based Vdd array

to dynamically select the supply voltage in background data retention mode according to

soft errors and operation as shown in Figure 7.3. The combination of these two techniques

lowers power consumption by reducing the typical guardband voltage and improves fault

tolerance.
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(a) Built-In Current Sensors (BICS) detect particle strikes by monitoring the vir-
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Figure 7.2: Previous works have separately used Built-In Current Sensor (BICS) for er-
ror detection and Column-based Vdd Array for dynamic power savings depending on the
operation (read or write).
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7.2 Adaptive Soft-Error Tolerance

7.2.1 Adaptive Supply Voltage Strategy

Our basic strategy is to use a low Vdd in stand-by operation and a Vhigh for active

operation. Because memories spend most of the time in stand-by mode, a low Vdd can

reduce the stand-by leakage power efficiently but as we previously saw a low Vdd reduces

robustness.

For memory cells in non-accessed columns, Vdd of the column is adjusted to Vhigh

when a SEU is detected. The low Vdd could be DRV, for example, but we need a method

to improve DRV robustness. Figure 7.3 describes the architecture using Vhigh and DRV .

6T CELL 

BL BLB 

VDD 

VVDD  

VGND  

WL 

UPSET 
	  
	  

	  
	  

WL 

WL 

WL 

WL 

Vhigh 

DRV 

Read Transient Error 

BIC	  BIC	  BIC	   BIC	  

Access  
address 

Figure 7.3: Our approach uses Built-In Current Sensor (BICS) together with a Column-
based Vdd Array to detect SEUs at a column granularity.
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Vhigh is only enabled through MUX when (1) the SEU occurs or (2) the column address

(read/write) is addressed. To do this, we add one OR gate to the bottom of each column

and connect UPSET signal and Column Selection (CS) signal as inputs. For example, if the

SEU occurs in column 2 and the CS signal for read operation accesses column 4, only two

columns are connected to Vhigh. The rest of columns are still connected to the low Vdd.

Our method adjusts Vdd of each column depending on whether a SEU is located

in a column according to the BICS. This can happen in the background during idle periods.

We assume that decoupling capacitors are used to prevent voltage fluctuation when the

supply voltage switches between two voltages (Vhigh and DRV ). Therefore, the power

consumption is reduced by only using the high supply voltage when necessary. We calculate

the Vhigh and DRV supply voltages by analyzing the memory access delay constraints of

a read operation. Write operation is not directly considered, because the read operation is

more critical than the write operation that needs less noise margin [92].

7.2.2 Memory Timing Access

Figure 7.4 shows our Monte Carlo framework that is used to analyze the impact

of SEUs on memory timing. It uses several configuration parameters to specify the supply

voltage, memory size, device parameters, and transistor variation. It then executes two

independent processes. One process performs worst case delay characterization during

normal memory operation while the other analyzes the recovery time when performing an

access with Vhigh during a SEU. Both modules internally perform a voltage sweep to study

the impact of Vdd.

The worst case delay is a quadratic function of the supply voltage with the coef-
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Figure 7.4: A Monte Carlo framework is used to analyze the timing and power of the low
and high supply voltage levels.
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ficient depending on the array size,

tworst(Vdd) = f(Vdd,M,N). (7.1)

Figure 7.5 shows this using simulation data (Vdd and array size N ×M ). Similarly, the

recovery time from a SEU using the BICS architecture is measured as the time required for

a memory node voltage to fully recover (99.9% of Vdd) using the dual voltage. This is a

function of the memory column height due to the bit-line and supply rail capacitance and

the supply voltage due to the memory cell drive strength,

trecover(Vdd) = f(Vdd, DRV,N). (7.2)

Figure 7.6 shows the recovery time trecover depending on column height N . Our method

sets the supply voltages to the dual Vdd=0.4V and Vdd=1.2V . As expected, large column

height N increases trecover in both cases (Ipeak=2.25E-05 and Ipeak=6.25E-05) due to the

linear increase in capacitance.

7.2.3 Minimum Recovery Voltage Vhigh

Figure 7.7 illustrates our method’s effectiveness on repair SEUs. In all plots, the

x-axis is the transient time and the y-axis is the supply Vdd, the UPSET signal from the

BICS and the internal cell node voltages. When a particle hits a memory cell operating at

a low voltage, the UPSET signal is generated some time later (tBICS). But the low Vdd

driving strength can’t make the cell recover from SEU so the SEU flips the memory cell

(Case (A)). In Case (B), when the dual voltages are applied to the memory cell, the cell
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recovers quickly after UPSET is generated. This means that the memory cell is corrected

to the original value of the node even though the SEU occurs.

Vhigh must be large enough to prevent transient errors, but it should be set at a

low value to preserve power. Granting that low Vhigh can reduce the power, too low Vhigh

reduces the transistor’s driving strength so that it causes read violation errors if it is insuf-

ficient low. To calculate a proper value of Vhigh, our method considers the recover time

trecover of a memory cell and the worst case delay tworst without a SEU as a constraint.

In our feedback architecture, the UPSET signal is fed to a MUX to adjust the voltage to

Vhigh, tMUX is the time for multiplexing the Vdd through the MUX so that node voltage

can be eventually recovered when the SEU occurs. Even after the supply voltage is ad-

justed to Vhigh, time is needed to increase the internal node voltage using Vhigh to recover.
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Figure 7.7: Simulation results using our feedback (BICS and dual Vdd) on a 1024 bit mem-
ory (32 cells in a column). Case (A): SEU flips memory cell, Case (B): SEU but cell
recovers due to a higher voltage.

The total recovery time trecover is calculated using trecover = tBICS+tMUX+tcell. Two of

the sub-components (tBICS , tMUX ) depend on the column height N while tcell is largely

determined by the supply voltage and cell driving strength itself.

The timing relation between tworst and trecover can be established this criterion.

Criterion 2 If a memory cell has a larger recovery time (trecover) than the worst delay

(tworst), then the memory cell can not recover from SEU.

The criterion shows an important view. A proper Vhigh lower-bound must be calculated

using two delay parameters (trecover and tworst) at a given Vdd. In other words, the condition

(trecover > tworst) causes transient errors. Therefore, we can formulate the condition that
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Figure 7.8: Calculation of Vhigh lower-bound using tworst model and trecover simulation
with Ipeak=3.25E-05 shows that the criterion is satisfied around 0.9V in 1024K SRAM

avoids the transient errors as:

trecover(Vdd) ≤ tworst(Vdd). (7.3)

Vhigh is the lowest Vdd that satisfies Equation (7.3) for an Ipeak that we defined. For exam-

ple, Figure 7.8 shows the plot of SRAM cell trecover and tworst in various Vhigh voltages.

Using this plot, the Vhigh lowerbound condition is satisfied near Vdd=0.9V . It is interesting

to note that the quadratic coefficient of the recovery time is much less than the worst case

memory. This is because the higher supply voltage enables the memory cell to more quickly

recover from a SEU.

95



7.3 Probabilistic Power Model

Our architecture employs a dual voltage (Vhigh and DRV ) selectively depending

on the SEU occurrence and active operation frequency. This means that the Vhigh duration

time differs depending on the circumstances (e.g. altitude and location) due to the flux of

SEUs. This can be modeled probabilistically to estimate overall memory power.

7.3.1 Power Model using Vhigh and DRV

There are several components that must be considered to compute the power of

our proposed approach. First, the column-based architecture needs an additional MUX

in each column to select the proper supply voltage level. Also, the BICS operates inde-

pendently from read/write operations to detect transient errors. The total memory power

considering these issues is estimated as

Pmemory = Parray + PMUXs + PBICS . (7.4)

Parray is the N×M array power and denoted as Parray(Vhigh, DRV ) using a cell power

Pcell and a ratio p and (1-p). p ∈ [0, 1] means the ratio of Vhigh duration time over total

transient time. Inversely, (1-p) means the ratio of DRV duration over total transient time.

Parray is calculated using one of the following approaches: In one approach, we

can see the dual Vdd effect in a traditional row-based array, applying Vhigh and DRV to an
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entire array and estimate the power as:

Parray = p ·
N∑
i=1

M∑
j=1

Pcell(i,j)(Vhigh)

+ (1− p) ·
N∑
i=1

M∑
j=1

Pcell(i,j)(DRV ). (7.5)

In another approach, we can apply Vhigh and DRV to columns selectively and estimate the

power as:

Parray = p · {Pcol(Vhigh) + (M − 1) · Pcol(DRV )}

+ (1− p) ·M · Pcol(DRV ). (7.6)

In Equation (7.6), Pcol shows the power consumption of a column based on

Pcol =
∑N

i=1 Pcell(i, j) assuming 1 bit word size. Since the memory array consists of

multiple bit words, Equation (7.6) uses the word size W to estimate the array power ac-

cording to:

Parray = p · {Pcol(Vhigh) ·W + (M −W ) · Pcol(DRV )}

+ (1− p) ·M · Pcol(DRV ). (7.7)

In order to consider the power overhead of the supply PMUX and PBICS sensor,

we simulate each component using the dual voltage stimulus with probabilities p and (1−p)

of SEUs occurring and sum up the respective power based on the corresponding memory

size to calculate the overall power.
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7.4 Experimental Setup

All simulations use the 45nm PTM technology models [4] with a temperature of

25◦C. We assume that transistors have independent±15%/3σ variation of the nominal Vth.

The pull-up/pull-down SRAM transistor width size ratio is 0.5 and PR
CR= 90nm/45nm

180nm/45nm with

identical gate lengths [59]. We set the maximum particle flux to beNflux=56.5m−2s−1 [94]

while the cross-sectional area is assumed to be CS=0.296µm2 [86]. We generate memories

ranging from 1K-256K using a memory compiler and then calculate the worst access delay

using HSpice simulation. The worst case delay model tworst model is fit using the Matlab

command nlinfit due to the large tworst simulation time on large memory arrays.

Our results are compared to a typical guardbanded approach as previously done

in Chapter 6. The transient error tolerant voltage Vtol is selected such that no transient errors

are expected with the given maximum particle flux.

7.5 Experimental Results

7.5.1 Dynamic Noise Margin (DNM) for SEU Analysis

Our method analyzes the Dynamic Noise Margin (DNM) during an SEU. We

propose a method to analyze DNM for memories that use dual Vdd for power reduction.

Figure 7.9 shows a plot with the x-axis representing the induced peak current Ipeak and

the y-axis as recovery time trecover. Figure 7.9 shows 3 cases using dual Vdd (0.4V /0.9V ,

0.4V /1.2V , and 0.4V /1.5V ). The vertical lines are failure points. The lines show the

maximum induced noise that can be tolerated given a recovery time constraint.

Using the plot, we can conclude two things : (1) our method can analyze DNM
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Figure 7.9: Peak current’s amplitude (Ipeak) vs. trecover in different dual Vdd combina-
tions (1K SRAM) Vhigh determines the memory tolerance to a given Ipeak amplitude and it
should be calculated to optimal Vdd level to reduce the power.

when dual Vdd is used for recovering memory cell from SEU. (2) our method can analyze

the optimal Vdd at given Ipeak condition.

First, our method describes whether a SEU occurs the transient errors or not at

given Ipeak condition. This means that we can know how dual Vdd schemes are tolerant to

given Ipeak. For example, all three dual Vdd strategies can recover from a SEU at the condi-

tion (Ipeak=2.25E-05) although trecover of Vdd=0.4V /0.9V is doubled compared to trecover

of Vdd=0.4V /1.2V . However, at the condition (Ipeak=3.75E-05), Vdd=0.4V /0.9V case fails

to recover. This means that the DNM of the memory cell determines the tolerant amplitude

Ipeak=3.75E-05 in case (0.4V /0.9V ). In other words, it is the maximum peak current that

the memory cell tolerates with Vdd=0.4V /0.9V . Similarly, Ipeak=5.45E-05 is the maximum

peak current that the memory cell tolerates with Vdd=0.4V /1.2V and Vdd=0.4V /1.5V .

99



Second, our method determines the optimal Vdd that can tolerate a given noise

Ipeak. As expected, higher Vdds enable a faster recovery time. The recovery time trecover

of the memory cell using Vdd=0.4V and 1.5V ’s is faster than the other cases at same Ipeak.

The higher Vdd increases the power unnecessarily although it enables the memory cell to

recover quickly. For example, the both Vhigh=1.2V and Vhigh=1.5V cases have the same

tolerance, however, the lower voltage should be selected to save power. For this reason,

power-aware optimal Vdd should be near Vhigh=1.2V not 1.5V .

7.5.2 Power Reduction

We analyze the optimal supply voltage levels depending on the peak current

Ipeak that a flux generates [94]. The optimal voltages are calculated as Vhigh=0.948V ,

Vtol=0.607V at a flux Nflux=56.5m−2s−1 and DRV =0.186V . Table 7.1 shows the com-

parison of our two strategies: 1) our proposed method with Vhigh and DRV applied to

entire array (column 3-column 4), b) our proposed method with Vhigh and DRV applied

to selected columns (column 5-column 8). The baseline is a traditional SRAM with Vtol

(column 2).

Table 7.1 and Table 7.2 compare proposed methods when energy particles strike

the memory with probabilities p=0.1 and p=0.2, respective. We assume two cases since

p value is not static and depends on the environment where the memory operates. It can

be large number when the radiation particles strike frequently. According to Table 7.1,

simply applying Vhigh and DRV to entire array can reduce the power consumption by an

average of 16.38% compared to SRAM with static Vtol case. Applying Vhigh to the column

with SEU and active columns selectively successfully reduces the power consumption by
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an average of 55.09% compared to SRAM with Vtol. Also, when particles hit the memory

more frequently (Table 7.2), the power reduction decreases to 7.03% and 49.87% compared

to each case in Table 7.1. Because this method needs to use Vhigh two times more than

Table 7.1 to avoid transient errors.

We also observe that our proposed method increases the power consumption in

the case of small memories such as 1K, due to additional circuitry to implement the column-

based Vdd. The additional circuit power overwhelms the small memory array power con-

sumption, but in large memories (4K-256K), our method reduces the overall power effi-

ciently in both scenarios.
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In both tables, we use 32 bits word size as the default, but we also analyze power

consumption with an 8 bit word size. Smaller word sizes improve the power consump-

tion, because our method only needs to enable a smaller number of columns during active

read/write operations.

7.6 Conclusions

We presented a feedback system using BICS in column-based Vdd SRAM. We

then used a Monte Carlo framework to calculate the optimal voltages (Vhigh andDRV ) and

demonstrated our method’s power reduction to other approaches over a variety of memory

sizes. In summary, our method is able to reduce the power by about 39.5% while not

sacrificing transient error tolerance.
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Chapter 8

Practical Issues with Fault Tolerant

Low-power Memories

The application of fault tolerant methods to low-power memories has numerous

practical issues which we discuss and present potential solutions in this chapter.

8.1 Measurement of Row/Column Leakage in Real Memory

Leakage current is usually measured as memory array in post-layout stage with

silicon data. In a wafer where memory arrays designed, multiple probing nodes are con-

nected to corresponding memory arrays. These nodes are located around each memory

arrays so that test engineers probe the probing pad to measure leakage of the corresponding

memory array using measurement equipment.

Instead of on-chip leakage power measurement, selecting a row and column that

consumes more leakage current is a practical approach. Basically, this method uses different

approaches for row and column because row replacement and column replacement require
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different analysis. For a row replacement, current sensors can be used to detect a row

consuming large leakage current among N rows of memory. In this approach, a current

sensor is located at each row’s separate power lines (Vdd and GND) so that Ids can be

monitored during a stand-by mode. For a column replacement, memory access time can be

applied as a criterion to select the column consuming large leakage. Access time of every

column is measured to analyze which column has large leakage current. A column that has

a low access time is the column consuming large leakage based on the relation between Ids

and access time.

8.2 Fuse Architecture and Programming

Electrical fuses (eFuses) [68, 76, 77] have become an important technology to

enable memory repair. An eFuse is a small, scalable solution that was introduced in the

0.25um technology and continues to be used in embedded system.

The structure of an eFuse is described in Figure 8.1. Programming is accom-

plished by controlling Electron Migration (EM) of the fuse link from the anode to the cath-

ode node and activating NMOS transistor for a time t to create a current path at the same

time. Specifically electrons migrate through silicide polysilicon lines when a high voltage

is applied to anode through Vsource. This silicide migration on the poly lines creates high

resistance poly from previously conductive lines. The eFuse methodology increases the

reliability of the circuits and improves the performance with a minimum cost.

However, it has a practical barrier in using high-K metal technology. As eFuse

cuts the polysilicon link taking advantage of Joule heating, a high-K gate insulator using a
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Figure 8.1: Electrical Fuse (eFuse) structure that is programmed by applying a high voltage
during NMOS activation.
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metal gate requires additional process and re-analysis of the high voltage isolating the link.

This is because heat capacity of these materials (polysilicon and metal) are different from

each other.

8.3 Generating Accurate Supply Voltages

Switched Capacitors (SC) are commonly used to convert a primary voltage to an

internal accurate supply voltage. The basic idea of a SC is alternating the chip capacitance

using switches to control the supply voltage based on an equation Q = CV . Switched

capacitor converters also provide easy on-chip integration without large overhead and high

efficiency in microwatt (uW ) range.

However, accurate low voltage generation has become a practical issues due to

reduced feature sizes and intolerance to noise. A small amount of noise can easily fluctuate

the generated voltage due to the reduced driving strength. Transition time while switching

the supply voltage is a practical issue, because, in a real circuit, the target supply voltage is

generated smoothly in low voltage region.

This design challenge prevents the supply voltage from generating accurate sup-

ply voltage level and increased unexpected short circuit power. This problem can be re-

solved or avoided using design technique such as adding additional reference voltages with

primary sources and increasing driver strength to get sharp transition.
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8.4 Verification of SEUs/MBUs and SER

It is hard to verify the estimated SER with real occurrence rate of SEUs and

MBUs even using real SEU data. This is because neutron, alpha flux density and radiation

activity change continuously over the time and differ according to the location.

Real SER is calculated as the sum of neutron SER and alpha particle SER (SER

= SERneutron + SERalpha). However, measurement data is only the number of SEUs and

MBUs during the test time. It can’t separate the contribution of SERneutron and SERalpha,

which largely depend on the location and altitude. Researchers often use an Acceleration

Factor (AF) to adjust the difference according to location and altitude where AF is measured

in test chambers at different locations.

Specifically, to get realistic SER value, SER is measured at two test chamber

locations (test facility at high altitude and in cave). The data measured from the facility

at high altitude includes both contributions (SERneutron and SERalpha). This is scaled

to the corresponding altitude using AF and SERneutron difference between two location

(high altitude and cave). The measurement gained from the facility in a cave is used to

analyze only the SERalpha contribution because neutron can’t occur at low altitudes in a

cave. As a final step, the scaled SER is added to pure SERalpha to calculate a real SER.
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Chapter 9

Conclusions and Future Work

Low-power operation is one of the important requirements in every design stage.

Low Vdd enables the low-power operation, but it also complicates reliability issues due to

the reduced noise margin and nano-scaled feature size. This thesis proposes practical meth-

ods to resolve the reliability and power issues together. Since the reliability and low-power

issues are connected as we observed in Chapter 1, the solutions are carefully investigated

and selected. This thesis proposes architectural/transistor level methods that consider the

reliability and low power simultaneously for the first.

9.1 Thesis Contributions

The contributions of this thesis mainly focus on a methodology for low-power

fault-tolerant memory design. Several methods are proposed that improve robustness, reli-

ability and low-power memory design.

First, this thesis proposed a memory cell optimization. Using traditional 6T mem-

ory cell SNM analysis, the proposed method calculates the optimal transistor size improving
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the cell power and reliability. This aspect can guide designers to set up the default transis-

tor size or tweak the transistors size for their own purpose even when a new process is

introduced.

Second, a method to improve memory yield while minimizing sub-threshold leak-

age power is presented. Specifically the thesis presented a self-repair algorithm that consid-

ers leakage reduction in sub-threshold memories by replacing rows and columns that have

high leakage and large variability. Using this method, designers can be guided to calculate

the optimal supply voltage and the required number of redundancies prior to chip tape-

out. As expected, this method can reduce the leakage power of memory without sacrificing

yield.

Third, a memory interleaving optimization method considering MBU is proposed

to reduce power and improve SEU tolerance. Using this method, memory array designs can

achieve fault tolerance and reduced power consumption. This method can be applied to

devices that operates at a particular place or constant location.

Last, a dynamic method is proposed for SEU tolerance. This method improves

the power using a built-in current sensor (BICS) and column Vdd at architecture level.

Compared to the static methods, this method provides an adaptive solution when exter-

nal noise/energy level changes and can be applied to mobile devices because devices that

depends on the location of operation rather than using previous conservative guard-banding

approaches.
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9.2 Future Work

For the permanent fault tolerant design, this thesis employed eFuse structure to

every leaf cell to disable the faulty cells or the leaky cells, or to enable the redundant cells.

This work doesn’t consider MOS-gated methods such as using NMOS/PMOS transistor

as a switch instead of eFuse. Using MOS-gated transistor will reduce the design time,

increase the reusability but it will change the power improvement because the CMOS switch

consumes sub-threshold leakage power itself.

For the soft-error analysis, our results show that DNM is important and indicates

a memory cell’s tolerability to the external noise or radiation even when the input vector

changes. Our work can be extended to calculate the critical energy level or the critical

energy pulse width rather than just the peak noise current.
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