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Jiaxi Nie, Jacques Verstraëte, Ramsey Numbers for Nontrivial Berge Cycles. SIAM Journal on
Discrete Mathematics 36.1 (2022): 103-113.
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ABSTRACT OF THE DISSERTATION

Independent Sets in Hypergraphs

by

Jiaxi Nie

Doctor of Philosophy in Mathematics

University of California San Diego, 2022

Professor Jacques Verstraëte, Chair

In this dissertation, we study problems concerning independent sets in hypergraphs. We

try to determine the minimum independence number of a hypergraph in a certain family of

hypergraphs.

In Chapter 1, we introduce history of this kind of problems.

In Chapter 2, we analyze the outcome of a randomized greedy algorithm for independent

sets in regular uniform hypergraphs with large girth. We show that the expected size of the output

independent sets can be expressed as the solution of some differential equations and show that it

is concentrated around its mean.

In Chapter 3, we establish an upper bound for the Ramsey numbers for nontrivial Berge

xi



cycles of even length and prove that this bound is essentially tight if a conjecture of Erdös and

Simonovits is true.

In Chapter 4, we show an upper bound for the Ramsey numbers for 3-uniform loose

4-cycle, improving previous result on this problem.

In Chapter 5, we find a lower bound for the maximum size of a loose triangle-free

subgraph in a uniform hypergraph in terms of its maximum degree. Moreover, we determine

the magnitude of the maximum size of a loose triangle-free subgraph in the uniform random

hypergraph.
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Chapter 1

Introduction

A hypergraph H is a pair (V (H),E(H)), where V = V (H) is a set of vertices, and

E = E(H) is a set of nonempty subsets of V called edges. An r-uniform hypergraph (or r-graph

for short) is a hypergraph whose edges have size r. When r = 2, this gives the usual definition of

graph. Let v be a vertex of H. The degree of v in H, denoted by d(v), is the number of edges

containing v. A hypergraph is d-regular if all of its vertices have degree d. An independent set of

H is a set of vertices which does not contain any edge of H. The size of the largest independent

set in H is called the independence number of H, usually denoted by α(H).

In general, we ask the following type of questions:

Question 1. For r ≥ 2, let H be a family r-graphs. What is minG∈H α(G)?

In other words, what is the largest number N such that each r-graph G ∈ H contains an

independent set of size N? This question is closely related to many Ramsey-type and Turán-type

problems: If H is the set of F -free r-graphs on n vertices for a family of r-graphs F , then

it is a Ramsey-type problem; If H is the set of r-graphs on n vertices with average degree d

(possibly with some extra conditions like triangle-free, has large girth, or regular etc.), then it is

a Turán-type problem.
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1.1 Turán’s Theorem

Let r ≥ 2, and let F be an r-graph, then the Turán number ex(F,n) is the maximum

number of edges in an F-free r-graph on n vertices. Let the Turán graph T (t,n) be a complete

t-partite graph where each part has size ⌊n/t⌋ or ⌈n/t⌉. Turán determine the Turán number for

cliques and show that the Turán graphs are the only extremal graphs.

Theorem 1.1.1 (Turán [74]). For integers n ≥ t ≥ 2, as n → ∞,

ex(Kt+1,n) = e(T (t,n))∼ (1− 1
t
)

(
n
2

)
.

Equality holds only for the Turán graphs.

An equivalent way to phrase the Turán’s Theorem is the following:

Theorem 1.1.1 (Turán [74]). Let G be an n-vertex graph with average degree d. Then

α(G)≥ n
d +1

. (1.1)

Equality holds only when d is an integer and G is a disjoint union of cliques Kd+1.

Therefore, Turán ’s Theorem in fact answers Question 1 when H is the set of n-vertex

graphs with average degree d. Here is a simple proof given by Caro [14] and Wei [77].

Proof. Taking a random ordering of the vertices of the graph, let I be the set of vertices v such

that v is larger than all of its neighbors. It is easy to check that I is an independent set and

E[|I|]≥ ∑
v∈V

1
d(v)+1

≥ n
d +1

.

Suppose equality holds for G, then the second inequality implies that G is d-regular. Let v be

any vertex of G and let N(v) be the set of neighborhoods of v. Let G′ = G\ ({v}∪N(v)). Since

2



the expected size of I is constant, we have E[I ∩G′|v ∈ I] = n−d−1
d+1 . This implies that G′ is still

d-regular, which means that there is no edge between G′ and {v}∪N(v). Therefore, G is a

disjoint union of cliques Kd+1.

1.2 Triangle-free graphs

If H in Question 1 is the set of triangle-free graphs on n vertices with average degree

d, then the seminal paper by Ajtai, Komlós and Szemerédi [2] improved Turán’s Theorem by a

factor of order logd, which was later further improved by Shearer [70].

Theorem 1.2.1 (Shearer [70]). Let G be a triangle-free graph on n-vertices with average degree

d ≥ 2. Then

α(G)≥ d logd −d +1
(d −1)2 ·n. (1.2)

This theorem can be proved by analyzing a randomized greedy algorithm. The algorithm

starts with X = /0 and Y =V (G). In each round, it randomly picks a vertex v in Y , puts it in X ,

deletes v and its neighbors from Y , and then repeats until Y is empty. In the end the algorithm

outputs an independent set X .

Sketch proof. Let f (d) = d logd−d+1
(d−1)2 , and let X be the output of the randomized greedy algorithm

on G. Since f is convex, it suffices to show that

E[X ]≥ ∑
v∈V (G)

f (d(v)).

We will show this by induction on the number of vertices. Let v be the first vertex selected by the

greedy algorithm and let G′ = G\ ({v}∪N(v)). Then by inductive assumption we have

E[|X |] = 1+E[|X ∩G′|]≥ 1+E[ ∑
v∈V (G′)

f (d(v))]≥ ∑
v∈V (G)

f (d(v)).

The last inequality is due to the form of f .
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1.3 Graphs with large girth

The girth of a graph is the length of a shortest cycle in the graph, graphs of infinity girth

contain no cycle. By definition, the graphs with girth at least 4 are triangle-free graphs. For

graphs with large girth, Shearer [71] improved (1.2), and Lauer and Wormald [50] showed that

there exist a function δ = δ (d,g) such that limg→∞δ (d,g) = 0 for fixed d and if G is a d-regular

graph of girth g, then

α(G)≥ 1
2
(1− (d −1)−

2
d−2 )n−δn.

By analyzing the performance of a randomized greedy algorithm, Gamarnik and Goldberg [36]

prove the same bound, with an explicit form for δ . The algorithm iteratively selects a vertex

uniformly randomly from all remaining vertices of the hypergraph and adds it to the independent

set so far, and then deletes all remaining vertices that form an edge with the set of selected

vertices, and repeat until no vertices remain. It is convenient to let

ε = ε(d,g) =
d(d −1)⌊

g−3
2 ⌋

(⌊g−1
2 ⌋)!

.

Note that for each fixed d, ε(d,g)→ 0 as g → ∞.

Theorem 1.3.1 (Gamarnik and Goldberg [36]). Let integers d ≥ 3 and g ≥ 4, and let G be a

d-regular graph on n vertices with girth g, and let I be the independent set generated by the

greedy algorithm. Then

(1− (d −1)−2/(d−2)

2
− ε

)
n ≤ E[|I |]≤

(1− (d −1)−2/(d−2)

2
+ ε

)
n, (1.3)

The bounds are effective when g ≫ d and, in particular, Theorem 1.3.1 shows

α(G)≥
(1− (d −1)−2/(d−2)

2
− ε

)
n. (1.4)

4



We also observe that when g is sufficiently large relative to d, this bound agrees with (1.2)

asymptotically as d → ∞, since

1− (d −1)−2/(d−2) = 1− exp
(
−2log(d −1)

d −2

)
∼ 2logd

d
.

On the other hand, the best asymptotic upper bound for this problem is 2logd
d n coming from

random regular graphs [12, 55].

1.4 Independent sets in hypergraphs

Turán’s Theorem determined the Turán numbers of complete graphs. However, little is

known for the Turán numbers of complete hypergraphs. Erdős offered 500 dollars for determining

tr,k := lim
n→∞

ex(Kr
k ,n)(n

r

)
for even one single k > r > 2, and he offered 1000 dollars for solving the whole set of problems.

For the smallest case when r = 3 and k = 4, Turán [74] made the following conjecture

Conjecture I (Turán [74]).

t3,4 =
5
9
. (1.5)

For the lower bound, Kostochka [49] gave several different constructions. Chung and

Lu [18] proved the current best upper bound.

Theorem 1.4.1 (Chung and Lu [18]).

t3,4 ≤
3+

√
17

12
= 0.5936 . . . . (1.6)

As in the graph case, this problem is equivalent to determining the minimum indepen-

dence number of a hypergraph with given order and average degree, that is, answering Question 1

5



when H is the set of r-graphs on n vertices with average degree d. Using random sampling and

deletion, we can easily obtain the following result.

Proposition 1.4.2. Let r ≥ 2, d ≥ 1 and let H be an (r+ 1)-graph on n vertices of average

degree d. Then

α(H)≥ r
r+1

nd− 1
r . (1.7)

Proof. Let X be a subset of V (H) whose elements are chosen independently with probability

p = d−1/r. We can get an independent set by deleting a vertex for each edge of H contained in

X . Then the expected size of such independent set is at least

pn− pr+1 nd
r+1

=
r

r+1
nd− 1

r .

A better lower bound is given by Caro and Tuza [16], which can be viewed as a hypergraph

analog of Turán’s Theorem.

Theorem 1.4.3 (Caro and Tuza [16]). Let G be an (r+1)-uniform hypergraph on n vertices with

average degree d. Then

α(G)≥ d!

∏
d
i=1(i+

1
r )

·n. (1.8)

The same bound can also be obtained by extending the Caro-Wei proof for independent

sets in graphs: taking a random ordering of the vertices of the hypergraph, let I be the set of

vertices v such that for every edge e containing v, v is not the smallest vertex in e. Then it can be

shown via elementary combinatorial methods that

E[|I|]≥ ∑
v∈V

d(v)!

∏
d(v)
i=1 (i+

1
r )

≥ d!

∏
d
i=1(i+

1
r )

·n. (1.9)

The same algorithm can be implemented via the following random process, which provide

6



a different (and possibly easier) way to analyze the outcome (see for example in Dutta, Mubayi

and Subramanian [25]):

1. Equip each vertex with i.i.d. weight from the uniform distribution on [0,1]. Then with

probability 1, all vertices will have distinct weights.

2. Select all the vertices that are not the smallest-weighted vertex in any edge that contains it.

These vertices form an independent set.

If we select vertices in a more careful way – iteratively select the vertex with largest weight,

i.e., select the vertex with largest weight, delete vertices that form an edge with the vertices

selected thus far, and repeat – then this random process will be equivalent to the randomized

greedy algorithm. In any case, a computation shows

E[|I|]≥ n
∫ 1

0
(1− xr)ddx

which gives (1.9). These bounds are asymptotic to Γ(1+ 1
r )nd− 1

r as d → ∞, where Γ here is

the well-known gamma function that extends factorial function to complex numbers, defined as

follow for complex number z with positive real part:

Γ(z) =
∫

∞

0
xz−1e−xdx.

1.5 Hypergraphs with small girth

To define girth in hypergraph, we first need to define what is a cycle in hypergraph.

There are many different ways to define cycle in hypergraph–see, e.g., a talk by Sárközy [67].

Here we chose to work with the Berge-cycle. For k ≥ 3, a Berge k-cycle is an r-uniform

hypergraph with k edges e1,e2, . . . ,ek such that there exist distinct vertices v1,v2, . . . ,vk such that

{vk,v1} ∈ e1,{v1,v2} ∈ e2, . . . ,{vk−1,vk} ∈ ek. When k = 2, this corresponds to v1,v2 ∈ e1 ∩ e2.

A hypergraph is linear if the intersection of any pair of edges has size at most 1. The girth of a

7



hypergraph containing a Berge cycle is the smallest g such that the hypergraph contains a Berge

g-cycle. In particular, the girth of a non-linear hypergraph is 2. Ajtai, Komlós, Pintz, Spencer

and Szemerédi [1] established the following lower bound for (r+1)-uniform hypergraphs with

girth g ≥ 5, which improves (1.9) by a factor of order (logd)
1
r .

Theorem 1.5.1 (Ajtai, Komlós, Pintz, Spencer and Szemerédi [1]). For integer r ≥ 1, real

number d sufficiently large and integer n sufficiently large, let G be an n-vertex (r+1)-uniform

hypergraph with average degree d and girth at least 5, then

α(G)≥ 0.36 ·10−
5
r

(
logd

rd

) 1
r

n. (1.10)

Based on this theorem, Duke, Lefmann and Rödl [24] showed that the same bound(with

different constant) holds for linear hypergraphs. Let ∆(n) be the area of the smallest triangle

determined by three out of n points in a unit square, when the points are chosen to maximize this

area. Heilbronn made the following conjecture.

Conjecture II (Heilbronn). As n → ∞,

∆(n) = O(
1
n2 ).

As an application of Theorem 1.5.1, Komlós,Pintz and Szemerédi [46] disproved this

conjecture.

Theorem 1.5.2 (Komlós,Pintz and Szemerédi [46]). As n → ∞,

∆(n) = Ω(
logn
n2 ). (1.11)

They also gave the so far best upper bounds for ∆(n).

8



Theorem 1.5.3 (Komlós,Pintz and Szemerédi [46]). As n → ∞,

∆(n)≤ n−
8
7+o(1) (1.12)

1.6 Regular hypergraphs with large girth

In Chapter 2, we analyze a randomized greedy algorithm for independent sets in hyper-

graphs and extend the ideas of Gamarnik and Goldberg [36] to hypergraphs. First, it is convenient

to define the following: Let u(d,r) be the only positive real number that satisfies the following

equation:

∑
n≥0

(
n+d −2

d −2

)
u(d,r)rn+1

rn+1
= 1. (1.13)

Define

ε = ε(g,d,r) =
d(d −1)⌊

g−3
2 ⌋

r ∑
⌊ g−1

2 ⌋
k=1 (k+ 1

r )
. (1.14)

Our main theorem is as follows:

Theorem 1.6.1. For any integers r ≥ 1, d ≥ 2 and g ≥ 4, let G be an (r+1)-uniform d-regular

hypergraph with n vertices and girth g, let I be the independent set of G generated by the

greedy algorithm. Let

f (d,r) = u(d,r)− u(d,r)r+1

r+1
. (1.15)

Then

( f (d,r)− ε)n ≤ E[|I |]≤ ( f (d,r)+ ε)n, (1.16)

In particular, due to the form of the quantity ε = ε(g,d,r), this theorem is effective for

g ≫ d, and shows

α(G)≥ ( f (d,r)− ε)n. (1.17)

9



For r = 1, this coincides with Theorem 1.3.1. Moreover, we prove that as d → ∞,

f (d,r)∼
( logd

rd

) 1
r
, (1.18)

and so if g is large enough relative to d, then this slightly improves the constant in (1.10)

asymptotically as d → ∞. On the other hand, the random hypergraphs give an upper bound that

is tight up to a constant when n ≫ dg.

Moreover, we show that the size of the independent set generated by the greedy algorithm

concentrates around its mean asymptotically almost surely for linear hypergraphs with bounded

degree (i.e. hypergraphs that are not necessarily regular):

Theorem 1.6.2. For any integers r ≥ 1 and d ≥ 2, let G be an (r+1)-uniform linear hypergraph

with maximum degree d on n vertices, I (G) be the independent set generated by the greedy

algorithm, then for any positive function b(n) with b(n)→ ∞ as n → ∞, we have

P[||I (G)|−E[|I (G)|]|>
√

nb(n)]→ 0, as n → ∞.

1.7 Cycle-complete Ramsey numbers

Let F be a family of r-graphs and t ≥ 1. The Ramsey numbers R(t,F ) denote the

minimum n such that every n-vertex r-graph contains either a hypergraph in F or an independent

set of size t. If we let H be the set of F -free r-graphs on n vertices, then the question of

determining minG∈H α(G) is equivalent to evaluating R(t,F ).

It is a notoriously difficult problem to determine even the order of magnitude of R(t,Ck)

– the cycle-complete graph Ramsey numbers. Kim [43] proved R(t,C3) = Ω(t2/ log t), which

gives the order of magnitude of R(t,C3) when combined with the results of Ajtai, Komlós

and Szemerédi [2] and Shearer [70]. The current best lower bounds on R(t,C3) are due to

Fiz Pontiveros, Griffiths and Morris [62] and Bohman and Keevash [11], using the random

triangle-free process, which determines R(t,C3) up to a small constant factor, comparing to the

10



current best upper bounds obtained by Shearer [70].

Theorem 1.7.1 (Shearer [70]; Fiz Pontiveros, Griffiths, and Morris [62]; Bohman and

Keevash [11]).

(
1
4
−o(1))

t2

log t
≤ R(t,C3)≤ (1+o(1))

t2

log t
. (1.19)

The case R(t,C4) is the subject of a notorious conjecture of Erdős [17]

Conjecture III (Erdős [17]). For some ε > 0, as t → ∞,

R(t,C4) = o(t2−ε) (1.20)

The best bounds for this problem are the following, where the lower bounds are obtained

via probabilistic method by Spencer [72], and the upper bounds are proved by Szemerédi in an

unpublished form [27].

Theorem 1.7.2 (Spencer [72]; Szemerédi). As t → ∞,

Ω

((
t

log t

) 3
2
)

= R(t,C4)≤ O

((
t

log t

)2
)

(1.21)

Below we list the current best results for R(t,Ck).

Theorem 1.7.3 (Caro, Li, Rousseau and Zhang [15]). For k ≥ 2, as t → ∞,

R(t,C2k) = O

((
t

log t

)k/(k−1)
)
, (1.22)

Theorem 1.7.4 (Sudakov [73]). For k ≥ 1, as t → ∞,

R(t,C2k+1) = O

(
t(k+1)/k

log1/k t

)
, (1.23)
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Theorem 1.7.5 (Bohman and Keevash [10]). For k ≥ 4, as t → ∞,

R(t,Ck) = Ω

(
t(k−1)/(k−2)

log t

)
. (1.24)

Theorem 1.7.6 (Mubayi and Verstraëte [58]). For odd integer k ≥ 5, as t → ∞,

R(t,Ck) = Ω

(
t(k−1)/(k−2)

log2/(k−2) t

)
. (1.25)

Theorem 1.7.7 (Mubayi and Verstraëte [58]). As t → ∞,

R(t,C5)≥ (1+o(1))t11/8, (1.26)

R(t,C7)≥ (1+o(1))t11/9. (1.27)

The lower bounds by Bohman and Keevash [10] are obtained by analyzing the Ck-free

process. For odd k ≥ 5, these lower bounds are slightly improved by Mubayi and Verstraëte [58]

using random sampling on Cl-free pseudorandom graphs. Moreover, for k = 5,7, they improved

the previous bounds significantly using random block construction.

1.8 Cycle-complete hypergraph Ramsey numbers

For k,r ≥ 3, an r-uniform loose k-cycle, denoted Cr
k, is an r-graph with a cyclic list of

edges e1,e2, . . . ,ek such that consecutive edges intersect in exactly one vertex and nonconsecutive

sets are disjoint.

Figure 1.1. 3-uniform Loose cycles of length 3 and 4.

The extremal problem for C3
3 is closely connected to the extremal problem for three-term

12



arithmetic progressions in sets of integers. Specifically, Ruzsa and Szemerédi [66] made the

connection that if Γ is an abelian group and A ⊆ Γ has no three term arithmetic progression, then

the tripartite linear 3-graph H(A,Γ) whose parts are equal to Γ and where (γ,γ +a,γ +2a) is an

edge if a ∈ A – in other words, the edges are three-term progressions whose common difference

is in A – is C3
3-free and has |A||Γ| edges. Ruzsa and Szemerédi [66] showed that every n-vertex

triangle-free linear triple system has o(n2) edges, and applying this to H(A,Γ) one obtains Roth’s

Theorem [64] that |A|= o(|Γ|). A construction of Behrend [8] gives in Z/nZ a set A without

three-term progressions of size n/exp(O(
√

logn)), and so H(A,Z/nZ) has n2−o(1) edges in this

case.

Ramsey type problems for loose cycles in r-graphs have been studied extensively [13,

19, 21, 34, 38, 39, 47, 48, 56, 58]. For r ≥ 3 and k = 3, Kostochka, Mubayi and Verstraëte [47]

showed the following:

Theorem 1.8.1 (Kostochka, Mubayi and Verstraëte [47]). For all r ≥ 3, as t → ∞,

O

(
t

3
2

(log t)
3
4

)
≤ R(t,Cr

3)≤ O
(

t
3
2

)
. (1.28)

They believed the lower bound is closer to the truth and proposed the following conjecture

Conjecture IV (Kostochka, Mubayi and Verstraëte [47]). For all r ≥ 3, as t → ∞,

R(t,Cr
3) = o

(
t

3
2

)
. (1.29)

They also made the following conjecture for k ≥ 3:

Conjecture V. For r,k ≥ 3,

R(t,Cr
k) = t

k
k−1+o(1). (1.30)

The conjecture is true for k = 3 due to (1.29). Towards this conjecture, Méroueh [60]

showed the following upper bounds, improving earlier results of Collier-Cartaino, Graber and
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Jiang [19]:

Theorem 1.8.2 (Méroueh [60]). As t → ∞, for k ≥ 3,

R(t,C3
k ) = O

(
t1+ 1

⌊(k+1)/2⌋
)
, (1.31)

and for r ≥ 4 and odd integer k ≥ 5,

R(t,Cr
k) = O

(
t1+ 1

⌊k/2⌋
)
. (1.32)

In particular, he showed that R(t,C3
4) = O(t3/2). In Chapter 4, we proved a stronger

upper bound for R(t,C3
4), which matches Conjecture V when r = 3 and k = 4.

Theorem 1.8.3. As t → ∞, there exists constant c > 0 such that,

R(t,C3
4)< t

4
3 exp

(
(1+o(1))

8
√

3
9

√
log t

)
. (1.33)

In Chapter 3, we consider an extension of loose cycle-complete hypergraph Ramsey

numbers to Berge cycles in hypergraphs: Recall that for k ≥ 2, an r-uniform Berge k-cycle

is a family of r-sets e1,e2, . . . ,ek such that e1 ∩ e2,e2 ∩ e3, . . . ,ek ∩ e1 has a system of distinct

representatives. We say that a Berge cycle is nontrivial if e1 ∩ e2 ∩·· ·∩ ek = /0. Let Br
k denote

the family of r-uniform nontrivial Berge k-cycles all of whose sets have size r. In particular, we

let Bk = B3
k .

In support of Conjecture V, we prove the following result for 3-uniform nontrivial Berge

cycles of even length:

Theorem 1.8.4. For k ≥ 3, and t large enough,

R(t,B2k)≤ t
2k

2k−1 exp
(

4
√

log t
)
. (1.34)
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The lower bound for R(t,Br
k) is closely related to the following notoriously difficult

conjecture.

Conjecture VI (Erdős and Simonovits [30]). There exist graphs on n vertices of girth more than

2k with Θ(n1+1/k) edges.

This conjecture remains open, except when k ∈ {2,3,5}, largely due to the existence of

generalized polygons [9, 53, 75]. Towards this conjecture, Lazebnik, Ustimenko and Woldar [51]

gave the densest known construction, which has Ω(n1+2/(3k−2)) edges. We prove the following

theorem relating this conjecture to lower bounds on Ramsey numbers for nontrivial Berge cycles:

Theorem 1.8.5. Let k ≥ 2, r ≥ 3. If Conjecture VI is true, then as t → ∞,

R(t,Br
k) = Ω

((
t

log t

) k
k−1
)
. (1.35)

This shows that if the Erdős-Simonovits Conjecture is true, then Theorem 1.8.4 is tight up

to a to(1) factor. Indeed, following the proof of Theorem 1.8.5, the known construction of Lazeb-

nik, Ustimenko and Woldar [51] would give a weaker lower bound of Ω((t/ log t)(3k−2)/(3k−4)).

Let Bk be the family of all 3-uniform Berge k-cycles without nontriviality. Random

graphs together with the Lovász local lemma give R(t,Bk) ≥ t(2k−2)/(2k−3)−o(1), see [3] for

similar computation. We prove the following theorem, which gives a substantially better lower

bound for B4 if the Erdős-Simonovits Conjecture is true.

Theorem 1.8.6. If Conjecture VI is true for k = 4, then as t → ∞,

R(t,B4) = Ω

((
t√

log t

)16/13
)
. (1.36)

We proposed the following 3-uniform analog of the Erdős-Simovits conjecture:

Conjecture VII. There exist {B2,B3, . . . ,Bk}-free 3-graphs on n vertices with n1+1/⌊k/2⌋−o(1)

edges.
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This is true for k = 3 due to Ruzsa and Szemeredi [33]. The proof of Theorem 1.8.6 makes

use of the fact that there exist n-vertex {B2,B3,B4}-free 3-graphs with Ω(n3/2) edges, that is, Con-

jecture VII is true for k = 4, which is due to Lazebnik and Verstraëte [52]. More generally, follow-

ing the proof of Theorem 1.8.6, if Conjecture VII is true, then we have R(t,{B2,B3, . . . ,Bk})≥

t2k2/(2k2−k−2)−o(1) for even integers k ≥ 4 and R(t,{B2,B3, . . . ,Bk}) ≥ t2k(k−1)/(2k2−3k−1)−o(1)

for odd integers k ≥ 3, which are substantially better than the lower bounds obtained by random

hypergraphs.

Theorem 1.8.6 is valid for all values of k ≥ 2 and r ≥ 3, while Theorem 1.8.4 only works

for even values of k and r = 3. We believe that Theorem 1.8.4 should extend to odd values of k

and all r ≥ 3:

Conjecture VIII. For all r,k ≥ 3,

R(t,Br
k)≤ t

k
k−1+o(1). (1.37)

1.9 Relative Turán numbers

The Turán numbers for a graph F are the quantities ex(n,F) denoting the maximum

number of edges in an F-free n-vertex graph. The study of Turán numbers is a cornerstone of

extremal graph theory, going back to Mantel’s Theorem [54] and Turán’s Theorem [74]. A more

general problem involves studying the relative Turán numbers ex(G,F), which is the maximum

number of edges in an F-free subgraph of a graph G. The problems of determining ex(G,F) can

also be viewed as determining independence number of hypergraphs– consider a hypergraph

whose vertices are edges of G and whose edges are copies of F . The study of ex(G,F) has

attracted considerable attention in the literature. Foucaud, Krivelevich, and Perarnau [31] and

Perarnau and Reed [61] studied these quantities as a function of the maximum degree of G.

In the case that F is a triangle, ex(G,F)≥ 1
2e(G) for every graph G, which can be seen

by taking a maximum cut of G, which is essentially tight. In the case G = Gn,p, the Erdős-
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Rényi random graph, ex(G,F)∼ 1
2 p
(n

2

)
with high probability provided p is not too small, and

furthermore every maximum triangle-free subgraph is bipartite – see DeMarco and Kahn [23]

and also Kohayakawa, Łuczak and Rödl [45] and di Marco, Hamm and Kahn [22] for related

stability results.

More generally, if F has chromatic number k ≥ 3, then by taking a maximum (k−1)-

partite subgraph we find, for all H,

ex(H,F)≥ (1− 1
k−1

)e(H),

which is best possible by the Erdős-Stone Theorem, which shows ex(Kn,F)∼ (1− 1
k−1)e(Kn).

The study of F-free subgraphs of random graphs when F has chromatic number at

least three is undertaken in seminal papers of Friedgut, Rödl and Schacht [33], Conlon and

Gowers [20], and Schacht [69]. Let m2(G) = max{ e(F)−1
v(F)−2 : F ⊂ G, v(F)≥ 3}

Theorem 1.9.1 (Conlon and Gowers [20]; Schacht [69]). Let G be a graph with at least two

edges and suppose that p ≫ n−1/m2(H). Then

ex(G(n, p),H) = (1− 1
χ(H)−1

+o(1))p
(

n
2

)

asymptotic almost surely (a.a.s.), that is, with probability tending to 1 as n → ∞.

1.10 Triangle-free subgraphs of hypergraphs

In Chapter 5, we consider a generalization of the problem of determining ex(G,F) when

F is a triangle to uniform hypergraphs. If G and F are r-graphs, then ex(G,F) denotes the

maximum number of edges in an F-free subgraph of G. A loose triangle is a hypergraph T

consisting of three edges e, f and g such that |e∩ f |= | f ∩g|= |g∩e|= 1 and e∩ f ∩g = /0. We

write T r for the loose r-uniform triangle. The Turán problem for loose triangles in r-graphs was

essentially solved by Frankl and Füredi [32], who showed for each r ≥ 3 that ex(n,T r) =
(n−1

r−1

)
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for n is large enough, with equality only for the r-graph Sr
n of all r-sets containing a fixed

vertex. We remark that the Turán problem for r-graphs is notoriously difficult in general, and the

asymptotic behavior of ex(n,Kr
t ) is a well-known open problem of Erdős [26] – the celebrated

Turán conjecture states ex(n,K3
4 )∼

5
9

(n
3

)
.

We make use of the following theorem:

Theorem 1.10.1 (Ruzsa and Szemerédi [66]; Erdős, Frankl, and Rödl [28]). For all n there

exists an n-vertex r-graph which is linear, loose triangle-free, and which has n2e−c
√

logn edges

for some positive constant c.

This theorem is an important ingredient for our first theorem in Chapter 5, giving a

general lower bound on the number of edges in a densest triangle-free subgraphs of r-graphs:

Theorem 1.10.2. Let r ≥ 3 and let G be an r-graph with maximum degree △. Then as △→ ∞,

ex(G,T r)≥△− r−2
r−1−o(1)e(G).

If a positive integer t is chosen so that
(t−1

r−1

)
< △ ≤

( t
r−1

)
and t|n, then the n-vertex

r-graph G consisting of n/t disjoint copies of a clique Kr
t has maximum degree at most △

whereas

ex(G,T r) =

(
t −1
r−1

)
n
t
=

r
t
e(G) = O(△− 1

r−1 ) · e(G).

Here we used the result of Frankl and Füredi [32] that Sr
t is the extremal T r-free subgraph of

Kr
t for t large enough. Therefore for r = 3, Theorem 1.10.2 is sharp up to the o(1) term in the

exponent of △. For r ≥ 4, the best construction we have gives the following proposition:

Proposition 1.10.3. For r ≥ 4 there exists an r-graph G with maximum degree △ such that as

△→ ∞,

ex(G,T r) = O(△− 1
2 ) · e(G).

We leave it as an open problem to determine the smallest c such that ex(G,T r) ≥
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△−c−o(1) · e(G) for every r-graph G of maximum degree △. We conjecture the following for

r = 3:

Conjecture IX. For △≥ 1, there exists a triple system G with maximum degree △ such that as

△→ ∞, every T 3-free subgraph of G has o(△−1/2) · e(G) edges.

1.11 Triangle-free subgraphs of random hypergraphs

Our next set of results concern random hosts. To this end, we say that a statement

depending on n holds asymptotically almost surely (abbreviated a.a.s.) if the probability that it

holds tends to 1 as n tends to infinity. Let Gr
n,p denote random r-graph where edges of Kr

n are

sampled independently with probability p. For the r = 2 case we simply write Gn,p.

A central conjecture of Kohayakawa, Łuczak and Rödl [45] was resolved independently

by Conlon and Gowers [20] and by Schacht [69], and determines the asymptotic value of

ex(Gn,p,F) whenever F has chromatic number at least three. The situation when F is bipartite is

more complicated, partly due to the fact that the order of magnitude of Turán numbers ex(n,F) is

not known in general – see Füredi and Simonovits [35] for a survey of bipartite Turán problems.

The case of even cycles was studied by Kohayakawa, Kreuter and Steger [44] and Morris and

Saxton [57] and complete bipartite graphs were studied by Morris and Saxton [57] and by Balogh

and Samotij [7].

If F consists of two disjoint r-sets, then ex(n,F) is given by the celebrated Erdős-Ko-

Rado Theorem [29], and ex(n,F) =
(n−1

r−1

)
. A number of researchers studied ex(Gr

n,p,F) in this

case [4], with the main question being the smallest value of p such that an extremal F-free

subgraph of Gr
n,p consists of all r-sets on a vertex of maximum degree – (1+o(1))p

(n−1
r−1

)
edges.

The same subgraphs are also T r-free, however the extremal subgraphs in that case are denser

and appear to be more difficult to describe. The second main result in Chapter 5 is as follows:

Theorem 1.11.1. For all n ≥ 2 and p = p(n)≤ 1 with pn3 → ∞ as n → ∞, there exists a constant
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c > 0 such that asymptotically almost surely

min{(1−o(1))p
(

n
3

)
, p

1
3 n2e−c

√
logn} ≤ ex(G3

n,p,T
3)≤ min{(1+o(1))p

(
n
3

)
, p

1
3 n2+o(1)},

and more precisely, for any constant δ > 0, when n−3/2+δ ≤ p ≤ n−δ , we have

ex(G3
n,p,T

3)≤ p
1
3 n2(logn)c.

We believe that perhaps the lower bound is closer to the truth.

Since G3
n,p for p > n−2+o(1) has maximum degree △∼ p

(n−1
2

)
asymptotically almost

surely, Theorem 1.10.2 only gives ex(G3
n,p,T

3)≥ p1/2−o(1)n2 a.a.s. The upper bound in Theorem

1.11.1 employs the method of containers developed by Balogh, Morris and Samotij [5] and

Saxton and Thomason [68].

We do not have tight bounds for ex(Gr
n,p,T

r) in general for all p and r ≥ 4. Partial results

and conjectures are discussed.

Balogh, Narayanan and Skokan [6] showed that the number of triangle-free n-vertex

r-graphs is 2Θ(nr−1) using the method of containers. Note that a lower bound follows easily

by counting all subgraphs of the r-graph Sr
n on n vertices consisting of all r-sets containing

a fixed vertex. In Chapter 5, we adapt the method to count triangle-free hypergraphs with a

specified number of edges. We let N(r,m) denote the number of T r-free r-graphs with n vertices

and m edges. Analogs of Theorems 1.11.2 and 1.11.3 for graphs were proven by Balogh and

Samotij [7].

Theorem 1.11.2. Let n ≥ 2, ε(n) be a function such that ε(n) logn
log logn → ∞ as n → ∞. Let δ = δ (n)

be a function such that ε(n)< δ < 1/2− ε(n) and let m = n2−δ . Then

N(3,m)≤
(

n2

m

)3m+o(m)

.
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The upper bound on ex(G3
n,p,T

3) in Theorem 1.11.1 will follow from the bound on

N(3,m) in Theorem 1.11.2 by taking m = p1/3−o(1)n2, see details in Section 5.3.

Moreover, we are able to generalize Theorem 1.11.2 to r-graphs as follows:

Theorem 1.11.3. Let r ≥ 4, n ≥ 1, 0 < δ < 3/2 and m = n3−δ . Then

N(r,m)≤
(

nr−1

m

)(1+ 2δ

3r−12+3δ
)m+o(m)

.

When r > 4, let m = n3+δ with δ some constant satisfying 0 < δ < r−4. Then we have

N(r,m)≤
(

nr−1

m

)m+o(m)

.

This bound will also leads to an upper bound for ex(Gr
n,p,T

r) when n−r+3/2+o(1) ≤ p≤ 1,

which is essentially tight for p = p(n) with n−r+4+o(1) ≤ p ≤ 1. However, there is a gap between

the lower bound and upper bound in the range n−r+3/2+o(1) ≤ p ≤ n−r+4+o(1).

Using the same techniques for the r = 3 case, we are able to show the following:

Theorem 1.11.4. For r ≥ 4 and 0 ≤ x ≤ r a constant, let p = n−r+x and define

fr(x) = lim
n→∞

lognE[ex(Gr
n,p,T

r)].

Then for 0 ≤ x ≤ 3/2, fr(x) = x; for 4 < x ≤ r, fr(x) = x−1; and for 3/2 < x ≤ 4, we have

max{x+3r−6
2r−3

,x−1} ≤ fr(x)≤
3x+3

5
.

We believe that the upper bound is perhaps closer to the truth and have the following

conjecture.
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Conjecture X. For r ≥ 4 and 0 ≤ x ≤ r a constant, let p = n−r+x and fr(x) as defined in

Theorem 1.11.4. Then for 3
2 < x ≤ 4,

fr(x) =
3x+3

5

1.12 Notation and Terminology

For a hypergraph H, let V (H) denote the vertex set of H, v(H) = |V (H)|, and let E(H)

denote the edge set of H, |H|= |E(H)|. If all edges of H have size r, we say H is an r-uniform

hypergraph, or an r-graph for short. For v ∈V (H), let dH(v) = |{e ∈ H : v ∈ e}| be the degree of

v in H. The average degree of H is denoted by d(H) and the maximum degree of H is denoted by

∆(H). For u,v ∈V (H), let dH(u,v) = |{w : {u,v,w} ∈ E(H)}| denote the codegree of the pair

{u,v} in H, and ∆2(H)=max{dH(u,v) : {u,v}⊂V (H)}. A hypergraph H is linear if ∆2(H)≤ 1.

Let ∂H denote the shadow of H, namely, the set of pairs of vertices contained in at least one

edge of H. For positive functions f (n) and g(n), g(n) = O( f (n)) if there exists a constant c > 0

such that g(n)< c f (n) for n large enough; and g(n) = Ω( f (n)) if f (n) = O(g(n)). Moreover,

g(n) = o( f (n)) if for any constant c > 0, g(n)< c f (n) for n large enough; and g(n) = ω( f (n))

if f (n) = o(g(n)).

The rest of this dissertation is structured as following: In Chapter 2, we prove Theo-

rem 1.6.1 and Theorem 1.6.2. In Chapter 3, Theorem 1.8.4, Theorem 1.8.5, and Theorem 1.8.6

are established. In Chapter 4, we give the proof of Theorem 1.8.3. Finally, in Chapter 5, we

prove Theorem 1.10.2, Theorem 1.11.1, and Theorem 1.11.2.

Chapter 2, Chapter 3, Chapter 4, and Chapter 5 are written to be self contained. As a

result, there are repetitions of some basic lemmas across different Chapters.
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Chapter 2

Randomized Greedy Algorithm in Hyper-
graphs with Large Girth

In this chapter, we extend the ideas of Gamarnik and Goldberg [36] to hypergraphs. First,

we restate our main theorems. Recall that u(d,r) is the only positive real number that satisfies

the following equation:

∑
n≥0

(
n+d −2

d −2

)
u(d,r)rn+1

rn+1
= 1. (2.1)

Define

ε = ε(g,d,r) =
d(d −1)⌊

g−3
2 ⌋

r ∑
⌊ g−1

2 ⌋
k=1 (k+ 1

r )
. (2.2)

Our main theorem is as follows:

Theorem 2.0.1 (Theorem 1.6.1). For any integers r ≥ 1, d ≥ 2 and g ≥ 4, let G be an (r+1)-

uniform d-regular hypergraph with n vertices and girth g, let I be the independent set of G

generated by the greedy algorithm. Let

f (d,r) = u(d,r)− u(d,r)r+1

r+1
. (2.3)

Then

( f (d,r)− ε)n ≤ E[|I |]≤ ( f (d,r)+ ε)n, (2.4)

23



We prove in Appendix that as d → ∞,

f (d,r)∼
( logd

rd

) 1
r
. (2.5)

Moreover, we show that the size of the independent set generated by the greedy algorithm

concentrate around its mean asymptotically almost surely for linear hypergraphs with bounded

degree (i.e. hypergraphs that are not necessarily regular):

Theorem 2.0.2 (Theorem 1.6.1). For any integers r ≥ 1 and d ≥ 2, let G be an (r+1)-uniform

linear hypergraph with maximum degree d on n vertices, I (G) be the independent set generated

by the greedy algorithm, then for any positive function b(n) with b(n)→ ∞ as n → ∞, we have

P[||I (G)|−E[|I (G)|]|>
√

nb(n)]→ 0, as n → ∞.

2.1 Preliminaries

Gamarnik and Goldberg [36] introduce two notions for graphs, the influence-blocking

subgraph and bonus function. In this section, we generalize these notions to hypergraphs and

discuss their properties. A hypertree is a linear hypergraph with no Berge cycle, and a rooted

hypertree is a hypertree in which a special vertex called the root is singled out. In summary, we

show that the performance of the greedy algorithm on hypergraphs with large girth is locally

similar to its performance on a rooted hypertree – note that if a hypergraph has high girth, then

for each vertex, its neighbourhood within finite distance looks like a hypertree. Hence, if we can

show that the event of a vertex being selected into the independent set is mostly dependent on

its neighbourhood within finite distance, then we can simplify the analysis of each vertex into

the analysis of the root of a rooted tree. Then we analyze the probability of the root of a rooted

hypertree being selected by the randomized greedy algorithm. For ease of analysis, we consider

an equivalent way to do the randomized greedy algorithm as follows:
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1. Equip each vertex with i.i.d. weight from the uniform distribution on [0,1]. Then with

probability 1, all vertices will have distinct weights.

2. Iteratively select the vertex with largest weight from all remaining vertices of G, and add it

to the independent set so far, and then delete all remaining vertices that form an edge with

the selected vertices, and repeat until no vertices remain.

The strategy is to analyze the probability of each vertex being selected into the independent set.

2.1.1 Influence-blocking hypergraphs

Garmarnik and Goldberg [36] introduce influence-blocking subgraphs; here we extend

this notion to hypergraphs. Suppose we already applied the first step of the greedy algorithm on

G. That is, the vertices of G are now equipped with distinct weights. Let v be a vertex of G, e be

an edge of G such that e contains v. We say v defeats e if there is another vertex v′ in e such that

the weight of v′ is smaller than the weight of v. That is, v is not the smallest weighted vertex

in e. Observe that if v defeats all the edges that contains it, then v must be selected into I (G),

since it cannot be deleted according to the rule of the algorithm. In this case, the weight of any

other vertex that is not in the neighbourhood of v will not influence the behaviour of v. This

phenomenon can be generalized to sub-hypergraphs, which gives us the following definition:

Definition 1. Let G be a hypergraph whose vertices are equipped with distinct weights. An

induced sub-hypergraph H of G is called an influence-blocking hypergraph if for every vertex

v ∈V (H), and e ∈ E(G)\E(H) with v ∈ e, v is not the vertex in e with smallest weight.

If G is a hypergraph whose vertices are already equipped with distinct weights, then we

also let I (G) denote the independent set of G generated by applying the second step of the

greedy algorithm to G. Let v be a vertex of G, such that v ̸∈I (G). If e is an edge of G, such that

v ∈ e and e ⊂ v∪I (G), then we say v is deleted by e. The first property of influence-blocking

hypergraphs is that the performance of the greedy algorithm inside this sub-hypergraph is not

25



dependent on the performance of the algorithm outside this sub-hypergraph. This phenomenon is

described by the following lemma, which is a straightforward modification of Lemma 5 in [36]:

Lemma 2.1.1. Let G be a hypergraph whose vertices are equipped with distinct weights. Let H

be an influence-blocking hypergraph of G. Then I (H) = I (G)∩V (H).

Proof. Let V (H) = {v1,v2, . . . ,vm}, such that v1 > v2 > · · · > vm (where vi > v j means the

weight of vi is larger than the weight of v j). To prove the lemma, it suffices to show that

vi ∈ I (H) if and only if vi ∈ I (G), for all i such that 1 ≤ i ≤ m. We do that by induction. First,

for i = 1, we have v1 ∈ I (H). By the definition of influence-blocking hypergraph, v1 cannot be

deleted by edges not in H. Since v1 has the largest weight among all vertices of H, so it cannot

be deleted by edges in H either. Hence, we also have v1 ∈ I (G). This completes the base case.

Now suppose 1 < i ≤ m, and the argument holds for all integer less than i. If vi ̸∈ I (H), then vi

must be deleted by an edge e ∈ E(H) such that e\vi consists of vertices whose weights are larger

than the weight of vi. Then by the inductive assumption, vi must be deleted by the same edge in

the algorithm for G. Hence, we have vi ̸∈ I (G). If vi ∈ I (H), then vi cannot form an edge in

H with vertices whose weights are larger than the weight of vi. Hence, by inductive assumption,

vi cannot be deleted by edges in H. Also, by the definition of influence-blocking hypergraph, vi

cannot be deleted by edges not in H either. Therefore, we have vi ∈ I (G). This completes the

inductive step, and hence the proof of the lemma.

The second property of the influence-blocking hypergraphs is that any subset of vertices

can be extended to a unique minimal influence-blocking hypergraph, which is presented by the

following lemma, which is a straightforward modification of Lemma 3 in [36]:

Lemma 2.1.2. Let G be a hypergraph whose vertices are equipped with distinct weights. Let A

be such that A ⊂V (G), then there exist a unique minimal influence-blocking hypergraph BG(A)

of G such that A ⊂V (BG(A)). It can be simplified as B(A) if there is no ambiguity.

Proof. Pick a set of vertices VA as following: First, put all vertices of A into VA. Then, we

iteratively take edges that are not in A but whose smallest-weighted vertex is in A, and put all the
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vertices of such edges into VA, and then repeat until no edge like this remains. Let B(A) be the

sub-hypergraph of G induced by VA. By definition, B(A) is an influence-blocking hypergraph

of G, and is contained in any influence-blocking hypergraph of G that contains A. Hence, it is

minimal. Also, by the process that it is generated, we can see that it is unique.

Definition 2. For any integers r, l ≥ 1, an (r+ 1)-uniform path of length l connecting v0 to

vlr is a hypergraph with vertices {v0,v1, . . . ,vlr} and edges ek = {vkr,vkr+1, . . . ,v(k+1)r} for

0 ≤ k ≤ l −1. If the vertices of a path are weighted and the smallest-weighted vertex in edge ek

is vkr for all 0 ≤ k ≤ l −1, then we say the weighted path is increasing from v0 to vlr.

Note that the definition of path here is different from the definition of a Berge path, which

is defined in a similar way as the Berge cycle.

The following lemma evaluate the probability that a path in a hypergraph is increasing

when given a random total order:

Lemma 2.1.3. For any integers r, l ≥ 1, the number of ways to assign {0,1, . . . , lr} as distinct

weights to the vertices of an (r+1)-uniform paths of length l from v0 to vlr so that it is increasing

is
(lr+1)!

∏
l
k=1(kr+1)

. (2.6)

Hence, for an (r+ 1)-uniform path P of length l, if each vertex is equipped with i.i.d. weight

from the uniform distribution on [0,1], then

P[P is increasing from v0 to vlr] =
1

∏
l
k=1(kr+1)

. (2.7)

Proof. For simplicity, we only prove this for r = 2. In this case, we want to show that the number

of proper weight assignments for paths of length l is (2l)!! = ∏
l
k=1(2k). The idea of the proof

for general case is exactly the same. Let al be the number of proper weight assignments for

3-uniform paths of length l with distinct weights from {0,1, . . . ,2l}. Let Wi be the weight of vi.

We prove al = (2l)!! by induction. First, for l = 1, W0 has to be 0, W2 can be either 1 or 2. So
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a1 = 2 = 2!!. Now for l ≥ 2, suppose the lemma is true for l −1. Then again, W0 has to be 0.

W2 is less than all Wi with i > 2, so W2 is at least the third smallest weight. As a result, W2 = 1

or 2. When W2 = 1, W1 can be any number in {2,3, . . . ,2l}, and all the other vertices form a

3-uniform increasing path of length l −1. So the number of proper weight assignments of this

kind is (2l −1)al−1. When W2 = 2, W1 has to be 1, and all the other vertices form a 3-uniform

increasing path of length l −1, the number of proper weight assignments of this kind is al−1.

Hence, by inductive assumption, we have al = 2lal−1 = 2l · (2l −2)!! = (2l)!!. This completes

the proof for r = 2.

For any vertex v and any integer h ≥ 1, let Nh(v) be the set of vertices w such that there

exist a path, as defined in Definition 2, connecting v to w, whose length is less or equal than h.

When h = 0, let N0(v) = v. The following lemma, which is a modification of Lemma 6 in [36],

show that for any vertex v, the probability that the minimal influence-blocking hypergraph

containing v is not a sub-hypergraph of Nh(v) converges to 0 as h → ∞.

Lemma 2.1.4. For any integers r ≥ 1 and d ≥ 2, let G be any (r+1)-uniform linear hypergraph

of maximum degree d, and suppose that the vertices are equipped with i.i.d. weights from the

uniform distribution on [0,1]. Then for any vertex v and any h ≥ 0,

P[B(v) ̸⊂ Nh(v)]≤
d(d −1)h

r ∏
h+1
k=1(k+

1
r )
. (2.8)

Proof. For any vertex v there exist at most d(d − 1)hrh distinct paths of length h + 1 that

connecting v to some vertex in Nh+1(i)\Nh(i). By definition, B(v) ̸⊂ Nh(v) if and only if at least

one of these path is increasing. So by applying a union bound and equation (2.7), we have

P[B(v) ̸⊂ Nh(v)]≤
d(d −1)hrh

∏
h+1
k=1(kr+1)

=
d(d −1)h

r ∏
h+1
k=1(k+

1
r )
.
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2.1.2 Bonus function of hypergraphs

To analyze the probability of the root of a rooted hypertree being selected into the

independent set, we use the following notion to establish a recursive equation, and hence by

some analysis, a differential equation.

Consider the following bonus function of hypergraphs, which is extended from the bonus

function of graphs introduced by Garmarnik and Goldberg [36]:

Definition 3. Let T be a rooted hypertree, whose vertices are equipped with distinct positive

weights. Let Wv be the weight of a vertex v, DE(v) be the set of descending edges of v and I be

the indicator function. Then the bonus function of hypergraphs ST : V (T )→ R is defined by

ST (v) =


Wv, v is leaf,

Wv ∏
e∈DE(v)

I(Wv > min
u∈e,u̸=v

{ST (u)}), otherwise.

Given a weighted rooted tree, the bonus function value of the root is exactly the weight

of the root if the root is selected by the greedy algorithm, and is 0 if the the root is not selected,

as shown by the following lemma:

Lemma 2.1.5. Let T be a rooted hypertree, whose vertices are equipped with distinct positive

weights. Let γ be the root of T , Wγ be the weight of γ , then we have

ST (γ) =Wγ I(γ ∈ I (T )).

Proof. We prove by induction on the height of the tree. When the height is 0, this lemma is true.

Now suppose T has height h > 0, and this lemma holds for all trees with height less than h. Let

ek, 1 ≤ k ≤ d, be all descending edges of the root γ . Then by definition of the bonus function,

we have

ST (γ) =Wγ

d

∏
k=1

I(Wγ > min
v∈ek,v̸=γ

{ST (v)}).
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So it suffices to show that

d

∏
k=1

I(Wγ > min
v∈ek,v̸=γ

{ST (v)}) = I(γ ∈ I (T )).

Let Tv be the subtree of T with root v, such that Tv contains only the edges descending from v.

If Wγ > minv∈ek,v̸=γ{ST (v)} for all k such that 1 ≤ k ≤ d. For an arbitrary k, pick v ∈ ek, v ̸= γ ,

such that Wγ > ST (v), then there are two cases. Firstly, if Wγ <Wv, then we have ST (v) = 0. By

inductive assumption, this implies v ̸∈ I (Tv). Then by Lemma 2.1.1, since Tv is an influence-

blocking hypergraph of T , we have v ̸∈ I (T ). This means that γ will not be deleted by ek.

Secondly, if Wγ >Wv. This also means that γ will not be deleted by ek. This argument works for

all 1 ≤ k ≤ d. Therefore, γ ∈ I (T ).

On the other hand, if Wγ < minv∈ek,v̸=γ{ST (v)} for some k, then Wγ must be the smallest-

weighted vertex in ek and v ∈ I (Tv) for all v ∈ ek, v ̸= γ . Since Tv is an influence-blocking

hypergraph of T , by Lemma 2.1.1 we have v ∈ I (T ) for all v ∈ ek, v ̸= γ . This implies that γ

will be deleted by ek. Therefore, γ ̸∈ I (T ).

Let T (d,h) be the (r+1)-uniform rooted hypertree such that all non-leaf vertices have

d descending edges, and all leaves have depth h. Let T̃ (d,h) be the (r + 1)-uniform rooted

hypertree such that the root has d descending edges while all other non-leaf vertices have d −1

descending edges, and all leaves have depth h.

Let γ be the root of T (d,h). Apply the first step of the greedy algorithm to T (d,h), that

is, randomly assign weights to T (d,h). Let Fd,h be the distribution function of ST (d,h)(γ). That

is, Fd,h(x) = P[ST (d,h)(γ)≤ x]. Similarly, let F̃d,h be the distribution function of ST̃ (d,h)(γ). That

is, F̃d,h(x) = P[ST̃ (d,h)(γ)≤ x]. Note that by Lemma 2.1.5, we have

1−Fd,h(0) = P[γ ∈ I (T (d,h)] (2.9)

1− F̃d,h(0) = P[γ ∈ I (T̃ (d,h)] (2.10)
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Also by definition of the bonus function of hypergraphs, Fd,h and F̃d,h satisfy the following

recursive equations for all x ∈ [0,1]:

Fd,h(x) = 1−
∫ 1

x
P[ST (d,h)(γ) =Wγ |Wγ = t]dt = 1−

∫ 1

x
[1− (1−Fd,h−1(t))r]ddt (2.11)

F̃d,h(x) = 1−
∫ 1

x
P[ST̃ (d,h)(γ) =Wγ |Wγ = t]dt = 1−

∫ 1

x
[1− (1−Fd−1,h−1(t))r]ddt (2.12)

In order to get a differential equation, we need to show that Fd,h and F̃d,h converge as h → ∞. We

make use of the following lemma:

Lemma 2.1.6. For any x ∈ R and integer h ≥ 0, the following inequalities hold:

(−1)hFd,h(x)≤ (−1)hFd,h+1(x) (2.13)

(−1)hFd,h(x)≤ (−1)hFd,h+2(x) (2.14)

Proof. We prove inequality (2.13) by induction. First, when h = 0, by definition we have

Fd,0(x)≤ Fd,1(x). Now for h ≥ 1, suppose inequality (2.13) holds for h−1. Replace h by h+1

in equality (2.11) and consider its difference with the original equality, we have

Fd,h+1(x)−Fd,h(x) =
∫ 1

x

((
1− (1−Fd,h−1(t))r)d −

(
1− (1−Fd,h(t))r)d

)
dt

Using this equation, we can check that when Fd,h(x)≥ Fd,h−1(x), we have Fd,h+1(x)≤ Fd,h(x);

and when Fd,h(x) ≤ Fd,h−1(x), we have Fd,h+1(x) ≥ Fd,h(x). Hence, by inductive assumption,

we have (−1)hFd,h(x)≤ (−1)hFd,h+1(x). This completes the proof for inequality (2.13). Same

reasoning gives the proof for inequality (2.14).

Corollary 2.1.7. There exist functions Fd,even(x) : R→ [0,1] and Fd,odd(x) : R→ [0,1] such that

the sequence of functions {Fd,2k(x)}k≥0 converges pointwise to Fd,even(x) and the sequence of

functions {Fd,2k+1(x)}k≥0 converges pointwise to Fd,odd(x), and Fd,even(x) ≤ Fd,odd(x) for all
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x ∈ R.

Proof. As a result of inequality (2.14), for any x ∈ R, the sequence {Fd,2k(x)}k≥0 is increasing

and the sequence {Fd,2k+1(x)}k≥0 is decreasing. Also, by inequality (2.13), both sequences are

bounded. Hence, by the Monotone Convergence Theorem [65], they must converge, which

implies the existence of Fd,even(x) and Fd,odd(x). The inequality can be obtained by considering

the inequality (2.13) with h = 2k and k → ∞.

Similar results as Lemma 2.1.6 and Corollary 2.1.7 for F̃d,h can also be obtained using

the same idea, and we omit the details.

2.2 Expectation

In this section we prove Theorem 1.6.1. The following lemma, which is a modification

of Theorem 7 in [36], provide an upper bound for the difference between the probability that a

vertex v in a hypergraph G is selected and the probability that the root γ of a rooted hypertree is

selected by the greedy algorithm, showing that the performance of the greedy algorithm on G is

locally similar to that on a hypertree.

Lemma 2.2.1. For any integers r ≥ 1, d ≥ 2 and g ≥ 4, let G be an (r+1)-uniform d-regular

hypergraph with girth g. Let h0 = ⌊g−3
2 ⌋, T = T̃ (d,h) with h ≥ h0 + 1, let γ be the root of T .

Then for every vertex v ∈V (G),

|P[v ∈ I (G)]−P[γ ∈ I (T )]| ≤ d(d −1)h0

r ∏
h0+1
k=1 (k+ 1

r )
. (2.15)

Proof. We apply the first step of greedy algorithm on G and T in the following way. We first

give vertices of G i.i.d. weights from the uniform distribution on [0,1]. Observe that Nh0+1(v)

is a T̃ (d,h0 +1) hypertree, so we can find an isomorphism f that maps Nh0+1(v) to Nh0+1(γ).

Then we give the vertices in Nh0+1(γ) the same weight as their coimage in Nh0+1(v). Finally

we give all remaining vertices in T i.i.d. weights from the uniform distribution on [0,1]. Then
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we apply the second step of greedy algorithm on both G and T to get I (G) and I (T ). In this

setting, we have the following estimate:

P[v ∈ I (G)] =P[v ∈ I (G),BG(v)⊂ Nh0(v)]+P[v ∈ I (G),BG(v) ̸⊂ Nh0(v)]

=P[γ ∈ I (T ),BT (γ)⊂ Nh0(γ)]+P[v ∈ I (G),BG(v) ̸⊂ Nh0(v)]

(Lemma 2.1.1)

≤P[γ ∈ I (T )]+P[BG(v) ̸⊂ Nh0(v)].

This implies that

P[v ∈ I (G)]−P[γ ∈ I (T )]≤ P[BG(v) ̸⊂ Nh0(v)]

≤ d(d −1)h0

r ∏
h0+1
k=1 (k+ 1

r )
. (Lemma 2.1.4)

We complete the proof by repeating the reasoning above with the roles of P[v ∈ I (G)] and

P[γ ∈ I (T )] reversed.

Using similar idea as in the proof above, we can also show that the following limits exist:

Lemma 2.2.2. For any fixed integer d, the limits limh→∞P[γ ∈ I (T (d,h))] and

limh→∞P[γ ∈ I (T̃ (d,h))] exist, where γ denote the root of the rooted hypertrees.

Proof. We only present the proof of the existence of limh→∞P[γ ∈ I (T̃ (d,h))]. The proof of the

existence of limh→∞P[γ ∈ I (T (d,h))] is similar and we omit the details. Let h, h′ be positive

integers with h′ > h. Using the same idea as in the proof of Lemma 2.2.1, we can show that

|P[γ ∈ I (T̃ (d,h))]−P[γ ∈ I (T̃ (d,h′))]| ≤ d(d −1)h−1

r ∏
h
k=1(k+

1
r )

→ 0 as h → ∞.

So we conclude that the sequence {P[γ ∈ I (T̃ (d,h))]}h≥1 is a Cauchy sequence and therefore

has a limit.
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Now we are ready to show that Fd,h(x) and F̃d,h(x) converge, and hence get the differential

equations we need:

Lemma 2.2.3. there exist functions Fd(x) and F̃d(x)such that Fd,h(x) converges pointwise to

Fd(x) and F̃d,h(x) converges pointwise to F̃d(x) as h → ∞. Fd(x) and F̃d(x) satisfy the following

equations:

Fd(x) = 1−
∫ 1

x
[1− (1−Fd(t))r]ddt, (2.16)

F̃d(x) = 1−
∫ 1

x
[1− (1−Fd−1(t))r]ddt. (2.17)

Proof. We only present the proof of the existence of Fd here. The proof of the existence of F̃d

is similar and we omit the details. By Corollary 2.1.7, there exist Fd,even(x) and Fd,odd(x) such

that Fd,2k(x) converges pointwise to Fd,even(x) and Fd,2k+1(x) converges pointwise to Fd,odd(x)

as k → ∞. Hence, to prove the existence of Fd , it suffices to show that Fd,even(x) = Fd,odd(x)

for all x ∈ R. By Lemma 2.2.2, limh→∞P[γ ∈ I (T (d,h))] exists. Since Fd,h(0) = 1−P[γ ∈

I (T (d,h))], this implies that limh→∞ Fd,h(0) exists. So we have

Fd,even(0) = lim
h→∞

Fd,h(0) = Fd,odd(0).

Now consider equation (2.11) with h = 2k, and let k go to infinity on both sides, and then use the

Dominated Convergence Theorem [65], we have

Fd,even(x) = 1−
∫ 1

x
[1− (1−Fd,odd(t))r]ddt.

Similarly, we also have

Fd,odd(x) = 1−
∫ 1

x
[1− (1−Fd,even(t))r]ddt.
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Take the derivative on both sides and then take the difference of these two equations, we have

F ′
d,even(x)−F ′

d,odd(x) = [1− (1−Fd,odd(x))r]d − [1− (1−Fd,even(x))r]d ≥ 0,

where the inequality comes from the fact that Fd,even ≤ Fd,odd by Corollary 2.1.7. So for any

fixed x ∈ [0,1],

Fd,even(x) = Fd,even(0)+
∫ x

0
F ′

d,even(t)dt ≥ Fd,odd(0)+
∫ x

0
F ′

d,odd(t)dt = Fd,odd(x).

This combined with the inequality Fd,even ≤ Fd,odd , implies Fd,even = Fd,odd . This completes the

proof of the existence of Fd(x). Now consider equations (2.11) and (2.12), let h → ∞ and then

use the Dominated Convergence Theorem [65], we get the desired differential equations.

Lemma 2.2.4. For any integer d ≥ 3, let Gd(x) = 1−Fd−1(x), then Gd(x) satisfies the following

equation:

1− ∑
n≥0

(
n+d −2

d −2

)
Gd(x)rn+1

rn+1
= x. (2.18)

Proof. By equation (2.16), we have

Gd(x) =
∫ 1

x
(1−Gd(t)r)d−1dt.

Taking derivatives on both sides, we have

G′
d(x) =−(1−Gd(x)r)d−1.

Let Hd(x) = ∑n≥0
(n+d−2

d−2

)xrn+1

rn+1 , it is not hard to check that H ′
d(x) =

1
(1−xr)d−1 . So the equation

above is equivalent to

(Hd (Gd(x)))
′ =−1.
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Solving this equation, we obtain

∑
n≥0

(
n+d −2

d −2

)
Gd(x)rn+1

rn+1
=−x+C

Let x = 1, we have 0 =−1+C, which implies C = 1. This completes the proof.

Lemma 2.2.5. For any integer d ≥ 3, let G̃d(x) = 1− F̃d(x), then we have the following equation:

G̃d(x) = Gd(x)−
Gd(x)r+1

r+1
(2.19)

Proof. By equation (2.17),

G̃d(x) =
∫ 1

x
(1−Gd(t)r)ddt

Consider changing the variable in the integral by letting u = Gd(t). By equation (2.16), not hard

to see dt =− du
(1−ur)d−1 . Hence,

G̃d(x) =−
∫ Gd(1)

Gd(x)
(1−ur)du = Gd(x)−

Gd(x)r+1

r+1

Now we are ready to prove Theorem 1.6.1.

Proof of Theorem 1.6.1. Applying inequality (2.15), we have

|E[|I (G)|]
n

−P[γ ∈ I (T̃ (d,h))]| ≤ 1
n ∑

v∈V (G)

|P[v ∈ I (G)]−P[γ ∈ I (T̃ (d,h))]|

≤ d(d −1)h0

r ∏
h0+1
k=1 (k+ 1

r )

Note that this inequality holds for all h ≥ h0 +1. Let h → ∞, we have

|E[|I (G)|]
n

− lim
h→∞

P[γ ∈ I (T̃ (d,h))]| ≤ d(d −1)h0

r ∏
h0+1
k=1 (k+ 1

r )
.
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Let f (d,r) = limh→∞P[γ ∈ I (T̃ (d,h))] = G̃d(0), then we have the required inequality (2.4).

Let u(d,r) = limh→∞P[γ ∈ I (T (d −1,h))] = Gd(0). By Lemma 2.2.4, we know that u(d,r)

satisfy equation (2.1). By Lemma 2.2.5, we have

f (d,r) = G̃d(0) = Gd(0)−
Gd(0)r+1

r+1
= u(d,r)− u(d,r)r+1

r+1
.

This completes the proof.

2.3 Concentration

In this section we prove Theorem 1.6.2. If two vertices u,v are far away from each other,

then the indicator of the event that u is selected and the indicator of the event that v is selected by

the greedy algorithm have small covariance. This phenomenon can also be used to give an upper

bound for the variance of the algorithm.

Lemma 2.3.1. For any integers r ≥ 1 and d ≥ 2, let G be an (r+1)-uniform linear hypergraph

on n vertices with maximum degree d, then the variance satisfies:

Var[I (G)]≤ 3d2r2er2(d−1)3
n. (2.20)

Proof. Let V (G) = {v1,v2, . . . ,vn}, Xi = I(vi ∈ I (G)). Then

Var(I (G)) = Var(
n

∑
i=1

Xi)

=
n

∑
i=1

(E[X2
i ]−E[Xi]

2)+ ∑
1≤i ̸= j≤n

(E[XiX j]−E[Xi]E[X j])

≤ n+ ∑
1≤i≤n

∑
δ≥1

∑
v j∈Nδ (vi)\Nδ−1(vi)

(E[XiX j]−E[Xi]E[X j]),

where the inequality uses the bound (E[X2
i ]−E[Xi]

2)≤ 1. For any 1 ≤ i ≤ n, we consider the
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sum

∑
δ≥1

∑
v j∈Nδ (vi)\Nδ−1(vi)

(E[XiX j]−E[Xi]E[X j])

First, for any δ ≥ 3, let h = ⌊δ−3
2 ⌋, and let Ai,h denote the event {B(vi) ̸⊂ Nh(vi)}, Ac

i,h denote

the complement of the event Ai,h, that is {B(vi) ⊂ Nh(vi)}. This event is only determined by

the weights of vertices in Nh+1(vi). Notice that for every v j ∈ Nδ (vi)\Nδ−1(vi), Nh+1(vi)∩

Nh+1(v j) = /0. So Ac
i,h and Ac

j,h are independent. Then we have,

E[XiX j] = P[vi ∈ I (G),v j ∈ I (G)]

= P[vi ∈ I (G),v j ∈ I (G),Ac
i,h ∩Ac

j,h]+P[vi ∈ I (G),v j ∈ I (G),Ai,h ∪A j,h].

By Lemma 2.1.1 and the independence between Ac
i,h and Ac

j,h, we have

P[vi ∈ I (G),v j ∈ I (G),Ac
i,h ∩Ac

j,h] = P[vi ∈ I (B(vi)),v j ∈ I (B(v j)),Ac
i,h ∩Ac

j,h]

= P[vi ∈ I (B(vi)),Ac
i,h]P[v j ∈ I (B(v j)),Ac

j,h]

≤ E[Xi]E[X j].

On the other hand, by Lemma 2.1.4

P[vi ∈ I (G),v j ∈ I (G),Ai,h ∪A j,h]≤ P[Ai,h]+P[A j,h]

≤ 2d(d −1)h

r ∏
h+1
k=1(k+

1
r )

Hence,

E[XiX j]−E[Xi]E[X j]≤
2d(d −1)h

r ∏
h+1
k=1(k+

1
r )

Since G has maximum degree d, we have |Nδ (vi)\Nδ−1(vi)| ≤ d(d −1)δ−1rδ .
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In particular, for odd integer δ ≥ 3, we have δ = 2h+3. So the sum

∑
odd δ≥3

∑
v j∈Nδ (vi)\Nδ−1(vi)

(E[XiX j]−E[Xi]E[X j])≤ ∑
h≥0

d(d −1)2h+2r2h+3 2d(d −1)h

r(h+1)!

=
2d2

d −1 ∑
h≥1

r2h(d −1)3h

h!

≤ 2d2
∑
h≥1

r2h(d −1)3h

h!

For even integer δ ≥ 3, we have δ = 2h+4. So the sum

∑
even δ≥3

∑
v j∈Nδ (vi)\Nδ−1(vi)

(E[XiX j]−E[Xi]E[X j])≤ ∑
h≥0

d(d −1)2h+3r2h+4 2d(d −1)h

r(h+1)!

= 2d2r ∑
h≥1

r2h(d −1)3h

h!

For 1 ≤ δ ≤ 2, use the bound E[XiX j]−E[Xi]E[X j]≤ 1, we have

∑
1≤δ≤2

∑
v j∈Nδ (vi)\Nδ−1(vi)

(E[XiX j]−E[Xi]E[X j])≤ 2d2r2

Combine the three inequalities above, we have

∑
δ≥1

∑
v j∈Nδ (vi)\Nδ−1(vi)

(E[XiX j]−E[Xi]E[X j])≤ 2d2r2er2(d−1)3

So the variance

Var(I (G))≤ n+2d2r2er2(d−1)3
n ≤ 3d2r2er2(d−1)3

n

Proof of Theorem 1.6.2. By Lemma 2.3.1, we know that for fix d and r, there exist a constant c
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such that Var(I (G))≤ cn. Hence, by Chebyshev’s Inequality we have

P[||I (G)|−E[|I (G)|]| ≥
√

nb(n)]≤ Var(|I (G)|)
b(n)2n

→ 0, as n → ∞.

Chapter 2, in full, is a version of the material as it appears in “Randomized greedy algo-

rithm for independent sets in regular uniform hypergraphs with large girth”, Random Structures

& Algorithms 59.1 (2021): 79-95, co-authored with Jacques Verstraëte. The dissertation author

was the primary investigator and author of this paper.

2.4 Appendix

We first collect some real number inequalities:

Proposition 2.4.1. Let n,r,d be positive integers. Then

1. For x ≥ 0, ∫ x

0
etr

dt = ∑
n≥0

xrn+1

n!(rn+1)
(2.21)

2. For n ≤
√

d, (
1+

n
d

)n
≤ e

n2
d ≤ e (2.22)

3. For y ≥ 0, (y
n

)n
≤ e

y
e (2.23)

Let ud = limh→∞P[γ ∈ I (T (d,h))] = u(d + 1,r). Note that ud can be viewed as the

probability of the root of T (d,∞) being selected by the greedy algorithm, while f (d,r) can be

viewed as the probability of the root of T̃ (d,∞) being selected by the greedy algorithm.
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Proposition 2.4.2. f (d,r)∼ ( logd
rd )

1
r as d → ∞.

Proof. Let g(d,u) = ∑n≥0
(n+d−1

n

)urn+1

rn+1 . It is not hard to see that g is increasing with respect to

u. By Lemma 2.2.4, we have g(d,ud) = 1. Now for any ε > 0, let u = ((1
r )

1
r + ε)( logd

d )
1
r , we

have

g(d,u)≥ ∑
n≥0

dn

n!
urn+1

rn+1

= d− 1
r ∑

n≥0

(ud
1
r )rn+1

n!(rn+1)

= d− 1
r

∫ ud
1
r

0
etr

dt (by 2.21)

≥ d− 1
r

∫ (logd)
1
r [( 1

r )
1
r +ε]

(logd)
1
r ( 1

r )
1
r

etr
dt

≥ d− 1
r (ε(logd)

1
r )e

logd
r

= ε(logd)
1
r .

This means that g(d,u)→ ∞ as d → ∞, hence ud ≤ [(1
r )

1
r + ε]( logd

d )
1
r when d is large

enough.

On the other hand, for any ε > 0, let u = c( logd
d )

1
r , where c = (1

r − ε)
1
r , we have

g(d,u)≤ ∑
n≥0

(
e(n+d)

n

)n urn+1

rn+1

= ∑
n≥0

u
rn+1

(e
n
+

e
d

)n
(cr logd)n
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When n ≥ 4cre logd, and d is large enough, we have

∑
n≥4cre logd

u
rn+1

(e
n
+

e
d

)n
(cr logd)n ≤ u ∑

n≥4cre logd

(
2e

4cre logd

)n

(cr logd)n

= u ∑
n≥4cre logd

(
1
2

)n

≤ c
(

logd
d

) 1
r

→ 0 as d → ∞.

When n ≤ 4cre logd, and d is large enough, we have

∑
n≤4cre logd

u
rn+1

(e
n
+

e
d

)n
(cr logd)n ≤ u ∑

n≤4cre logd

(
1+

n
d

)n
(

cre logd
n

)n

≤ ue ∑
n≤4cre logd

(
cre logd

n

)n

(by 2.22)

≤ c
(

logd
d

) 1
r

e(4cre logd)ecr logd (by 2.23)

= 4e2cr+1(logd)
r+1

r d−ε → 0 as d → ∞.

This means that g(d,u)→ 0 as d → ∞, hence ud ≥ (1
r − ε)

1
r ( logd

d )
1
r when d is large enough.

These estimates imply that ud ∼ ( logd
rd )

1
r , hence ud → 0 as d → ∞. Recall that by Theorem 1.6.1,

f (d,r) = u(d,r)− u(d,r)r+1

r+1
= ud−1 −

ur+1
d−1

r+1

Therefore, f (d,r)∼ ( logd
rd )

1
r as d → ∞.
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Chapter 3

Hypergraph Ramsey Numbers for Berge
Cycles

Recall that for k ≥ 2, a Berge k-cycle is a family of sets e1,e2, . . . ,ek such that e1 ∩

e2,e2 ∩ e3, . . . ,ek ∩ e1 has a system of distinct representatives, and a Berge cycle is nontrivial

if e1 ∩ e2 ∩ ·· · ∩ ek = /0. The family of nontrivial Berge k-cycles all of whose sets have size r

is denoted by Br
k. In particular, we let Bk = B3

k . In support of Conjecture V, we prove the

following result for nontrivial Berge cycles of even length:

Theorem 3.0.1 (Theorem 1.8.4). For k ≥ 3, and t large enough,

R(t,B2k)≤ t
2k

2k−1 exp
(

4
√

log t
)
. (3.1)

It seems likely that Theorem 1.8.4 can be extended to r-uniform hypergraphs with r ≥ 4,

however when following the proof of Theorem 1.8.4, two obstacles arise. The first is that one

requires supersaturation for Berge cycles in r-uniform hypergraphs for r ≥ 3 (in other words, an r-

uniform version of Lemma 3.2.1). A second obstacle is that an r-uniform analog of Lemma 3.2.2

is not straightforward: for instance if an edge e in an r-graph is contained in m Berge cycles

of length 2k, then the number of edges may be as low as m1/(2k−1): take a graph 2k-cycle, and

replace one edge with the hyperedge e, and each other edge with m1/(2k−1) hyperedges. We

believe these technical obstacles may be overcome (some of the ideas in the recent paper of
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Mubayi and Yepremyan [59] may apply).

The lower bound for R(t,Br
k) is closely related to the following notoriously difficult

conjecture.

Conjecture VI (Erdős and Simonovits [30]). There exist graphs on n vertices of girth more than

2k with Θ(n1+1/k) edges.

This conjecture remains open, except when k ∈ {2,3,5}, largely due to the existence of

generalized polygons [9, 53, 75]. Towards this conjecture, Lazebnik, Ustimenko and Woldar [51]

gave the densest known construction, which has Ω(n1+2/(3k−2)) edges. We prove the following

theorem relating this conjecture to lower bounds on Ramsey numbers for nontrivial Berge cycles:

Theorem 3.0.2 (Theorem 1.8.5). Let k ≥ 2, r ≥ 3. If Conjecture VI is true, then as t → ∞,

R(t,Br
k) = Ω

((
t

log t

) k
k−1
)
. (3.2)

This shows that if the Erdős-Simonovits Conjecture is true, then Theorem 1.8.4 is tight up

to a to(1) factor. Indeed, following the proof of Theorem 1.8.5, the known construction of Lazeb-

nik, Ustimenko and Woldar [51] would give a weaker lower bound of Ω((t/ log t)(3k−2)/(3k−4)).

Let Bk be the family of all 3-uniform Berge k-cycles. Random graphs together with the

Lovász local lemma give R(t,Bk)≥ t(2k−2)/(2k−3)−o(1), see [3] for similar computation. We prove

the following theorem, which gives a substantially better lower bound for B4 if Conjecture VI is

true.

Theorem 3.0.3 (Theorem 1.8.6). If Conjecture VI is true for k = 4, then as t → ∞,

R(t,B4) = Ω

((
t√

log t

)16/13
)
. (3.3)

We prove Theorem 1.8.4 in Section 3.2, Theorem 1.8.5 in Section 3.3, and Theorem 1.8.6

in Section 3.4.
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3.1 Preliminaries

We make use of the following elementary lemma, whose proof is a standard probabilistic

argument, included for completeness:

Lemma 3.1.1. Let d ≥ 1, and let H be a 3-graph of average degree at most d. Then

α(H)≥ 2v(H)

3d
1
2
.

Proof. Let X be a subset of V (H) whose elements are chosen independently with probability

p = d−1/2. We can get an independent set by deleting a vertex for each edge of H contained in

X . Then the expected size of such independent set is at least

pv(H)− p3|H|= pv(H)− p3dv(H)

3
=

2v(H)

3d
1
2
.

Hence, there must exist an independent set of size at least the desired lower bound, which

completes the proof.

Lemma 3.1.2. Let H be a 3-graph on n vertices, and 0 < ε < 1/2. Then there exists an induced

subgraph G of H satisfying the following properties:

1. v(G)≥ n
1− 2

log2(
1
ε ) ,

2. ∆(G)≤ d(G)
ε

.

Proof. Let H = G(0). We do the following for i ≥ 0. If ∆(G(i)) ≤ d(G(i))/ε , we let G = G(i).

Otherwise, iteratively delete vertices of G(i) with degree at least d(G(i)). Each deleted vertex

will result in the loss of at least d(G(i)) edges. So we can delete at most

|G(i)|
d(G(i))

=
v(G(i)) ·d(G(i))

3 ·d(G(i))
=

v(G(i))

3
<

v(G(i))

2
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vertices in this step. Let G(i+1) be the subgraph induced by the remaining vertices. Then

we have v(G(i+1))≥ v(G(i))/2. If ∆(G(i+1))≤ d(G(i+1))/ε , then we let G = G(i+1). Otherwise,

we have

d(G(i+1))≤ ε∆(G(i+1))< εd(G(i)).

Let K = 2log1/ε n. We must obtain an induced subgraph G with ∆(G)≤ d(G)/ε after at most

K repetitions. Otherwise, after K repetitions, since the average degree decreases by at least a

factor of ε after each repetition, the remaining graph G(K) will have no edge, which satisfies the

condition ∆(G(K))≤ d(G(K))/ε . Suppose after m ≤ K repetitions we have the desired induced

subgraph G with ∆(G)< d(G)/ε . Since the number of vertices decreases by at most a factor of

2, we also have

v(G)≥ n
2m ≥ n

1− 2
log2(

1
ε ) .

This completes the proof.

We use the following slightly weaker version of a lemma due to Méroueh [56]; the lemma

is in fact valid for 3-graphs H with no loose k-cycles:

Lemma 3.1.3. Let H be a Bk-free 3-graph. Then there exists a subgraph H∗ of H such that

|H∗|> |H|/(3k2) and each edge of H∗ contains a pair of codegree 1.

Proof. Given a 3-graph G and a pair of vertices x,y, we say that {x,y} is G-light if dG(x,y)< k.

Let G1 = H, and let H1 consist of all edges of G1 containing a G1-light pair, and let G2 = G1\H1.

For i ≥ 2, let Hi consist of all edges of Gi containing a Gi-light pair, and let Gi+1 = Gi\Hi.

Suppose for contradiction that Gk is not empty. Let e1 = {v1,v2,v3} be an edge in Gk, then

by definition, {v2,v3} is not a Gk−1-light pair, and hence, there exists an edge e2 = {v2,v3,v4}

such that v4 ̸= v1. For 2 ≤ i ≤ k−1, let ei = {vi,vi+1,vi+2} be an edge in Gk+1−i. By definition,

{vi+1,vi+2} is not a Gk−i-light pair, and hence, there exists an edge ei+1 = {vi+1,vi+2,vi+3}

in Gk−i such that vi+3 is distinct from all v j, 1 ≤ j ≤ i. Therefore, we have a tight path of

length k in G1 = H, that is, a hypergraph consisting of k+2 distinct vertices vi, 1 ≤ i ≤ k+2,
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and k edges ei = {vi,vi+1,vi+2}, 1 ≤ i ≤ k. This is also a nontrivial Berge k-cycle. Indeed,

when k is even, {v2,v4, . . . ,vk,vk+1,vk−1, . . . ,v3} forms a system of distinct representatives of

{e1 ∩ e2,e2 ∩ e4,e4 ∩ e6, . . . ,ek−2 ∩ ek,ek ∩ ek−1,ek−1 ∩ ek−3, . . . ,e3 ∩ e1}, and when k is odd,

{v2,v4, . . . ,vk+1,vk,vk−2, . . . ,v3} forms a system of distinct representatives of {e1 ∩ e2,e2 ∩

e4,e4∩e6, . . . ,ek−3∩ek−1,ek−1∩ek,ek ∩ek−2, . . . ,e3∩e1}. This results in a contradiction, since

H is Bk-free. Therefore, Gk must be empty, and hence H can be partitioned into k−1 subgraphs

Hi, 1 ≤ i ≤ k−1, such that each Hi consists of edges containing a Gi-light pair, which is also

Hi-light. Let H ′ be a subgraph Hi with the most edges, then by the pigeonhole principle,

|H ′|> |H|
k

.

Now consider a graph J whose vertex set is the set of 3-edges of H ′, and two 3-edges of H ′ form

an edge of J if they share an H ′-light pair. It is easy to see that J has maximum degree at most

3k−6. Then we can greedily take an independent set of J of size at least v(J)/(3k−5), and this

independent set correspond to a subgraph H∗ of H ′ such that

|H∗|> |H ′|
3k−5

>
|H|
3k2 ,

and each edge of H∗ contains a pair of codegree 1.

3.2 Upper bound of R(t,B2k)

In this section we prove the upper bound in Theorem 1.8.4

A key ingredient of the proof of Theorem 1.8.4 is a supersaturation theorem for cycles

in graphs: we make use of the following result proved by Simonovits [35] (see Morris and

Saxton [57] for stronger supersaturation):

Lemma 3.2.1. For every n,k ≥ 2, there exist constants γ,b0 > 0 such that for every b ≥ b0, any

n-vertex graph G with at least bn1+1/k edges contains at least γb2kn2 copies of C2k.
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We next give a simple lemma which says that if a graph has many cycles of length 2k

containing a fixed edge, then it has many edges.

Lemma 3.2.2. Let G be a graph containing m cycles of length 2k, each containing an edge

e ∈ G. Then |G| ≥ m1/(k−1)/2.

Proof. For each cycle C of length 2k containing e, let M(C) be the perfect matching of C

containing e. Fixing a matching M ⊂ G of size k containing e, at most (k− 1)!2k−1 cycles C

have M(C) = M. It follows that the number of distinct matchings M ⊂ G of size k containing e

is at least m/(k−1)!2k−1, and therefore

(
|G|−1
k−1

)
≥ m

(k−1)!2k−1 .

We conclude |G|k−1 ≥ m/2k−1 and therefore |G| ≥ m1/(k−1)/2.

Now we are ready to prove Theorem 1.8.4.

Proof of Theorem 1.8.4. It suffices to show that for every large enough integer n, any B2k-free

3-graph H on n vertices must contain an independent set of size at least n(2k−1)/(2k)−5/(2
√

logn).

By Lemma 3.1.2 with ε = exp(−
√

log2 n), we find an induced subgraph H0 of H with n0

vertices, average degree d0 and maximum degree D0 such that n0 ≥ n1−2/
√

log2 n and D0 < d0/ε .

By Lemma 3.1.3, there is a subgraph H1 of H0 with at least |H0|/(4k2) edges such that each edge

of H1 contains a pair of codegree 1 in H1. Let χ : V (H1)→{1,2,3} be a random 3-coloring and

let H2 consist of all triples in H1 such that the pair of vertices of colors 1 and 2 has codegree

1 in H1 and the last vertex in the triple has color 3. The probability that an edge in H1 is also

an edge in H2 is at least 1/27, and therefore the expected number of edges in H2 is at least

|H1|/27 ≥ |H0|/(108k2). Fix a coloring so that |H2| ≥ |H0|/(108k2). Consider the bipartite

graph G comprising all pairs of vertices of colors 1 and 2 contained in an edge of H2. Thus,

|G|= |H2| and G has average degree dG ≥ d0/(108k2). For convenience, let b > 0 be defined

by dG = 2bn1/k
0 so |G|= bn1+1/k

0 . By Lemma 3.2.1, there exist constants γ,b0 > 0 such that if
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b > b0, then G must contain at least γb2kn2
0 copies of C2k. Notice that we must have 1/ε > b0

when n is large enough. The proof is split into two cases.

Case 1. b ≥ 1/ε . By the pigeonhole principle, there exists an edge e such that the number

of C2k containing e in G is at least

2kγb2kn2
0

|G|
= 2kγb2k−1n

1− 1
k

0 .

Let G′ be the union of all 2k-cycles in G containing e. Then by Lemma 3.2.2, for some constant

c,

|G′| ≥ cb2+ 1
k−1 n

1
k
0 =

1
2

cb1+ 1
k−1 dG ≥ 1

216k2 cε
−1− 1

k−1 d0 > D0

provided n is large enough. Let C be a 2k-cycle in G containing e. Then there exist edges

e1 ∪{v1},e2 ∪{v2}, . . . ,e2k ∪{v2k} in H2 where e1,e2, . . . ,e2k ∈C and v1,v2, . . . ,v2k have color

3. Since H2 is B2k-free, for some vertex z we have v1 = v2 = · · · = v2k = z. Since each cycle

C in G′ contain e, they must have the same z. Now the degree of z in H2 is at least |G′| > D0,

which contradicts the fact that H0 has maximum degree at most D0.

Case 2. b< 1/ε . In this case, dG < 2n1/k
0 /ε and so d0 < (216k2/ε)n1/k

0 . By Lemma 3.1.1

on H0,

α(H)≥ α(H0)≥
2n0

3d
1
2
0

≥ 2
3

(
216k2

ε

)− 1
2

n
2k−1

2k
0 ≥ 1

9
√

6k
n

2k−1
2k − 5k−2

2k
√

log2 n > n
2k−1

2k − 5
2
√

logn .

Now let n = t
2k

2k−1+
4√
log t . Clearly, logn > 2k

2k−1 log t. Hence, an n-vertex B2k-free 3-graph H

contains an independent set of size

n
2k−1

2k − 5
2
√

logn = t(
2k

2k−1+
4√
log t )(

2k−1
2k − 5

2
√

logn ) > t

provided n is large enough. Therefore, we have R(t,B2k)< t
2k

2k−1+
4√
log t .
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In fact, by more careful computation, we can obtain a slightly better upper bound

R(t,B2k)< t
2k

2k−1+
c√
log t , where c > 5k−2

2k−1 ·
√

(2k) log2
2k−1 .

3.3 Lower bound of R(t,B2k)

In this section we prove the lower bound in Theorem 1.8.5. We will use the following

lemma to get a large bipartite subgraph with large minimum degree and small maximum degree:

Lemma 3.3.1. Let k ≥ 3, c > 0, and let G be an n-vertex graph of girth more than 2k with more

than 2cn1+1/k edges. Then there exists a bipartite subgraph G′ of G such that δ (G′) ≥ cn1/k,

∆(G′)≤ n1/k/ck−1, and v(G′)≥ ckn.

Proof. A maximum cut of G gives a bipartite subgraph with at least cn1+1/k edges. A subgraph

G′ of this bipartite subgraph of minimum degree at least cn1/k +1 may be obtained by repeatedly

removing vertices of degree at most cn1/k. Let ∆ := ∆(G′) be the maximum degree of G′, and

let v be a vertex of maximum degree, then the number of vertices at distance k from v is at

least ∆ck−1n(k−1)/k, since G has girth larger than 2k. In particular, ∆ck−1n(k−1)/k ≤ n and so

∆ ≤ n1/k/ck−1. The number of vertices in G′ is at least ckn, since G′ has minimum degree at

least cn1/k +1 and girth larger than 2k.

Let r ≥ 2, a star with vertex set V is an r-graph on V consisting of all edges containing

a fixed vertex of V , i.e., the edge set of a star is {e ⊂V : |e|= r,v ∈ e} for some vertex v ∈V .

Let integers d ≥ m and let Sd,m be a d-vertex r-graph consisting of m vertex-disjoint stars of size

⌊d/m⌋ or ⌈d/m⌉.

Lemma 3.3.2. Let integer r ≥ 2, and let integers d ≥ m.The probability that a uniformly chosen

set of s vertices of Sd,m is independent is at most

exp
(
−m(s− rm)

2d

)
.
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Proof. Let the vertex sets of these stars be V1,V2, . . . ,Vm. The probability that a uniformly chosen

set of si vertices in Vi is independent in Sd,m is at most 1− si/⌈d/m⌉ ≤ 1−msi/2d if si ≥ r, and

is 1 if si < r. Hence, this probability is at most 1−m(si − r)/2d for 0 ≤ si ≤ d. Therefore a

uniformly chosen set I ⊂ Sd,m of s vertices with |I ∩Vi|= si is independent with probability at

most
m

∏
i=1

(
1− m(si − r)

2d

)
≤ exp

(
−

m

∑
i=1

m(si − r)
2d

)
= exp

(
−m(s− rm)

2d

)
.

Now we are ready to prove Theorem 1.8.5.

Proof of Theorem 1.8.5. It suffices to show that for n large enough, there exists an n-vertex

Br
k-free r-graph with independence number O(n1− 1

k logn). Let G be an n-vertex graph of girth

more than 2k with 2cn1+1/k edges for some positive constant c. By Lemma 3.3.1, there exists

a bipartite subgraph G′ of G with at least N = ckn vertices, minimum degree at least cn1/k and

maximum degree at most n1/k/ck−1. Let X ,Y be the parts of this bipartite graph where |Y | ≥ |X |.

Let m = 8logn/ck. We form an r-graph H with vertex set Y by placing a random copy of Sd(x),m

on the vertex set NG′(x), the neighborhood of x in G′, independently for each x ∈ X . Since G′ has

girth more than 2k, it is straightforward to check that H does not contain any nontrivial Berge

k-cycle. We now compute the expected number of independent sets of size t = rmn1−1/k/ck+1 in

H. Clearly, log t ≥ (1−1/k) logn. If H has no independent set of size t with positive probability,

then since v(H)≥ N/2, we find that

R(t,Br
k)≥ N/2 ≥ ck

2

(
c2k+1t
8r logn

) k
k−1

≥ ck,r

(
t

log t

) k
k−1

,

for some positive constant ck,r. This is enough to prove Theorem 1.8.5.

For an independent t-set I in H, I ∩NG′(x) is an independent set in Sd(x),m for all x ∈ X .
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Since these events are independent, setting s(x) = |I ∩NG′(x)|, and applying Lemma 3.3.2 gives:

P(I independent in H)≤∏
x∈X

exp
(
−m(s(x)− rm)

2d(x)

)
=exp

(
− ∑

x∈X

ms(x)
2d(x)

+ ∑
x∈X

rm2

2d(x)

)
.

For every x ∈ X , cn1/k ≤ d(x)≤ n1/k/ck−1 and therefore

P(I independent in H)≤ exp
(
−ck−1m∑x∈X s(x)

2n1/k
+

|X |rm2

2cn1/k

)
.

Now ∑x∈X s(x) is precisely the number of edges of G′ between X and I. Since every vertex in I

has degree at least cn1/k, this number of edges is at least cn1/kt = rmn/ck. Consequently, using

|X |< n/2,

P(I independent in H)≤ exp
(
−ckmt

2
+

ckmt
4

)
= exp

(
−ckmt

4

)
.

The expected number of independent sets of size t is at most

(
n
t

)
exp
(
−ckmt

4

)
< exp

(
t logn− ckmt

4

)
= exp(−t logn) .

This is vanishing as n → ∞, and the proof of Theorem 1.8.5 is complete.

3.4 Lower bound of R(t,B4)

In this section we prove the upper bound in Theorem 1.8.6. Lazebnik and Verstraëte [52]

showed that there exist n-vertex B4-free 3-graphs with (1/6+o(1))n3/2 triples. More specifically,

for n large enough, there exists a linear n-vertex B4-free 3-graphs Jn with n3/2/10 triples and

maximum degree at most n1/2. We want to find an upper bound for the probability that a random

s-set is independent in Jn.
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We make use of the following lemma.

Lemma 3.4.1. Let n, s be integers such that s <
√

n/2. For n large enough, the probability that

a uniformly chosen set of s vertices of Jn is independent is at most

exp
(
−s3 −216

80n3/2

)
.

When s ≥
√

n/2, the probability is at most 639/640.

Proof. This is trivial when s < 6. When 6 < s <
√

n/2, let X be the uniformly chosen s-set. For

any edge e ∈ E(Jn), let Ae be the event that e ∈ X . Then by inclusion-exclusion principle, for n

large enough, the probability that X is not independent is at least

∑
e∈E(Jn)

P(Ae)− ∑
{e, f}⊂E(Jn)

P(Ae ∧A f )

≥ 1(n
s

) (n3/2

10

(
n−3
s−3

)
−n
(

n1/2

2

)(
n−5
s−5

)
−
(

n3/2/10
2

)(
n−6
s−6

))

≥ s3

40n3/2

(
1− 4s3

n3/2

)
≥ s3

80n3/2 .

Therefore, for s > 6 and n large enough, the probability that X is independent is at most

1− s3

80n3/2 ≤ exp
(
− s3

80n3/2

)
< exp

(
−s3 −216

80n3/2

)
.

When s ≥
√

n/2, the probability is at most

1− (
√

n/2)3

80n3/2 =
639
640

.

This completes the proof.

Now we are ready to prove Theorem 1.8.6.
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Proof of Theorem 1.8.6. Let G be an n-vertex graph of girth more than 8 with 2c1n5/4 edges

for some positive constant c1. By Lemma 4, there exists a bipartite subgraph G′ of G with at

least N = c4
1n vertices, minimum degree at least c1n1/4 and maximum degree at most n1/4/c3

1.

Let X , Y be the parts of this bipartite graph where |Y | ≥ |X |. We form a 3-graph H with vertex

set Y by placing a random copy of Jd(x) on the vertex set NG′(x), the neighborhood of x in G,

independently for each x ∈ X . Since G has girth more than 2k, it is straightforward to check

that H does not contain any Berge 4-cycle. Let m = 8c1/4
1

√
logn, and let t = mn13/16. Clearly,

log t > 13logn/16. If H has no independent sets of size t with positive probability, then since

v(H)≥ N/2, we conclude that

R(t,B4)≥ N/2 ≥
c4

1
2

(
t

8c1/4
1

√
logn

)16/13

≥ c2

(
t√

log t

)16/13

,

for some positive constant c2. This is enough to prove Theorem 1.8.6.

Let A be a t-set in Y , and let

XA = {x ∈ X : |NG′(x)∩A| ≥
√

t/2}, XA = X\A.

Case 1: When |XA|< n5/6. Since the induced bipartite subgraph of G′ on XA ∪A has girth 8, the

number of edges of G′ between XA and A is less than (n5/6)5/4 = n25/24. If A is independent in

H, then NG′(x)∩A is also independent in Jd(x) for all x ∈ X . Since these events are independent,

setting s(x) = |NG′(x)∩A|, and applying Lemma 3.4.1 gives

P(A independent in H)≤ ∏
x∈XA

exp
(
−s(x)3 −216

80d(x)3/2

)

= exp

(
− ∑

x∈XA

s(x)3

80d(x)3/2 + ∑
x∈XA

27
10d(x)3/2

)
.
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For every x ∈ X , c1n1/4 ≤ d(x)≤ n1/4/c3
1 and hence together with Jenson’s inequality we have

P(A independent in H)≤ exp

(
−

c9/2
1 ∑x∈XA

s(x)3

80n3/8 +
27|XA|

10c3/2
1 n3/8

)

≤ exp

(
−

c9/2
1 (∑x∈XA

s(x))3

80n3/8|XA|2
+

27|XA|
10c3/2

1 n3/8

)
.

Note that ∑x∈XA
s(x) is exactly the number of edges of G′ between XA and A, which is at least

tc1n1/4 −n25/24 = (1−o(1))c1mn17/16.

Also note that |XA|< N/2 = c4
1n/2. Consequently,

P(A independent in H)≤ exp

(
−(1−o(1))m3n13/16

20c1/2
1

+
27c5/2

1 n5/8

20

)

< exp

(
−m3n13/16

32c1/2
1

)
.

Case 2: When |XA| ≥ n5/6. Applying Lemma 6 gives

P(A independent in H)≤ (639/640)|XA| ≤ exp(−n5/6/640)< exp

(
−m3n13/16

32c1/2
1

)
.

In both cases we have P(A independent in H)< exp
(
−m3n13/16

32c1/2
1

)
. Therefore the expected num-

ber of independent sets of size t in H is at most

(
n
t

)
exp

(
−m3n13/16

32c1/2
1

)
< exp

(
mn13/16 logn− m3n13/16

32c1/2
1

)
= exp

(
−mn13/16 logn

)
.

This is vanishing as n → ∞, which completes the proof of Theorem 1.8.6.

Chapter 3, in full, is a version of the material as it appears in “Ramsey Numbers for
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Nontrivial Berge Cycles”, SIAM Journal on Discrete Mathematics 36.1 (2022): 103-113, co-

authored with Jacques Verstraëte. The dissertation author was the primary investigator and author

of this paper.
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Chapter 4

Hypergraph Ramsey Numbers for Loose
cycle

Recall that for k,r ≥ 3, an r-uniform loose k-cycle, denoted Cr
k, is an r-graph with a

cyclic list of edges e1,e2, . . . ,ek such that consecutive edges intersect in exactly one vertex and

nonconsecutive sets are disjoint.

The following conjecture was proposed in [47]:

Conjecture V. For r,k ≥ 3,

R(t,Cr
k) = t

k
k−1+o(1). (4.1)

Towards this conjecture, Méroueh [60] showed R(t,C3
k ) = O(t1+1/⌊(k+1)/2⌋) for k ≥ 3

and R(t,Cr
k) = O(t1+1/⌊k/2⌋) for r ≥ 4. In particular, he showed that R(t,C3

4) = O(t3/2). In this

chapter, we proved a stronger upper bound for R(t,C3
4), which matches Conjecture V when r = 3

and k = 4.

Theorem 4.0.1 (Theorem 1.8.3). As t → ∞, there exists constant c > 0 such that,

R(t,C3
4)< t

4
3 exp

(
(1+o(1))

8
√

3
9

√
log t

)
. (4.2)

It seems likely that Theorem 1.8.3 can be extended to r-uniform hypergraphs with r ≥ 3.

In order to do this, it suffices to show that for any n-vertex 4-graph H, there exists an induced

subgraph H ′ of H with n1−o(1) vertices such that e(H ′)< n7/4+o(1).
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Also, we believe that the strategy we used to prove Theorem 1.8.3 should be extended

to loose 2k-cycles for k ≥ 3. The obstacle is that we do not have variants of Lemma 4.2.4 and

Lemma 4.2.5 for loose 2k-cycles.

4.1 Preliminaries

We make use of the following elementary lemma, which can be considered as a 3-uniform

version of Turán’s Theorem, whose proof is a standard probabilistic argument:

Lemma 4.1.1. Let d ≥ 1, and let H be a 3-graph of average degree d. Then

α(H)≥ 2v(H)

3d
1
2
.

Proof. Let X be a subset of V (H) whose elements are chosen independently with probability

p = d−1/2. We can get an independent set by deleting a vertex for each edge of H contained in

X . Then the expected size of such independent set is at least

pv(H)− p3|H|= pv(H)− p3dv(H)

3
=

2v(H)

3d
1
2
.

Hence, there must exist an independent set of size larger than the required lower bound, which

completes the proof.

An obstacle in the proof of Theorem 1.8.3 is the presence of vertices of degree much

larger than d(H). We deal with these vertices using the following lemma:

Lemma 4.1.2. Let H be an n-vertex 3-graph, and let 1 < t < n. Then there exists an induced

subgraph G of H such that ∆(G)≤ 2td(G) and v(G)≥ n1−1/ log t .

Proof. The idea is to repeatedly delete vertices with large degree until we obtain the desired

induced subgraph. We set H = G0, and run the following algorithm for integers i ≥ 0:

1. If ∆(Gi)≤ 2td(Gi), set G = Gi and STOP.
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2. Set G(0)
i = Gi, we do the following for j ≥ 0: If there is a vertex u j ∈V (G( j)

i ) such that

u j > 2d(Gi), let G( j+1)
i = G( j)

i \{u j}; otherwise, set Gi+1 = G( j)
i .

If the algorithm does not stop for some integer i ≥ 1, then the average degree must

decrease significantly. By definition we have d(Gi)≤ ∆(Gi)/(2t)< d(Gi−1)/t, which implies

that d(G0)> t i ·d(Gi).

Suppose the algorithm stop for some integer k. We claim that d(Gk−2)> 1/2. Otherwise,

by definition |Gk−1|= 0, and hence G = Gk−1, which contradicts the selection of k. So we have

n2/2 > d(G0)> tk−2 ·d(Gk−2) = tk−2/2,

which implies that k < 2logt n+2.

On the other hand, the number of vertices decreases much slower comparing to the

average degree. In step 2, by definition |G( j+1)
i | ≤ |G( j)

i | − 2d(Gi). This implies |G(0)
i | ≥

|G( j)
i |+2 j ·d(Gi)≥ 2 j ·d(Gi) for each j ≥ 0, and hence j ≤ |G(0)

i |/2d(Gi) = v(Gi)/6. So we

have v(Gi+1)≥ (5
6)v(Gi), which implies that for n large enough

v(G) = v(Gk)≥
(

5
6

)k

n >

(
5
6

)2logt n+2

n > n1−1/ log t .

Definition 4. Let H be a 3-graph. We say a pair {u,v} ∈ V (H) is H-heavy if dH(u,v) ≥ 6.

Otherwise, it is H-light. An edge of H is H-k-heavy if it contain k H-heavy pairs.

An important property of the heavy pairs is that any non-uniform loose 4-cycle consisting

of triples and heavy pairs can be extended to a 3-uniform loose 4-cycle C3
4 (See picture in

Figure 4.1):

Lemma 4.1.3. Let H be a 3-graph. If there are 4 sets e1, e2, e3, and e4 such that ei is either an

edge of H or an H-heavy pair, and these 4 sets form a loose 4-cycle, then H must contain a copy
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of C3
4 .

Proof. If ei = {u,v} is an H-heavy pair, then, since dH(u,v)≥ 6, we can find a vertex wi such that

ei ∪{wi} is an edge of H and wi ̸∈ ∪4
j=1e j. Replace all the H-heavy pairs by their corresponding

edges ei ∪{wi} in H. These edges form a C3
4 .

Figure 4.1. Non-uniform loose 4-cyle can be extended to a C3
4 .

Definition 5. Let H be a 3-graph. A bowtie in H is a subgraph B on 5 vertices {v,w,x,y,z} with

a pair of edges {{v,w,x},{x,y,z}} such that all pairs but {w,x} and {x,y} in ∂B are H-light

(See Figure 4.2). We let β (H) denote the number of bowties in H.

v

w

x

y

z

Figure 4.2. Heavy lines represent H-heavy pairs while dashed lines represent H-light pairs.

We make use of the following technical lemma:

Lemma 4.1.4. Let H be an n-vertex C4-free 3-graph, then

β (H)< 105n2. (4.3)

Proof. Let β = β (H). Give each vertex of H a color uniformly at random from {1,2,3,4,5},

and let C(v) denote the color of v. A bowtie B = {{v,w,x},{x,y,z}}, where {w,x} and {x,y}

are H-heavy pairs, is properly colored if C(v) = 1,C(w) = 2,C(x) = 3,C(y) = 4 and C(z) = 5.
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Note that the expected number of properly colored bowties is 2β/3125 > β/1600, so we can fix

a coloring such that the number is at least β/1600 . For any vertex v with C(v) = 1, let B(v)

denote the set of properly colored bowties containing v.

Then by Pigeonhole Principle, there exists a vertex v such that |B(v)|> β/(1600n). Let

L be a graph on the vertices with color 2 or 3 such that a pair {w,x} is an edge of L if and only

if {v,w,x} is an edge in a properly colored bowtie. By the definition of H-light pair, not hard

to check that ∆(L) ≤ 5. Hence by Vizing’s Theorem [76], the edge chromatic number of L is

less than 6. So there exists a subset B′ of B(v) with |B′| ≥ |B(v)|/6 > β/(10000n), such that

the corresponding pairs {w,x} of all bowties in B′ form a matching. Let S = {z1,z2, . . . ,zl}

be a set such that each zi is contained in a bowtie B ∈ B′ and C(zi) = 5. For two different

bowties B1 = {{v,w1,x1},{x1,y1,z1}} and B2 = {{v,w2,x2},{x2,y2,z2}} in B′, we claim that

if z1 = z2, then {x1,w1}= {x2,w2}. Otherwise, not hard to check that there would be a loose

4-cycle consisting of edges of H and H-heavy pairs (See pictures in Figure 4.3), and hence a C3
4

by Lemma 4.1.3.

v

w1

x1 x2

w2

v

w1

x1 x2

w2

Figure 4.3. 2 possible ways to get a loose 4-cycle when z1 = z2 and {x1,w1} ̸= {x2,w2}.

Note that {x1,z1} is an H-light pair, so each zi ∈ S can be contained in at most 5 bowties

in B′. This implies |S| ≥ |B′|/5, and hence n > |S|> 10−5β/n.

Next we introduce an extremal result on rainbow Turán numbers, which are closely

related to the extremal problems for loose cycles. In an edge-colored graph, we say that a
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subgraph is rainbow if no two of its edges have the same color. The rainbow Turán number

of a graph H, denoted ex∗(n,H), is the maximum number of edges in an n-vertex properly

edge-colored graph that does not contain a rainbow H as a subgraph. Keevash, Mubayi, Sudakov

and Verstraëte [42] showed that ex∗(n,C2k) = Ω(n1+1/k) for any integer k ≥ 2. They conjectured

that this is tight and verified it for k ∈ {2,3}. Recently, Janzer [40] established the conjecture.

Theorem 4.1.5. For any integer k ≥ 2,

ex∗(n,C2k) = O(n1+ 1
k ). (4.4)

The following lemma is a simple application of Theorem 4.1.5. We will use this lemma

in the proofs of Theorem 1.8.3.

Lemma 4.1.6. Let H be a linear 3-graph on n vertices. If H does not contain C3
2k as a subgraph,

then the number of edges in H is O(n1+1/k).

Proof. We first take a random tripartition of H. color the vertices of H uniformly at random with

three colors {1,2,3}. Let H ′ be the spanning subgraph of H containing all edges with distinct

colors. Note that the probability that an edge in H is an edge in H ′ is 2/9. So we can fix a

coloring of H such that |H ′| ≥ 2|H|/9. Let G be the bipartite graph whose two parts are the set

of vertices in H with color 1 and the set of vertices with color 2, and whose edges are pairs of

vertices contained in some 3-edge in H ′. We color each edge {x,y} in G with the vertex z in H

such that {x,y,z} form a 3-edge in H ′. Since H ′ is linear, we know that |G|= |H ′| and that G is

properly edge-colored. Also, G does not contain a rainbow C2k, because H ′ does not contain a

C3
2k. So |G|= O(n1+1/k) by Theorem 4.1.5, and hence |H|= O(n1+1/k).

A key ingredient of the proof of Theorem 1.8.3 is a supersaturation theorem for cycles

in graphs: we make use of the following result proved by Simonovits [35] (see Morris and

Saxton [57] for stronger supersaturation):
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Lemma 4.1.7. For every k ≥ 2, there exist constants γ,b0 > 0 such that for every b ≥ b0 and

integer n ≥ 1, any n-vertex graph G with at least bn1+1/k edges contains at least γb2kn2 copies

of C2k.

We next give a simple lemma which says that if a graph has many cycles of length 2k

containing a fixed edge, then it has many edges.

Lemma 4.1.8. Let G be a graph containing m cycles of length 2k, each containing an edge

e ∈ G. Then |G| ≥ m1/(k−1)/2.

Proof. For each cycle C of length 2k containing e, let M(C) be the perfect matching of C

containing e. Fixing a matching M ⊂ G of size k containing e, at most (k− 1)!2k−1 cycles C

have M(C) = M. It follows that the number of distinct matchings M ⊂ G of size k containing e

is at least m/(k−1)!2k−1, and therefore

(
|G|−1
k−1

)
≥ m

(k−1)!2k−1 .

We conclude |G|k−1 ≥ m/2k−1 and therefore |G| ≥ m1/(k−1)/2.

4.2 Upper bound of R(t,C3
4)

In this section, we prove Theorem 1.8.3. The key component of the proof of Theorem

1.8.3 is the following lemma:

Lemma 4.2.1 (Main Lemma). Let H be a C3
4-free 3-graph on n vertices, then, when n is large

enough, there exists an induced subgraph H∗ of H on n1 vertices such that n1 > (n/5)1− 1
(2
√

logn)

and

d(H∗) = O(
√

nexp(
√

logn)). (4.5)

Proof Ideas. Here we outline our strategy to prove the Main Lemma: First, we partition

H into 2 subgraphs H1 and H2 such that none of them contain any 3-heavy edge. Then we
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show that the number of Hi-0-heavy edges is O(n3/2) for both i = 1,2. After that, we show that

there exists an induced subgraph H ′ of H such that the number of Hi-1-heavy edges in H ′ is

O(n3/2 logn) for both i = 1,2. We then Use Lemma 4.1.2 to obtain an induced subgraph H∗ of

H on n1 vertices with small maximum degree. Finally, we show that the number of Hi-2-heavy

edges in H∗ is O(n3/2 exp(
√

logn)) for both i = 1,2. Note that any edge in H is Hi- j-heavy for

some i ∈ {1,2} and j ∈ {0,1,2}. Therefore, H∗ is the desired induced subgraph.

Before giving the formal proof of the Main Lemma, we introduce two lemmas for C3
2k.

In these lemmas (Lemma 4.2.2, 4.2.3), an H-heavy pair is a pair of vertices in H with codegree

at least 4k−2.

Lemma 4.2.2 is due to Méroueh [56].

Lemma 4.2.2 ( [56]). Let H be a C3
2k-free 3-graph. Then H can be partitioned into 2k− 2

subgraphs H1, H2 . . . , H2k−2 such that Hi does not contain any Hi-3-heavy edge for all 1 ≤ i ≤

2k−2.

Proof. Let G1 = H, and let H1 consist of all edges of G1 containing a G1-light pair, and let

G2 = G1\H1. For i ≥ 2, let Hi consist of all edges of Gi containing a Gi-light pair, and let

Gi+1 = Gi\Hi. Suppose for contradiction that G2k−1 is not empty. Let e1 = {v1,v2,v3} be an

edge in G2k−1, then by definition, {v2,v3} is not a G2k−2-light pair, and hence, there exists an

edge e2 = {v2,v3,v4} such that v4 ̸= v1. For 2 ≤ i ≤ 2k−3, let ei = {vi,vi+1,vi+2} be an edge in

G2k−1−i. By definition, {vi+1,vi+2} is not a G2k−2−i-light pair, and hence, there exists an edge

ei+1 = {vi+1,vi+2,vi+3} in G2k−2−i such that vi+3 is distinct from all v j, 1 ≤ j ≤ i. Therefore,

we have a 2k-cycle v1 − v3 − v5 −·· ·− v2k−1 − v2k − v2k−2 −·· ·− v2 − v1 whose edges are all

H-heavy pairs, which implies the existence of a C3
2k.

Lemma 4.2.3. Let H be a 3-graph on n-vertices. If H does not contain C3
2k as subgraph, then

the number of H-0-heavy edges is O(n1+1/k).

Proof. Let e0(H) be the number of H-0-heavy edges in H. Let J be a graph whose vertices are

the set of H-0-heavy 3-edges in H and whose edges are pair of 3-edges in H whose intersection
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is an H-light pair. By definition of H-light pair, not hard to check that ∆(J)≤ 6k−12. So we can

greedily take an independent set of J of size v(J)/(6k−11). This independent set correspond to

a linear spanning subgraph H ′ of H such that |H ′| ≥ e0(H)/(6k−11). Note that H ′ is C3
2k-free.

So by Lemma 4.1.6 we have |H ′|= O(n1+1/k), and hence e0(H) = O(n1+1/k).

We introduce two more lemmas specifically for C3
4 .

Lemma 4.2.4. Let H be a C3
4-free 3-graph on n-vertices. There exists a graph G on the same set

of vertices as H such that |G|< n and the number of H-1-heavy 3-edges that does not contain

any edge of G is O(logn ·n3/2).

Proof. Let H ′ be the spanning subgraph of H consisting of all H-1-heavy edges. We say that an

H-1-heavy edge is “small” if the codegree of its H-heavy pair in H ′ is at most 103√n, otherwise

it is “large”. Let H ′
S be the spanning subgraph of H ′ consisting of all “small” edge and let

H ′
L = H ′\H ′

S.

We first show that |H ′
S|< 103n3/2 log2 n.

Assume by contradiction |H ′
S| ≥ 103n3/2 log2 n. Further partition H ′

S according to the

codegree of the H-heavy pair in each 3-edge. Specifically, for 0 ≤ i ≤ log2(103√n), let H ′
i be

the spanning subgraph of H ′
S with edge set

E(H ′
i ) := {{u,v,w} ∈ H ′

S : {u,v} is an H-heavy pair, 2i−1 < dH ′(u,v)≤ 2i},

and let Gi be the graph consisting of the H-heavy pairs in ∂H ′
i , that is,

E(Gi) := {{u,v} ∈ ∂H ′
i : {u,v} is an H-heavy pair}.

Then by Pigeonhole Principle, there exists an i such that

|H ′
i | ≥

|H ′
S|

log2 n
≥ 103n3/2,
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and hence |Gi|> |H ′
i |/(103√n)≥ n. Recall that β (H) is the number of bowties in H. Then by

Jensen’s inequality and the facts that 2|Gi|/n > 2, we have

β (H)> ∑
v∈V (H)

(
dGi(v)

2

)
22i−2 > n

(
2|Gi|/n

2

)
22i−2 >

|Gi|2

n
22i−2.

Note that |Gi| ≥ |H ′
i |/2i. So we have

β (H)>
|H ′

i |2

4n
≥ 106n2/4 > 105n2.

This contradicts to Lemma 4.1.4.

On the other hand, let GL be the graph consisting of the H-heavy pairs in ∂H ′
L. It suffices

to show that |GL|< n. Assume for contradiction that |GL| ≥ n. Then by Jensen’s Inequality we

have

β (H)> ∑
v∈V (H)

(
dGL(v)

2

)
(103√n)2 > n

(
2|GL|/n

2

)
106n > 106n2 > 105n2.

This contradicts to Lemma 4.1.4.

Lemma 4.2.5. Let H be a C3
4-free 3-graph on n-vertices. H ′ is an induced subgraph of H on n0

vertices such that all edges in H ′ are H-2-heavy and ∆(H ′)≤ exp(2
√

logn) ·d(H ′)/4. Then the

number of H-2-heavy edges in H ′ is O(exp(
√

logn)n3/2
0 )

Proof. Assume for contradiction that |H ′| ≥ c1 exp(
√

logn)n3/2
0 , where the constant c1 > 0 to

be determined. color the vertices of H ′ uniformly at random with colors {1,2,3}. An edge of

H ′ is properly colored if all of its vertices are of different colors and its H-light pair has colors

{1,2}. Note that the probability that an edge is properly colored is 2/27. Let H ′′ be the spanning

subgraph of H ′ containing all properly color H-2-heavy edges. We can fix a coloring such that

|H ′′| ≥ 2|H ′|/27.

Consider the bipartite graph G comprising all pairs of vertices of colors 1 and 2 contained

in an edge of H ′′. Note that for each edge xy of G, the codegree of xy in H ′′ is exactly 1.

66



Otherwise, if there are distinct vertices z1, z2 such that they both form an 3-edge in H ′′ with

xy, then x− z1 − y− z2 − x is a 4-cycle whose edges are all H-heavy pairs. This contradicts the

fact that H is C3
4-free. So we have |G|= |H ′′|. Let f be a function that maps xy ∈ e(G) to the

vertex z such that {x,y,z} forms a 3-edge of H ′′. If there is a 4-cycle v1 − v2 − v3 − v4 − v1 in

G, then all of its edges are mapped to the same vertex by f . That is, there is a vertex z such

that f (v1v2) = f (v2v3) = f (v3v4) = f (v4v1) = z. Otherwise, let zi = f (vivi+1) for 1 ≤ i ≤ 3 and

z4 = f (v4v1). If z1 = z3, without lost of generality, assume z2 ̸= z1, then z2 − v2 − z1 − v3 − z2

is a 4-cycle whose edges are all H-heavy pairs, contradiction. So we have z1 ̸= z3. Similarly,

z2 ̸= z4. There are 3 cases left and they all result in a C3
4 (See Figure 4.4).

v1

v2 v3

v4

z1

z2

z3

z4

v1

v2

v3

v4

z1

z3

z4

v1

v2

v3

v4

z1

z3

Figure 4.4. 3 ways to form a C3
4

For convenience, let b> 0 be defined by |G|= bn3/2
0 . Recall that |G|= |H ′′|> 2|H ′|/27>

2c1n3/2
0 exp(

√
logn)/27, so we have b > 2c1 exp(

√
logn)/27. By Lemma 4.1.7, there exist con-

stants γ,b0 > 0 such that if b > b0, then G must contain at least γb4n2
0 copies of C4. Note that

b > b0 for n large enough. By the Pigeonhole Principle, there exists an edge e such that the

number of C4 containing e in G is at least

4γb4n2
0

|G|
= 4γb3n1/2

0 .

Let G′ be the union of all 4-cycles in G containing e. Then by Lemma 4.1.8, for some constant

c2 > 0, |G′| ≥ c2b3n1/2
0 . There exists a vertex z such that for any edge e ∈ E(G′), f (e) = z. So
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we have

∆(H ′)≥ c2b3n1/2
0 = c2

b2|G|
n0

≥
23c2

1c2

310 exp(2
√

logn) ·d′(H)> ∆(H ′)

for some constant c1, contradiction. Therefore, |H ′|= O((logn)1/2n3/2
0 ).

Now we are ready to give the formal proof of the Main Lemma.

Proof of Lemma 4.2.1. First, by Lemma 4.2.2, we can partition H into 2 subgraphs H1 and H2

such that Hi does not contain any Hi-3-heavy edge for both i = 1,2. By Lemma 4.2.3, we know

that the number of Hi-0-heavy edges is O(n3/2) for both i = 1,2.

Then by Lemma 4.2.4 there are graphs G1, G2 such that |G1|, |G2|< n and the number of

Hi-1-heavy 3-edges that does not contain any edge of Gi is O(n3/2 logn). Using Turán’s Theorem

(Theorem 1.1.1), we have an induced subgraph H ′ of H on n0 vertices such that n0 > n/5 and

V (H ′) does not contain any edge in G1 and G2. So the number of Hi-1-heavy edges in H ′ is

O(n3/2 logn) for both i = 1,2.

We then use Lemma 4.1.2 with t = exp(2
√

logn) to get an induced subgraph H∗ of H on

n1 vertices such that n1 > n1−1/(2
√

logn)
0 > (n/5)1−1/(2

√
logn) and ∆(H∗)≤ exp(2

√
logn) ·d(H∗).

Let H∗
i be the spanning subgraph of H∗ consisting of all Hi-1-heavy edges in H∗ for i = 1,2.

Note that |H∗|\|H∗
1 ∪H∗

2 | = O(n3/2 logn). If |H∗
1 ∪H∗

2 | < |H∗|/2, then |H∗| = O(n3/2 logn).

Otherwise, if |H∗
1 ∪H∗

2 | ≥ |H∗|/2, assume without lost of generality that |H∗
1 |> |H∗

2 |, then by

the Pigeonhole Principle,

∆(H∗
1 )< ∆(H∗)< exp(2

√
logn)d(H∗)< exp(2

√
logn)d(H∗

1 )/4.

So by Lemma 4.2.5, |H∗
1 |= O(exp(

√
logn)n3/2). Since |H∗

1 |> |H∗|/4, we have

|H∗|= O(exp(
√

logn)n3/2).
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Last but not least, we use the Main Lemma to prove Theorem 1.8.3.

Proof of Theorem 1.8.3. Let n = t
4
3+(1+o(1)) 8

√
3

9
√

log t = t
4
3 exp((8

√
3/9+o(1))

√
log t). Let H be a

C3
4-free graph on n vertices. By the Main Lemma (Lemma 4.2.1), there is an induced subgraph

H∗ of H on n1 vertices such that n1 > (n/5)1−1/(2
√

logn) and d(H∗) = O(exp(
√

logn)
√

n). Then

by Lemma 4.1.1 we have

α(H)≥ α(H∗)≥ 2n1

3
√

d(H∗)
≥ n

3
4−

1+o(1)√
logn > t.

This completes the proof.

Chapter 4, in full, is currently being prepared for submission for publication of the mate-

rial, co-authored with Jacques Verstraëte. The dissertation author was the primary investigator

and author of this paper.
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Chapter 5

Triangle-free Subgraphs of Hypergraphs

Recall that the Turán numbers for a graph F with respect to another graph G are the

quantities ex(G,F) denoting the maximum number of edges in an F-free subgraph of G. A

loose triangle is a hypergraph T consisting of three edges e, f and g such that |e∩ f |= | f ∩g|=

|g∩ e|= 1 and e∩ f ∩g = /0. We write T r for the loose r-uniform triangle. The Turán problem

for loose triangles in r-graphs was essentially solved by Frankl and Füredi [32], who showed for

each r ≥ 3 that ex(n,T r) =
(n−1

r−1

)
for n is large enough, with equality only for the r-graph Sr

n of

all r-sets containing a fixed vertex.

In this chapter, we give a general lower bound on the number of edges in a densest

triangle-free subgraphs of r-graphs:

Theorem 5.0.1 (Theorem 1.10.2). Let r ≥ 3 and let G be an r-graph with maximum degree △.

Then as △→ ∞,

ex(G,T r)≥△− r−2
r−1−o(1)e(G).

For r ≥ 4, the best construction we have gives the following proposition:

Proposition 5.0.2 (Proposition 1.10.3). For r ≥ 4 there exists an r-graph G with maximum

degree △ such that as △→ ∞,

ex(G,T r) = O(△− 1
2 ) · e(G).
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Let Gr
n,p denote random r-graph where edges of Kr

n are sampled independently with

probability p. The second main result in this chapter is as follows:

Theorem 5.0.3 (Theorem 1.11.1). For all n ≥ 2 and p = p(n) ≤ 1 with pn3 → ∞ as n → ∞,

there exists a constant c > 0 such that asymptotically almost surely

min{(1−o(1))p
(

n
3

)
, p

1
3 n2e−c

√
logn} ≤ ex(G3

n,p,T
3)≤ min{(1+o(1))p

(
n
3

)
, p

1
3 n2+o(1)},

and more precisely, for any constant δ > 0, when n−3/2+δ ≤ p ≤ n−δ , we have

ex(G3
n,p,T

3)≤ p
1
3 n2(logn)c.

In this chapter, we adapt the method of Balogh, Narayanan and Skokan [6] to count

triangle-free hypergraphs with a specified number of edges. Let N(r,m) denote the number of

T r-free r-graphs with n vertices and m edges.

Theorem 5.0.4 (Theorem 1.11.2). Let n ≥ 2, ε(n) be a function such that ε(n) logn
log logn → ∞ as n → ∞.

Let δ = δ (n) be a function such that ε(n)< δ < 1/2− ε(n) and let m = n2−δ . Then

N(3,m)≤
(

n2

m

)3m+o(m)

.

The upper bound on ex(G3
n,p,T

3) in Theorem 1.11.1 will follow from the bound on

N(3,m) in Theorem 1.11.2 by taking m = p1/3−o(1)n2, see details in Section 5.3.

5.1 Deterministic host

In this section we prove Theorem 1.10.2 and Proposition 1.10.3

For graphs, Foucaud, Krivelevich and Perarnau [31] used certain random homomorphisms

to obtain good lower bounds on ex(G,F). We briefly summarize these ideas. Let M (F) denote

the family of graphs F ′ such that there exists a graph homomorphism φ : V (F)→ V (F ′) and
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such that φ induces a bijection from E(F) to E(F ′). Let H be an M (F)-free graph with many

edges, which we will use as a template for our subgraph of G. Specifically, we take a random

mapping χ : V (G)→V (H) and then constructs a subgraph G′ ⊆ G such that uv ∈ E(G′) if and

only if χ(u)χ(v) ∈ E(H) and such that χ(u)χ(v) ̸= χ(u)χ(w) for any other edge uw ∈ E(G)

(that is, we do not keep edges which are incident and map to the same edge). It is then proven in

[31] that G′ will be F-free because H is M (F)-free, and that in expectation G′ will have many

edges provided H does.

For general r-graphs, it is not immediately clear how to extend these ideas in such a way

that we can both construct a subgraph with many edges and such that the subgraph is F-free.

Fortunately for T r we are able to do this. In particular, for this case it turns out we can avoid a

hypergraph analog of the family M (F) provided our template r-graph is linear. This is where

the Ruzsa-Szemeredi construction of Theorem 1.10.1 plays its crucial role.

Proof of Theorem 1.10.2. Let t be an integer to be determined later. Let χ be a random map

from V (G) to [t] and Gt be the r-graph on [t] from Theorem 1.10.1. For ease of notation define

χ(e) = {χ(v1), . . . ,χ(vr)} when e = {v1, . . . ,vr}. Let G′ be the subgraph of G which contains

the edge e if and only if

(1) χ(e) is an edge of Gt , and

(2) χ(e′) ̸⊂ χ(e) for any e′ ∈ E(G) with |e∩ e′|= 1.

We claim that G′ is T r-free. Indeed, let T be a T r of G′, say with edges e1,e2,e3 and

ei∩e j = {xi j} for i ̸= j. Because Gt is linear, if e,e′ are (possibly non-distinct) edges of Gt , then

|e∩ e′| is either 0, 1, or r. Note that χ(ei),χ(e j) are edges of Gt by (1). Because ei ∩ e j = {xi j}

for i ̸= j, χ(xi j) ∈ χ(ei)∩ χ(e j), and by (2) the size of this intersection is strictly less than r.

Thus χ(ei)∩χ(e j) = {χ(xi j)}. Further, we must have, say, χ(xi j) ̸= χ(xik) for k ̸= i, j. This is

because (1) guarantees that χ(x) is a distinct element for each x ∈ ei, so in particular this holds

for xi j,xik ∈ ei. In total this implies χ(e1),χ(e2),χ(e3) forms a T r in Gt , a contradiction.
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We wish to compute how large e(G′) is in expectation. Fix some e ∈ E(G). The

probability that e satisfies (1) is exactly e(Gt)r!/tr. Let {e1, . . . ,ed} be the edges in E(G) with

|ei ∩ e|= 1. Given that e satisfies (1), the probability that χ(e1) ̸⊂ χ(e) is exactly 1− (r/t)r−1.

Note that for any v /∈ e∪ e1, the event χ(v) ∈ χ(e) is independent of the event χ(e1) ̸⊂ χ(e), so

we have

Pr[χ(v) ∈ χ(e)| e satisfies (1), χ(e1) ̸⊂ χ(e)] =
r
t
.

On the other hand, if v ∈ e1 \ e, then

Pr[χ(v) ∈ χ(e)| e satisfies (1), χ(e1) ̸⊂ χ(e)]<
r
t
,

as knowing some subset containing χ(v) is not contained in χ(e) makes it less likely that

χ(v) ∈ χ(e). By applying these observations to each vertex of e2 \ e, we conclude that

Pr[χ(e2) ̸⊂ χ(e)| e satisfies (1), χ(e1) ̸⊂ χ(e)]≥ 1−
(r

t

)r−1
.

By repeating this logic for each ei, and using that e(Gt) = t2−o(1), we conclude that

Pr[e satisfies (1), (2)]≥ e(Gt)r!
tr

(
1−
(r

t

)r−1
)r△

= t2−r−o(1)
(

1−
(r

t

)r−1
)r△

.

By taking t = r(r△)1/(r−1) and using that (1− x−1)x is a decreasing function in x, we

conclude by linearity of expectation that

E[e(G′)]≥△−1+ 1
r−1−o(1) · e(G).

In particular, there exists some T r-free subgraph of G with at least this many edges,

giving the desired result.

We close this section with a proof of Proposition 1.10.3.
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Proof of Proposition 1.10.3. According to Rödl and Thoma [63], there exists an r-graph G with

Θ(n3) edges such that every three vertices is contained in at most one edge. Let G′ be a T r-free

subgraph of G. Define G′′ by deleting every edge of G′ which contains two vertices that are

contained in at most 2r edges. Note that e(G′)− e(G′′)≤ 2r
(n

2

)
.

Assume G′′ contains an edge e = {v1, . . . ,vr}. Because v1,v2 are contained in an edge

of G′′, there exist a set E12 ⊆ E(G′) of at least 2r+ 1 many edges containing v1 and v2. As

G contained at most one edge containing v1, v2, and v3, any e12 ̸= e in E12 does not contain

v3. Fix such e12. Because v2,v3 are contained in an edge of G′′, there exists a set E23 ⊆

E(G′) of at least 2r+1 ≥ r−1 edges containing v2,v3. Because G contains at most one edge

containing v2,v3,ui for any ui ∈ e12\{v2}, we conclude that there exists some e23 ∈ E23 such

that e12 ∩ e23 = {v2}. Fix such e23. Because v1,v3 are contained in an edge of G′′, there exists

a set E13 ⊆ E(G′) of at least 2r+ 1 ≥ 2r− 3 edges containing v1,v3. Because G contains at

most one edge containing v1,v3,ui for any ui ∈ e12 ∪ e23\{v1,v3}, we conclude that there exists

some e13 ∈ E13 such that e13 ∩ e12 = {v1} and e13 ∩ e23 = {v3}. These three edges form a

T r in G′, a contradiction. We conclude that G′′ contains no edges, and hence e(G′) ≤ 2r
(n

2

)
for any T r-free subgraph G′ of G. As G has maximum degree △ = Θ(n2), we conclude that

ex(G,T r) = O(n2) = O(△−1/2) · e(G).

We note that one can replace the G used in the above proof with an appropriate Steiner

system to obtain a regular graph which serves as an upper bound. It has recently been proven by

Keevash [41] and Glock, Kühn, Lo, and Osthus [37] that such Steiner systems exist whenever n

satisfies certain divisibility conditions and is sufficiently large.

5.2 Random host: lower bound.

In this section we prove the lower bound in Theorem 1.11.1. As noted in the introduction,

the bound of Theorem 1.10.2 is sharp for r = 3 by considering the disjoint union of cliques,

so we cannot improve upon this bound in general. However, we are able to do better when G
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contains few copies of T r by using a deletion argument.

Proposition 5.2.1. Let R(G) denote the number of copies of T r in the r-graph G. Then for some

positive constant c and any integer t ≥ 1,

ex(G,T r)≥ (e(G)t2−r −R(G)r3rt5−3r)e−c
√

log t .

Proof. Let χ be a random map from V (G) to [t] and Gt the r-graph on [t] from Theorem 1.10.1.

For ease of notation, if e = {v1, . . . ,vr} we define χ(e) := {χ(v1), . . . ,χ(vr)}. Let G′ be the

subgraph of G which contains the edge e if and only if χ(e) is an edge of Gt .

We claim that e1,e2,e3 ∈ E(G′) form a T r in G′ if and only if e1,e2,e3 form a T r in G

and χ(e1) = χ(e2) = χ(e3) is an edge of Gt . Indeed, the backwards direction is clear. Assume

for contradiction that these edges form a T r in G′ and that χ(e1) ̸= χ(e2). Let xi j for i ̸= j be

such that ei∩e j = {xi j}. Because Gt is linear, if e,e′ are (possibly non-distinct) edges of Gt , then

|e∩ e′| is either 0, 1, or r. Because each ei is in E(G′), we have χ(ei) ∈ E(Gt) by construction.

In particular, as e1 ∩ e2 = {x12} and χ(e1) ̸= χ(e2), we must have χ(e1)∩ χ(e2) = {χ(x12)}.

As e3 contains an element in e1 (namely x13) and an element not in e1 (namely x23), we must

have χ(e1)∩ χ(e3) = {χ(x13)}. Similarly we have χ(e2)∩ χ(e3) = {χ(x23)}. Because χ(ei)

is an r-set for each i, we have χ(xi j) ̸= χ(xik) for {i, j,k}= {1,2,3}. Thus χ(e1),χ(e2),χ(e3)

form a T r in Gt , a contradiction.

The probability that a given T r ⊆ G maps onto a given f ∈ E(Gt) is at most (r/t)3r−3,

since in particular each vertex of T r must map onto one of the r vertices of f . By the claim

above this is the only way that a T r can appear in G′, so by linearity of expectation we find

E[R(G′)]≤ e(Gt)r3r−3

t3r−3 R(G).

Let G′′ ⊆ G′ be a subgraph obtained by deleting an edge from each T r of G′. By

construction G′′ is T r-free. Since e(Gt)≥ t2e−c
√

log t for some positive constant c, we conclude
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by linearity of expectation that

ex(G,T r)≥ E[e(G′′)]≥ E[e(G′)−R(G′)]

=
e(Gt)r!

tr e(G)− e(Gt)r3r−3

t3r−3 R(G)

≥ (e(G)t2−r −R(G)r3rt5−3r)e−c2
√

log t .

Corollary 5.2.2. For any integer r ≥ 3, and function p = p(n)≤ 1 such that p2/(2r−3)n ≥ 2, we

have

E[ex(Gr
n,p,T

r)]≥ p
1

2r−3 n2e−c
√

logn,

for some constant c > 0.

Proof. Note for n≥ 4 that E[e(Gr
n,p)] = p

(n
r

)
≥ pnrr−r, and that E[R(Gr

n,p)]≤ p3n3r−3. Plugging

these into the bound of Proposition 5.2.1 gives for some positive constant c1

E[ex(Gr
n,p,T

r)]≥ (pnrr−rt2−r − p3n3r−3r3rt5−3r)e−c1
√

log t .

Taking t = (2r4r)
1

2r−3 p2/(2r−3)n, we conclude for some positive constant c2 and sufficiently large

n that

E[ex(Gr
n,p,T

r)]≥ p
1

2r−3 n2e−c2
√

logn.

To get the a.a.s. result of Theorem 1.11.1, we use Azuma’s inequality (See for example

in Alon and Spencer [3]) applied to the edge exposure martingale.

Lemma 5.2.3. Let f be a function on r-graphs such that | f (G)− f (H)| ≤ 1 whenever H is
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obtained from G by adding or deleting one edge. Then for any λ > 0,

Pr

[
| f (Gr

n,p)−E[ f (Gr
n,p)]|> λ

√(
n
r

)]
< e−

λ2
2 .

Proof of Theorem 1.11.1(Lower Bounds). Let ε(n) = ek
√

logn, where k > 0 is some large enough

constant. For p ≤ n−3/2/ε(n), it is not difficult to show that a.a.s. G3
n,p contains o(pn3) copies

of T 3, and by deleting an edge from each of these loose cycles we see that ex(G3
n,p,T

3) ≥

(1−o(1)p
(n

3

)
a.a.s..

For n−3/2/ε(n)≤ p ≤ n−3/2ε(n), we do an extra round of random sampling on the edges

of Gr
n,p and keep each edge with probability p′ := ε(n)−2. The r-graph we obtained is equivalent

to Gr
n,pp′ , with pp′≤ n−3/2/ε(n). Thus ex(G3

n,p,T
3)≥ (1−o(1))pp′

(n
3

)
=(1−o(1))p

(n
3

)
/ε(n)2

a.a.s.. Using p ≥ n−3/2/ε(n), we conclude that ex(G3
n,p,T

3) ≥ p1/3n2e−3k
√

logn a.a.s. in this

range.

We now consider p ≥ n−3/2ε(n). The bound in expectation follows from Corollary 5.2.2.

To show that this result holds a.a.s., we observe that f (G) = ex(G,T 3) satisfies the conditions

of Lemma 5.2.3. For ease of notation let Xn,p = ex(G3
n,p,T

3) and let Bn,p = p1/3n2e−c2
√

logn be

the lower bound for E[Xn,p] given in Corollary 5.2.2. Setting λ = 1
2Bn,p

(n
3

)−1/2 and applying

Azuma’s inequality, we find

Pr
[

Xn,p <
1
2

Bn,p

]
≤ Pr

[
Xn,p −E[Xn,p]<−λ

(
n
3

) 1
2
]

≤ Pr

[∣∣Xn,p −E[Xn,p]
∣∣> λ

(
n
3

) 1
2
]
≤ exp(−λ 2

2
).

Note that for p ≥ n−3/2ε(n) we have λ ≥ e(k/3−c2)
√

logn → ∞ as n → ∞. So we conclude

the a.a.s. result.
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5.3 Counting triangle-free hypergraphs with containers

In this section we use the method containers to prove Theorem 1.11.2. The method of

containers developed by Balogh, Morris and Samotij [5] and Saxton and Thomason [68] is a

powerful technique that has been used to solve a number of combinatorial problems. Roughly,

the idea is for a suitable hypergraph H to find a family of sets C which contain every independent

set of H, and in such a way that |C | is small and each C ∈ C contains few edges. For example,

by letting H be the 3-uniform hypergraph where each edge is a K3 in some graph G, we see that

independent sets of H correspond to triangle-free subgraphs of G. The existence of containers

then allows us to better understand how these subgraphs of G behave.

We proceed with the technical details of this approach. Given an r-graph H = (V,E), let

v(H) = |V |, e(H) = |E|, and let P(V ) be the family of all subsets of V . For a set A of vertices in

H, let d(A) be the number of edges in H that contain A. Let d̄(H) be the average vertex degree

of H, and let △ j(H) = max|A|= j d(A). In order to establish our upper bounds, we need to use

the following container lemma for hypergraphs:

Lemma 5.3.1 (Balogh, Morris and Samotij [5]). Let r,b, l ∈N, δ = 2−r(r+1), and H = (V,E) an

r-graph such that

△ j(H)≤
(

b
v(H)

) j−1 e(H)

l
, j ∈ {1,2, . . . ,r}.

Then there exists a collection C of subsets of V such that:

(1) For every independent set I of H, there exists C ∈ C such that I ⊂C.

(2) For every C ∈ C , |C| ≤ v(H)−δ l.

(3) |C | ≤ ∑
(k−1)b
s=0

(v(H)
s

)
.

We will use this container lemma to give an upper bound for N(r,m). The idea is to

consider the 3-graph H with V (H) = E(Kr
n) and E(H) consisting of T r in Kr

n. Notice that the
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container lemma requires upper bounds for the maximum codegrees of the hypergraph. In order

to meet this requirement, we will use a balanced-supersaturation lemma for T r:

Lemma 5.3.2 (Balogh, Narayanan and Skokan [6]). For any integer r ≥ 3, there exists c = c(r)

such that the following hold for all n ∈ N. Given any r-graph G on [n] with e(G) = tnr−1,

t ≥ 6(r−1), let S = tnr−4 if r ≥ 4 and S = 1 if r = 3. Then there exists a 3-graph H on E(G),

where each edge of H is a copy of T r in G, such that:

(1) d̄(H)≥ c−1t3S2.

(2) △ j(H)≤ ct5−2 jS3− j for each j = 1,2.

Using the previous two lemmas, we derive the following container lemma for T 3-free

hypergraphs. Similar result for T r-free hypergraphs can also be obtained using the same idea,

and we omit the details.

Lemma 5.3.3. Let c1 = c(3) be the constant obtained in Lemma 5.3.2 with r = 3. For any integer

n and positive number t with max(12,c1)≤ t ≤
(n

3

)
/n2, there exists a collection C of subgraphs

of K3
n such that for some constant c2:

(1) For any T 3-free subgraph J of K3
n , there exists C ∈ C such that J ⊂C.

(2) |C | ≤ exp
(

c2(log t)n2
√

t

)
.

(3) For every C ∈ C , e(C)≤ tn2.

Proof. By Lemma 5.3.2 with r = 3, there exists a positive constant c1 such that for any 3-graph

G on [n] with e(G) = t0n2, where t0 ≥ t, there exists a 3-graph H on E(G) such that each edge

of H is a copy of T 3 in G, such that:

(1) d̄(H)≥ c−1
1 t3

0 .

(2) △ j(H)≤ c1t5−2 j
0 , j = 1,2. △3(H) = 1.
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We can then use Lemma 5.3.1 on H with l = t0n2/(3c2
1) and b = n2/

√
c1t0 to get a

collection C of subgraphs of G such that they contain all T 3-free subgraphs of G, and for each

C ∈ C , e(C)≤ (1− ε)t0n2 for some constant ε > 0. Also, we have

|C | ≤
2b

∑
s=0

(
t0n2

s

)
≤ exp

(
c2(log t0)n2

√
t0

)

for some constant c2 > 0.

We use the above argument on G = K3
n to get a family of containers C1. Notice that

the containers of C1 are also 3-graph on [n], so we can repeat this argument on each C ∈ C1

with more than tn2 edges to get a new collection of containers C2. We do this repeatedly until

all containers have less than tn2 edges. Since in each step the number of edges will decrease

by a constant (1− ε), this process must stop after at most log(n/t)/ε steps. Let t0 =
(n

3

)
/n2,

tk+1 = (1− ε)tk for k ≥ 0, and let M be the largest integer such that tM > t. By definition

of tk, we have tM−i > (1− ε)−it, and hence, there exists a constant δ = δ (ε) > 0 such that

log tM−i√
tM−i

< (1−δ )i log t√
t .

Then in the worst case, the number of containers we have in the end is less than

M

∏
i=0

exp
(

c2(log ti)n2
√

ti

)
= exp

(
M

∑
i=0

c2(log ti)n2
√

ti

)

< exp

(
c2n2

M

∑
i=0

(1−δ )i log t√
t

)

< exp
(

c2(log t)n2

δ
√

t

)
.

This completes the proof.

With the lemma above, we are ready to prove Theorem 1.11.2. The proof of Theo-

rem 1.11.3 is essentially the same and we omit the details.

Proof of Theorem 1.11.2. Let C be a collection of containers and c a constant as in Lemma 5.3.3

with t = n2δ+ε1(n), where ε1(n) =
2loglogn

logn . Since ε(n)< δ < 1/2−ε(n), and ε(n) = ω( logn
log logn),
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t must satisfies the condition in Lemma 5.3.3. By considering all subgraphs of each C ∈ C with

m = n2−δ edges, we conclude that

N(3,m)≤ exp
(

c(log t)n2
√

t

)
·
(

tn2

m

)
≤ exp

(
c log t · m

logn
+(1+(3δ + ε1(n)) logn)m

)
≤ exp

(
δ logn ·m

(
3+(2+o(1))

log logn
δ logn

))

≤
(

n2

m

)(3+(2+o(1)) log logn
δ logn

)
m

.

Since δ > ε(n) = ω( logn
log logn), we have

N(3,m) =

(
n2

m

)3m+o(m)

.

5.4 Random host: upper bound

In this section we prove the upper bound of Theorem 1.11.1.

Proof of Theorem 1.11.1(Upper Bound). We will only present the proof of

ex(G3
n,p,T

3)≤ min{(1+o(1))p
(

n
3

)
, p

1
3 n2+o(1)}

for p ≤ 1. The proof of the more accurate upper bound in smaller range is essentially the same,

with more careful and explicit computation for the o(1) factor. For p ≤ n−3/2+o(1), the proof for

upper bound is exactly the same as that for lower bound when p ≤ n−3/2ε(n). We now consider

n−3/2+ε(n) ≤ p ≤ n−ε(n) for some small function ε(n) = o(1) to be determined. Our goal is to

show

Pr[ex(G3
n,p,T

3)≥ m]→ 0, as n → ∞,
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for some m = p1/3n2+o(1). Let Xm be the expected number of T 3-free subgraphs in G3
n,p with

m edges. By Theorem 1.11.2, when n3/2+ε1(n) ≤ m ≤ n2−ε1(n) for some function ε1(n) = o(1),

there exists a function ε2(n) = o(1) such that the expectation of Xm satisfies

E[Xm] = N(3,m) · pm

≤
(

n2

m

)m(3+ε2(n))

pm

=

((
n2

m

)(3+ε2(n))

p

)m

.

We can let m = n2 p1/3−ε3(n) for some small function ε3(n) = o(1) such that

(
n2

m

)(3+ε2(n))

p < 1.

Also we can pick some suitable ε(n), so that n3/2+ε1(n) ≤ m ≤ n2−ε1(n). Thus we have E[Xm]→ 0

as n → ∞. Then by Markov’s inequality, we have

Pr[ex(G3
n,p,T

3)≥ m] = Pr[Xm ≥ 1]≤ E[Xm]→ 0, as n → ∞.

So a.a.s. we have

ex(G3
n,p,T

3)< m = p
1
3 n2+o(1).

Finally for p ≥ n−o(1), we have ex(G3
n,p,T )< ex(K3

n ,T ) = Θ(n2) = p1/3n2+o(1) a.a.s.

Chapter 5, in full, is a version of the material as it appears in “Triangle-free Subgraphs of

Hypergraphs”, Graphs and Combinatorics 37.6 (2021): 2555-2570, co-authored with Sam Spiro,

Jacques Verstraëte. The dissertation author was the primary investigator and author of this paper.
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[34] Z. Füredi and T. Jiang. Hypergraph turán numbers of linear cycles. Journal of Combinato-
rial Theory, Series A, 123(1):252–270, 2014.
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torics, Probability and Computing, 16(1):109–126, 2007.

[43] J. H. Kim. The ramsey number r(3, t) has order of magnitude t2/log t. Random Structures
& Algorithms, 7(3):173–207, 1995.

[44] Y. Kohayakawa, B. Kreuter, and A. Steger. An extremal problem for random graphs and
the number of graphs with large even-girth. Combinatorica, 18(1):101–120, 1998.

85
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