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Abstract

Atomistic Simulations of Dislocation Core Reconfiguration in FCC Metals and Alloys

by

Anas Abu-Odeh

Doctor of Philosophy in Engineering - Materials Science and Engineering

University of California, Berkeley

Professor Mark Asta, Chair

Dislocations are line defects present in crystalline materials that govern the plastic deforma-
tion of metals and metallic alloys. These defects are described by continuum approaches in
the far field, but the center of a dislocation core requires atomistic detail. The computational
efficiency of continuum approaches allows for the use of mesoscale models probing length and
time scales beyond those available in atomistic simulations. However, many of the assump-
tions involved which sacrifice finer details associated with dislocation core reconfiguration
have been left unchecked. This dissertation presents the methodology and results of atom-
istic simulations applied to three main dislocation processes relevant for mesoscale modeling
of FCC metals and alloys. The first is the process of dislocation climb, where dislocations mi-
grate through the absorption/emission of point defects. Mesoscale models typically assume
a dislocation to be an ideal cylindrical sink. This assumption is only valid when there is a
sufficient density of jogs along the dislocation line, and through the combination of atomistic
calculations of jog free energies and analytical theory, it is shown that obtaining such a suf-
ficient density of jogs requires high homologous temperatures and/or a high supersaturation
of defects. The second application is on the process of dislocation cross-slip in the presence
of short-range ordering (SRO). Mesoscale models typically do not include the effect of solutes
on cross-slip, and if they do, assume them to be distributed in a random fashion instead of
having SRO. Through the atomistic calculation of many dislocation cross-slip energy barriers
with and without the presence of SRO, it is shown that the effect of SRO on planar defect
energies can significantly increase the cross-slip energy barrier, potentially reducing cross-slip
rates by orders of magnitude and altering work-hardening processes during deformation. The
third and final application is on the process of core restructuring of Lomer/Lomer-Cottrell
dislocations as a function of stress and alloy composition. Mesoscale models assume that
these dislocations, which are central to the work-hardening of FCC metals and alloys, evolve
under stress through only one mechanism. It is shown through atomistic simulations that
a variety of evolution mechanisms, including twin nucleation, can occur through the core
restructuring of these dislocations depending on the local stress and alloy composition.
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Chapter 1

Introduction

Dislocations are line defects in crystalline materials that are responsible for the majority
of plastic deformation in metals and metallic alloys. They are characterized by a Burgers
vector (⃗b) and a line direction (⃗l). The Burgers vector defines the displacement that results
between two crystalline regions after a dislocation glides in the slip plane that separates them.
The angle between the Burgers vector and the line direction defines the dislocation’s charac-
ter (edge, mixed, or screw), which carry different types of displacement fields. The different
types of displacement fields associated with different dislocation characters result in dif-
ferent dislocation-defect interactions, including dislocation-dislocation, dislocation-vacancy,
and dislocation-solute interactions. Fully understanding the physical underpinnings of the
mechanical properties of metals and metallic alloys requires an in-depth understanding of
a variety of dislocation interactions and behaviors at different length scales. This disserta-
tion focuses on a narrow, but crucial, aspect of dislocation behavior that impacts creep and
work-hardening behavior in face-centered cubic (FCC) crystal structures: dislocation core
reconfiguration.

1.1 Modeling Dislocation Behavior across Length and

Time Scales

While dislocation behavior directly impacts experimentally measurable properties of ma-
terials, it is remarkably difficult to probe the reconfiguration process of dislocation cores
through experimental techniques as they occur on small length (∼nm) and time (∼10−13 s)
scales. Computer modeling and simulation provides an attractive alternative approach to
study such phenomena as a variety of techniques exist to probe dislocation behavior at a
variety of length and time scales (Figure 1.1).

On the smaller end of the scale spectrum exist simulations based on density-functional
theory (DFT), which is an ab-initio technique that provides approximations for the electronic
energy that governs the quantum-mechanical bonding between atoms. This allows for direct
calculation of the lattice constant, elastic constants, stacking fault energies, and compact
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dislocation core structures and energies [1]. The computational expense of DFT calculations
becomes prohibitive when including only a few hundred atoms. Thus, while DFT calculations
provide valuable insight, they are not well suited for non-compact dislocation cores as well
as dislocation reconfiguration processes that occur at the nanometer scale or higher.

Figure 1.1: Various simulation methodologies to model dislocation phenomena across length
and time scales. The dashed red lines represent the scale of focus of this dissertation as well
as the potential impact on larger scale modeling.

Classical atomistic simulations alleviate some of these difficulties. These techniques use
descriptions of atomic bonding, known as interatomic potentials, that circumvent the need
for the explicit representation of electrons, and instead provide the energy of an atomic
configuration as a function of the coordinates of the atoms. Interatomic potentials can be
fit to DFT reference data. This allows for a significant increase in computational efficiency
compared to DFT calculations, and have recently allowed for simulations of hundreds of
millions of atoms [2]. As classical atomistic simulations allow for the efficient probing of
dislocation core reconfiguration at atomic resolution, this will be the technique of choice
in this dissertation. While appropriate for the studies presented in later chapters, classical
atomistic simulations still suffer from simulating ensembles of dislocations due to being
limited to high dislocation densities and strain-rates. This makes them generally ill-suited
for modeling creep and work-hardening behavior.

Mesoscale modeling techniques such as discrete dislocation dynamics (DDD) and phase-
field dislocation dynamics (PFDD) can circumvent these issues [3]. DDD simulations do not
require the representation of atoms and instead focus on the representation of dislocations as
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connected nodes. The motion of these nodes are updated over time based on a given mobility
parameter and a driving force based on the applied stress, elastic energy, and dislocation
core energy. The generation and annihilation of dislocation segments and junctions follow
predefined rules. Due to the nodal representation of dislocations and rule-based topological
evolution, DDD represents the most computationally efficient way to simulate ensembles
of dislocations [4, 5]. PFDD adopts a different approach and instead represents regions in
a material volume by order parameters which describe whether a plane has been affected
by dislocation slip. Dislocation cores are represented as interfaces between regions of slip,
and the motion of these interfaces are dictated by a kinetic equation that depends on a
free energy functional of the order parameter. PFDD is a flexible technique that allows
for both simulation of dislocation cores [6] and ensembles of dislocations [7] (although not
as efficiently as DDD), as well as, through the appropriate modification of the free energy
functional, interactions with other microstructural features (e.g., precipitates [8] and grain
boundaries [9]). While both DDD and PFDD (as well as other techniques) can be useful
tools at the mesoscale, they rely on simplifying assumptions that can modify the evolution
of a system of dislocations. Additionally, they are strongly dependent on parameterization
from lower length scale models (DFT and classical atomistics).

The insights from classical atomistic simulations presented in this dissertation serve not
only to further fundamental understanding of dislocation core reconfiguration, but also to
challenge prevailing assumptions used in mesoscale modeling. It is anticipated that these
insights will aid in the development of future mesoscale models, which will lead to better
linkages between results from atomistic simulations and mechanical properties observed from
experiments.

1.2 Dislocations in FCC Crystals

The dominant type of dislocations in FCC crystals lie on {111} type slip planes and have a
Burgers vector of a

2
⟨1̄10⟩ type, where a is the lattice constant. FCC metals and alloys tend to

be ductile due to the presence of twelve independent slip systems (four {111} slip planes with
three ⟨1̄10⟩ slip directions each) [10]. While plastic deformation is largely governed by the
ability for dislocations to glide in these slip systems, the ability for dislocations to reconfigure
their cores can strongly impact creep and work-hardening behaviors. Additionally, special
types of dislocations that do not lie on {111} slip planes play an important role in work-
hardening. Here, a brief review of the salient features of edge, screw, and Lomer dislocations
in FCC metals and alloys is given.

Edge Dislocations

Edge dislocations, as well as dislocations with different characters, on {111} slip planes
tend to be dissociated in FCC systems (Figure 1.2). Instead of an initial “perfect” edge

dislocation with a Burgers vector of b⃗e, the dislocation adopts a configuration of two partial
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dislocations, with Burgers vectors of b⃗pl and b⃗pt (the sum of which equals b⃗e) for the leading
and trailing partial dislocations, respectively. As the elastic energy of a dislocation scales
with |⃗b|2, the dissociated configuration is more energetically favorable than the “perfect”

configuration as |⃗bpl|2+|⃗bpt|2 is less than |⃗be|2. The partial dislocations are separated by a
stacking fault, which is representative of a region of lattice plane stacking that resembles a
hexagonal close packed (HCP) lattice rather than a FCC lattice. The dissociation distance
between the two partial dislocations is determined by minimizing the contributions of the
interaction energy between them in addition with the stacking fault energy.

Figure 1.2: Dissociation of a “perfect” edge dislocation to a dissociated edge dislocation on
a (111) plane. The black line and symbols represent a “perfect” edge dislocation, the grey
lines and symbols represent partial dislocations, and the red region is the stacking fault.

Edge dislocations carry with them both compressive and tensile pressure fields on opposite
sides of the slip plane [10]. This causes them to interact strongly with point defects that
have a volumetric misfit. In alloys with solutes that contain large misfit volumes, this is
expected to strongly influence an edge dislocation’s resistance to glide [11]. This is also
expected to cause a strong attraction of both vacancies and self-interstitials, which allows
for an edge dislocation to act as a sink for these defects. When these point defects are
absorbed at the core of a dislocation, regions of the dislocation migrate to {111} planes
parallel to the initial slip plane through a process known as dislocation climb [12]. The
ability for an edge dislocation to climb influences high-temperature deformation processes,
annealing of quenched in defects, and irradiation-induced creep. The process of dislocation
climb requires the dislocation core to reconfigure in away to nucleate defects known as jogs.
The free energy of nucleation of these defects affects the rate of dislocation climb, and is the
subject of Chapter 3.
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Screw Dislocations

Similar to edge dislocations, screw dislocations on {111} slip planes in FCC systems
tend to be dissociated as it reduces the elastic energy of the dislocation (Figure 1.3). While
“perfect” screw dislocations do not have an appreciable pressure field, the partial dislocations
have some edge character which can cause them to have somewhat stronger interactions with
point defects.

Figure 1.3: Dissociation of a “perfect” screw dislocation to a dissociated screw dislocation
on a (111) plane. The black line and symbols represent a “perfect” screw dislocation, the
grey lines and symbols represent partial dislocations, and the red region is the stacking fault.

As screw dislocations have the net Burgers vector and line direction to be parallel (or
anti-parallel) to each other, this allows them to glide on {111} planes that intersect an
original {111} slip plane. The process of a screw dislocation switching slip planes is known
as cross-slip, and the rate of cross-slip of screw dislocations is expected to influence work-
hardening behavior [13]. When screw dislocations are dissociated, the cross-slip process
requires a reconfiguration of the dislocation core. The details of this reconfiguration are
strongly dependent on the local chemical environment in an alloy, and can lead to a variety
of cross-slip energy barriers. The effect of short-range ordering of solutes on cross-slip energy
barriers in an alloy is the subject of Chapter 4.

Lomer Dislocations

Lomer dislocations are special types of edge dislocations that lie on {100} planes. Un-
like the {111} family of planes, {100} planes are not close packed planes and the glide of
dislocations on these planes is expected to be difficult. Additionally, dissociation of Lomer
dislocations within {100} planes is not observed. These dislocations are expected to form
as a result of a reaction of dislocations gliding on intersecting {111} planes [14]. While
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the Lomer dislocation represents a compact core, it can adopt a core configuration that is
dissociated across the two intersecting {111} planes [15], also known as a Lomer-Cottrell
dislocation. Depending on the shear stress applied on the dislocation, the core can also
further reconfigure into many more complicated configurations (the details of which will be
presented in Chapter 5). As these dislocations act as barriers to motion of other dislocations
on {111} slip planes, the various adopted configurations of these dislocations is expected to
impact work-hardening behavior in FCC metals and alloys. The reconfiguration of Lomer
and Lomer-Cottrell dislocation cores as a function of applied stress and alloy composition is
the subject of Chapter 5.

1.3 Dissertation Outline

The remainder of this dissertation is organized as follows. Chapter 2 focuses on sum-
marizing simulation methodology that are used in Chapters 3-5. We start by presenting
the embedded-atom method, the interatomic potential form that is used for all the pre-
sented studies, as well as the average-atom potential formalism, which approximates the
behavior of random alloys. We then discuss the nudged-elastic band method, as well as the
climbing-image extension, as a tool for calculating transition state energy barriers. A dis-
cussion on Monte Carlo methods follows next, summarizing the procedures and parameters
required for various thermodynamic ensembles (canonical, semi-grand canonical, variance-
constrained semi-grand canonical). We briefly discuss the use of molecular dynamics as it is
used in Chapters 3-4. Finally, we also discuss the four commonly used boundary conditions
that are employed for atomistic simulations of dislocations as well as their advantages and
disadvantages.

In Chapter 3, we present a study on the first dislocation core reconfiguration process
discussed in this dissertation: dislocation climb. We briefly review a theory for disloca-
tion climb, which describes in to what degree dislocation climb is attachment-limited or
diffusion-limited depending on temperature and vacancy supersaturation. Mesoscale mod-
els incorporating dislocation climb contributions to creep tend to assume a diffusion-limited
regime for the sake of simplicity [16, 17, 18]. In this study we show that this regime is
only valid for relatively high homologous temperatures and vacancy supersaturation when
estimating a jog density along edge dislocations from atomistic simulations. The regime of
validity is narrowed even further when considering a low stacking fault energy FCC metal.

In Chapter 4, we present a study on the next dislocation core reconfiguration process
discussed in this dissertation: dislocation cross-slip. Specifically, we elucidate the effect of
short-range ordering (SRO) on the cross-slip process in a FCC alloy. In mesoscale models,
cross-slip is typically independent of local solute environment, or, in the rare case where
it is not, is assumed to be affected by a random distribution of solutes [19]. In this study
we use atomistic simulations to show how SRO can strongly modify cross-slip activation
energy barriers, and how this modification can affect dynamic recovery rates, an important
contribution to work-hardening.
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In Chapter 5, we present a study on the final dislocation core reconfiguration process
discussed in this dissertation: the reconfiguration of Lomer/Lomer-Cottrell dislocation cores
under varying applied stresses and composition. Mesoscale models typically assume that
these dislocations reconfigure only through an “unzipping” mechanism [20, 21, 22], and
do not account for the effect of local alloy composition. In this study we use atomistic
simulations and uncover a variety of Lomer/Lomer-Cottrell dislocation core configurations
under different applied stresses and local compositions, including one that promotes twin
nucleation, that are expected to affect work-hardening.

Chapter 6 summarizes the main results of this dissertation and provides direction for
potential future work.
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Chapter 2

Simulation Methods

2.1 Embedded-Atom Method

The key assumption in classical atomistic simulations is the form of the interatomic
potential. Properties of atomic configurations are derived from the appropriate description
of their energies. In this dissertation, the embedded-atom method (EAM) potential form is
used to describe energies of various dislocation configurations. The EAM model is chosen
as it reasonably describes salient features of metallic bonding while being computationally
efficient to evaluate. In the EAM approach, the energy (E) of an atomic configuration is
given by [23]:

E =
∑
i

Fsi

(∑
j ̸=i

ρsj(Rij)
)
+

1

2

∑
i,j(j ̸=i)

Vsisj(Rij). (2.1)

The last term in Eq. 2.1 represents the pair interaction contribution between all pairs of
atoms i and j, where si and sj are their respective elemental species and Vsisj is the pair
interaction energy as a function of the distance between atoms, Rij. The key feature of the
EAM model is the first term in Eq. 2.1, also known as the embedding term. The embedding
term represents the energy of embedding an atom (Fsi) as a function of the local electron
density (ρsj), which is assumed to be radially symmetric. This contribution to the energy
of a system represents a many-body effect that causes the strength of atomic bonds to be
dependent on other bonds, which is a necessary effect to account for at defects such as
dislocations. The EAM model is well suited to study the dislocation behavior in the FCC
systems investigated in this dissertation (the pure Al and Cu systems in Chapter 3 [24], the
Ni-Al alloy system in Chapter 4 [25], and the Cu-Ni alloy system in Chapter 5 [26]).

Average-Atom Potentials

When obtaining the average properties of random alloys using atomistic simulations, it
is typically necessary to average over many different configurations as local compositional
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fluctuations can cause local variations in properties such as, for example, stacking fault
energies. An alternative approach to averaging over many different configurations is to use
an average-atom potential [27]. In this approach, each atom in an alloy is replaced with a
fictitious ”average-atom” creating a homogeneous disordered state. Through an averaging
procedure of Eq. 2.1 over all possible site occupations in a completely random alloy, the
energy (EA) of an average-atom system is [27]:

EA =
∑
i

FA

(∑
j ̸=i

ρA(Rij)
)
+

1

2

∑
i,j(j ̸=i)

VAA(Rij), (2.2)

where ρA is the average electron density given by:

ρA(Rij) =
∑
X

cXρX(Rij), (2.3)

FA is the average embedding function given by:

FA

(∑
j ̸=i

ρA(Rij)
)
=

∑
X

cXFX

(∑
j ̸=i

ρA(Rij)
)
, (2.4)

and VAA is the average pair interaction energy given by:

VAA(Rij) =
∑
X,Y

cXcY VXY (Rij). (2.5)

In Eqs. 2.3-2.5, the summations over X and Y represent summations over different species,
and cX and cY represent the concentrations of those species. The only assumption in the
averaging procedure leading to the above equations is the truncation of a Taylor expansion
of the embedding function after first order in ρA. It is worth noting that the above equations
do not represent a simple averaging of the elemental potentials of the constituent species of
the alloy, as evidenced by the inclusion of cross-interaction terms in Eq. 2.5.

When compared to configurational averaging of properties obtained from true random
alloys, the average-atom approach results in good agreement with many properties, including
lattice constants, cohesive energies, surface energies, solute energies, solute misfit volumes,
elastic constants, and stacking fault energies [27]. Thus, the average-atom approach allows
for a convenient starting point for initial dislocation configurations before introducing ex-
plicit solutes in the cross-slip study in Chapter 4. Additionally, it allows for an enormous
simplification in the treatment of boundary conditions in Chapter 5. While convenient, the
average-atom approach can not account for chemical heterogeneity such as ordering, cluster-
ing, or segregation at defects. However, these behaviors can be treated as perturbations to
an average-atom state [28, 29].
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2.2 Nudged-Elastic Band Method

Chapters 3 and 4 appeal to concepts in harmonic transition state theory [30], where
thermally activated events are dictated by an activation energy barrier. This requires finding
the minimum energy pathway (MEP) between the initial and final states of a thermally
activated event. The nudged-elastic band (NEB) method provides an approach to obtain
the MEP [31]. The NEB method requires the creation of N images, with the initial and final
images representing the initial and final states, and intermediate images typically provided
through a linear interpolation of the atomic coordinates of the initial and final states. For
each image, i, there is a corresponding set of atomic coordinates, Ri. The MEP is found by
minimizing the forces, Fi, on intermediate states, which are given by:

Fi = Fs
i |∥ −∇E(Ri)|⊥. (2.6)

The first term in Eq. 2.6 is a spring force along a local tangent given by:

Fs
i |∥ = k(|Ri+1 −Ri| − |Ri −Ri−1|)τ̂̂τ̂τ i, (2.7)

where k is a chosen spring constant and τ̂̂τ̂τ i is the normalized local tangent at image i. The
second term in Eq. 2.6 is a true force perpendicular to the local tangent given by:

∇E(Ri)|⊥ = ∇E(Ri)−∇E(Ri) · τ̂̂τ̂τ iτ̂̂τ̂τ i. (2.8)

The spring force in Eq. 2.7 keeps the images spaced apart from each other and the true
force in Eq. 2.8 prevents the images from deviating from the MEP. In some cases, it may be
desirable to add an additional spring force to Eq. 2.6 that acts perpendicular to the local
tangent to prevent kinks from forming along the MEP [32].

Climbing-Image Nudged-Elastic Band Method

Extracting an energy barrier from the MEP requires knowledge of the difference between
the energy at the saddle point and energy at the initial state. The NEB approach as described
earlier does not provide the value of the energy at the saddle point. To obtain this value, the
MEP obtained from the NEB method needs to be further refined using the climbing-image
NEB (CI-NEB) method [33]. In this approach, the image with the highest energy, imax, has
a force applied to it that is different than Eq. 2.6:

Fimax = −∇E(Rimax) + 2∇E(Rimax) · τ̂̂τ̂τ iτ̂̂τ̂τ i. (2.9)

The second term in Eq. 2.9 is what allows image imax to climb uphill in energy until it
reaches the saddle point. Note that image imax is not affected by a spring force parallel to
the local tangent. Once the CI-NEB method has converged, the activation energy barrier is
given by E(Rimax)− E(R1).
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2.3 Monte Carlo

In Chapter 4, SRO states are established using a hybrid molecular dynamics/Monte Carlo
approach in the variance-constrained semi-grand canonical ensemble. This thermodynamic
ensemble is chosen due to the ability to its ability to be implemented in a parallel manner.
Discussing Monte Carlo in this ensemble first requires a short discussion of both the canonical
and the semi-grand canonical ensembles. What follows is a summary of these ensembles as
discussed in Ref. [34].

Canonical Ensemble

The canonical ensemble is representative of a system that maintains a constant number
of species, volume, and temperature. In this ensemble, the probability of a state with a set
of atomic coordinates, R, and a set of species that occupy those coordinates, s, is:

PC(R, s) = Z−1
C exp

(
−βE(R, s)

)
, (2.10)

where ZC is the partition function which normalizes the probability, and β is equal to
(kBT )

−1, where kB is the Boltzmann constant and T is the absolute temperature. In order
to sample occupational degrees of freedom consistent with the above probability distribu-
tion, two atoms with unlike species are randomly chosen, and a trial move is proposed which
swaps the positions of those atoms. This trial move is accepted with a probability of:

P acc
C = min{1, exp

(
−β[E(R, st)− E(R, si)]

)
}, (2.11)

where t represents the trial state and i represents the initial state. The sequential accep-
tance/rejection of many trial moves is what constitutes a Monte Carlo (MC) simulation.
Equilibrium is reached once E(R, s) stops decreasing as a function of number of trial moves
and instead fluctuates around an average value. States that are sampled at this stage rep-
resent the most probable states and their most probable fluctuations according to Eq. 2.10.
While MC simulations in this ensemble are desirable when fixing the concentration of an
alloy, the canonical ensemble is not well suited for taking advantage of parallel hardware,
making it difficult to implement for large systems.

Semi-Grand Canonical Ensemble

The semi-grand canonical (SGC) ensemble is representative of a system that maintains
a constant number of atoms, difference in chemical potentials between species, volume, and
temperature. For a binary alloy in this ensemble, the probability of a state is:

PSGC(R, s) = Z−1
SGCexp

(
−β[E(R, s) + ∆µNĉ(s)]

)
, (2.12)

where ZSGC is the appropriate partition function, ∆µ is the chemical potential difference
between the two species, N is the total number of atoms, and ĉ(s) is the concentration of



CHAPTER 2. SIMULATION METHODS 12

the second species in a state with s. In order to sample occupational degrees of freedom
consistent with the above probability distribution, an atom is chosen at random, and a trial
move is proposed which transmutes the species of that atom. This trial move is accepted
with a probability of:

P acc
SGC = min{1, exp

(
−β[E(R, st)− E(R, si) + ∆µN

(
ĉ(st)− ĉ(si)

)
]
)
}. (2.13)

Equilibrium is reached once E(R, s) + ∆µNĉ(s) stops decreasing as a function of number
of trial moves and instead fluctuates around an average value. States that are sampled at
this stage represent the most probable states and their most probable fluctuations according
to Eq. 2.12. Due to the nature of the trial moves in this ensemble, SGC-MC simulations
can take advantage of parallel hardware. However, the fluctuations in composition in this
ensemble may be undesirable depending on the application.

Variance-Constrained Semi-Grand Canonical Ensemble

The variance-constrained semi-grand canonical (VC-SGC) ensemble is an extension of the
SGC ensemble that reduces compositional fluctuations. For a binary alloy in this ensemble,
the probability of a state is:

PV C−SGC(R, s) = Z−1
V C−SGCexp

(
−β[E(R, s) +Nĉ(s)

(
ϕ+ κNĉ(s)

)
]
)
, (2.14)

where ZV C−SGC is the appropriate partition function, and ϕ and κ are parameters that affect
the ensemble average and variance in composition, respectively. When κ is set to zero, the
VC-SGC ensemble becomes the SGC ensemble as ϕ becomes equivalent to ∆µ. As κ goes to
infinity and ϕ is set to −2κNĉ(s), the canonical ensemble is recovered. In order to sample
occupational degrees of freedom consistent with the above probability distribution, an atom
is chosen at random, and a trial move is proposed which transmutes the species of that atom.
This trial move is accepted with a probability of:

P acc
V C−SGC = min{1, exp

(
−β

[
E(R, st)−E(R, si)+N

(
ĉ(st)− ĉ(si)

)(
ϕ+κN [ĉ(st)+ ĉ(si)]

)])
}.

(2.15)
Equilibrium is reached once E(R, s) + Nĉ(s)

(
ϕ + κNĉ(s)

)
stops decreasing as a function

of number of trial moves and instead fluctuates around an average value. States that are
sampled at this stage represent the most probable states and their most probable fluctuations
according to Eq. 2.14. Similar to SGC-MC, VC-SGC-MC simulations can take advantage of
parallel hardware due to the nature of the trial moves [34]. The VC-SGC ensemble provides
an advantage over the SGC ensemble as it can limit the compositional fluctuations during
MC simulations. As large cells on the order of hundreds of thousands of atoms are used in
Chapter 4, MC in the VC-SGC ensemble is used to efficiently equilibrate an SRO state while
maintaining a nearly fixed composition.
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2.4 Molecular Dynamics

In Chapters 3 and 4, molecular dynamics (MD) simulations are used to sample low-
energy states through simulated annealing as well as to sample displacive degrees of freedom
in a hybrid MD/MC approach. MD simulations propagate the positions of atoms forward
in time through the knowledge of the atoms’ velocity and acceleration, which is crucially
dependent on the negative gradient of the potential energy of the atom as described by a
given interatomic potential. The equations of motion are modified when requiring a constant
temperature and/or pressure [35]. The MD simulations in this dissertation are solely for the
initial set up of zero temperature energy minimization or CI-NEB calculations, which provide
the main results in later chapters. For the interested reader, further details of MD simulations
can be found in Refs. [35, 36].

2.5 Boundary Conditions for the Atomistic

Simulation of Dislocations

Fully Periodic Boundary Conditions

Simulations in Chapter 3 use fully periodic boundary conditions. In this case, illustrated
in Figure 2.1(a), the simulation cell interacts with infinitely many replicas tessellated with
each other at the boundaries. It is necessary to have a dislocation dipole in the simulation
cell as the net Burgers vector in the cell must be zero in order for the system to be fully
periodic. The simulation cells must also be initialized with displacement fields that account
for the presence of dislocations in the periodic replicas, as well as a homogeneous strain to
account for the plastic strain generated by the dislocation dipole [37, 38, 1]. The advantage
of this approach is that there is no need to account for spurious effects at surfaces or fixed
boundaries, and it allows for well-defined dislocation core energies for compact dislocation
cores [39]. For extended dislocation cores, such as those found in FCC metals and alloys, this
approach may artificially limit the dissociation distance of the dislocations, and convergence
studies of the dissociation width as a function of cell size are needed.

Fixed Boundary Conditions

Simulations in Chapter 4 use fixed boundary conditions. In this case, illustrated in Figure
2.1(b), the simulation cell is partitioned into an inner atomistic region, which contains the
dislocation core, and an outer continuum region, which contains long range displacements
associated with the dislocation as predicted by linear elasticity theory. The advantage of this
approach is in its simplicity, as there is no need to account for periodic dislocation-dislocation
interactions. Dislocation core energies can be obtained from this approach, although it
requires the measurement of energy of the dislocation for many different simulation cell sizes
[40]. If the inner region is too small, spurious forces can build up at the boundary between



CHAPTER 2. SIMULATION METHODS 14

Figure 2.1: a) Fully periodic boundary conditions where the simulation cell is in the middle
with solid lines. Only nearby periodic replicas are shown but the simulation cell is interacting
with infinitely many replicas. b) Fixed boundary conditions where the inner atomistic region
(white) contains the dislocation core is surrounded by an outer continuum region (grey). c)
Flexible boundary conditions where a buffer region (blue) separates an inner atomistic region
and an outer continuum region. d) Free-surface boundary conditions where only the nearest
replicas of the middle simulation cell are shown. The cell interacts with infinitely many
replicas along the glide direction. In all of the above cases, the systems are periodic in and
out of the page.

the two regions during the atomistic relaxation of the inner region. This can affect the
dislocation core structure and convergence studies of the dislocation structure as a function
of size are needed. Additionally, due to the fixed displacement fields in the outer region, the
system will artificially resist dislocation motion under an applied stress [41].

Flexible Boundary Conditions

Simulations in Chapter 5 use flexible boundary conditions. In this case, illustrated in
Figure 2.1(c), the simulation cell is partitioned into an inner atomistic region, an outer
continuum region, and an intermediate buffer region. After the relaxation of atomic positions
in the inner region, the spurious forces in the buffer region are minimized through the use
of Green’s functions, which map those forces to atomic displacements in the simulation
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cell [42]. This allows for the simulation cell to have a displacement field that is flexible
with respect to the dislocation position and configuration, in contrast to the fixed boundary
condition approach. Converged core structures can be obtained with smaller cells compared
to those needed using fixed boundary conditions. The main disadvantage of flexible boundary
conditions is the added complexity of the simulation procedure involving Green’s functions
to reduce the spurious forces in the buffer region.

Free-Surface Boundary Conditions

While none of the studies presented in this dissertation use a free-surface boundary
condition, it is worth briefly discussing for the sake of completeness. In this case, illustrated
in Figure 2.1(d), a simulation cell with a single dislocation is periodic in the glide direction
but not in the direction normal to the glide plane. The dislocation must be placed in the
middle of the two surfaces to avoid surface image effects. This is the preferred approach for
dislocation mobility simulations [43, 44, 45], as glide can occur in and out of the simulation
cell without the influence of nearby dislocations with oppositely signed Burgers vectors that
can periodically accelerate/decelerate glide. However, one should keep in mind that as this
essentially results in an infinite array of dislocation with the same Burgers vector, there is a
driving force for the simulation cell to bend or twist, depending on the dislocation character.
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Chapter 3

Insights into Dislocation Climb
Efficiency in FCC Metals from
Atomistic Simulations

1

3.1 Introduction

In the plastic deformation of crystals, climb is a process that enables dislocations to
overcome obstacles in a slip plane through the absorption or emission of vacancies. Driving
forces for climb arise due to supersaturation of point defects and elastic stress, providing a
mechanism to evolve the system towards equilibrium. Dislocation climb under both types
of driving forces is influenced by the rate of arrival of vacancies, and when their flux is the
rate-limiting factor, analytical theories can be developed for steady-state climb velocities.
However, it has long been appreciated [12, 47, 48] that limited availability of jogs along a
dislocation line can lead to a reduction in climb velocity relative to this diffusion-limited
value. As reviewed in the next section, the notion of a climb efficiency, defined as the ratio
of the actual climb velocity to the ideal diffusion-limited value [12], has been introduced to
quantify such deviations.

Climb rates in different FCC metals with quenched-in vacancy loops have been deter-
mined by transmission electron microscopy through the measurement of the shrinkage ki-
netics under annealing conditions, which are related to the vacancy emission rate [49, 50].
These experiments have shown that in FCC metals, there is a trend for lower stacking fault
energy (SFE) metals to have lower climb efficiencies. Other less direct experiments, which
estimate the driving forces for climb based on quenching conditions and mechanical stresses,
lead to similar conclusions [51]. While there is consensus on this qualitative trend related to

1The results presented in this chapter and the corresponding Supplementary Material document have
been published as a regular article titled “Insights into Dislocation Climb Efficiency in FCC Metals from
Atomistic Simulations” in Acta Materialia, 193, pp. 172-181, (2020), doi: 10.1016/j.actamat.2020.04.047 by
Anas Abu-Odeh, Maeva Cottura, and Mark Asta [46]. The material is presented here with the permission
of co-authors and publishers.
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the decrease in climb efficiency with decreasing stacking fault energy, quantitative relations
between driving force and climb efficiency that can be compared to available theoretical
models (see below) are challenging to derive directly from currently available experimental
data. This is due to the presence of combined contributions to the driving force arising from
curvature, external stress, and vacancy supersaturation, and the possible role of a combina-
tion of different diffusion mechanisms. For example, detailed measurements and analyses of
vacancy loop growth in FCC Al [52, 51] led to estimates for climb efficiency assuming growth
due to the absorption of vacancies emitted by smaller loops. However later studies proposed
a mechanism where a vacancy loop could migrate through “self-climb” as a consequence of
short-circuit diffusion in the dislocation core [53, 54] and the effect of this mechanism on the
climb efficiency estimates has not been undertaken. Climb efficiencies were also estimated
based on experiments for FCC Au displaying dislocation networks [55]; these microstruc-
tures displayed stacking fault tetrahedra (SFT), which can have diffusivities that are orders
of magnitude faster than mono-vacancies [56] and the effect of this transport mechanism on
the estimated efficiencies remains unclear. In light of the these types of complicating fac-
tors characteristic of realistic microstructures, mesoscale and atomistic simulation methods
are of interest as they provide a complementary framework to derive fundamental relations
between driving forces and climb rates.

Mesoscale methods such as discrete dislocation dynamics (DDD) and phase field models
(PFM) offer an attractive framework to model dislocation climb processes. However, for such
applications, models and associated assumptions have to include the relative contributions of
vacancy diffusion and “attachment” processes associated with the concentration of jogs and
vacancy attachment to them. A number of DDD models assume diffusion-limited climb rates,
where barriers for attachment of vacancies to the dislocation are considered unimportant
[16, 17, 18], which is suitable for metals with high climb efficiencies. By contrast, the model
introduced by Gao et al. assumes attachment-limited kinetics suitable for a low-jog density
along the dislocation line [57]. Additional DDD models have introduced parameters to
describe the effects of non-ideal climb efficiencies [58, 59] whose values must be derived from
microscopic theories. PFM implementations provide an alternative framework for modeling
dislocation climb processes. The PFM models introduced by Ke et al. [60] and that of
Geslin et al. [61, 62] allow for mixed attachment and diffusion-limited behavior through
the introduction of an attachment kinetics parameter that must be fit to experiments or
atomistic simulations. Liu et al. illustrated the importance of accurately describing the
mixed kinetics of climb in a PFM of low-angle grain boundaries where, depending on the
kinetics of vacancy attachment, the variation of grain boundary sink strength can influence
void nucleation under vacancy supersaturation [63]. Gu et al. also demonstrated that a
deviation from a dislocation being a perfect sink/source of vacancies can change the self-
healing time of perturbed low-angle grain boundaries [64].

To enhance predictive capabilities in the modeling of dislocation climb, information about
vacancy and jog properties can be derived from calculations at the atomic scale. Relevant
atomistic computational work can be summarized as follows. Density-functional theory
(DFT) calculations on the effect of solutes on the SFE in Ni and vacancy diffusion effects
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on climb were carried out by Yu and Wang [65], assuming that the energy of the jog is
governed by the cost of constricting the two Shockley partials, which is believed to provide
an upper bound [48]. Sarkar et al. used diffusive molecular dynamics (MD) to study the
evolution of a jog-pair in FCC Cu [66], and a displacive-diffusive path associated with climb
was identified. In further atomistic studies, Baker and Curtin employed a mixture of accel-
erated MD simulations and solutions to a discrete diffusion equation to investigate jog-pair
formation in FCC Al [67]. Lau et al. investigated the jog structure and vacancy attachment
energies for a mixed dislocation in BCC Fe using the nudged elastic band (NEB) method
[68]. Using the energies from this study, Kabir et al. parameterized a kinetic Monte Carlo
(kMC) model to simulate climb velocity under a high supersaturation of vacancies and to
extrapolate creep behavior [69]. It was shown that an analytical equation of climb matched
these results, although the high dislocation densities in these simulations complicate extrap-
olation to conditions more typical of creep experiments [70]. Swinburne et al. parameterized
a kMC model to study the significant effects of self-climb versus vacancy mediated climb on
interstitial loops in Fe and W, and the effects are postulated to be of the same magnitude
for FCC materials [54]. These studies demonstrate the insights into climb behavior that can
be derived from atomistic simulations, and the use of quantities calculated at this scale in
mesoscale models.

To build on the modeling work summarized above, this study employs atomistic simu-
lations to investigate the energetics underlying jog formation and vacancy attachment for
representative high and low stacking fault FCC metals, Al and Cu, respectively. The energet-
ics obtained from these simulations are used to understand consequences for climb efficiencies
within the kinetic theory of climb developed by Balluffi [12]. In addition, energetic barriers
associated with constriction of vacancy aggregates into jog-pairs and vacancy diffusion to-
wards extended jogs are explored using the NEB method [31, 33]. To motivate the atomistic
calculations undertaken in this work, Section §3.2 presents a summary of the dislocation
climb theory due to Balluffi [12]. Section §3 describes the simulation setup and computa-
tional details. Results for jog-pair formation energetics and the change in vacancy migration
barriers near a jog are presented in Section §4, and Section §5 applies Balluffi’s climb theory
to quantify climb efficiencies in Al compared to Cu. Section §6 provides a summary of the
main conclusions from this work.

3.2 Dislocation Climb Theory

In this section we review the theoretical model for dislocation climb due to Balluffi
[12], which motivates the atomistic calculations described in the next section. The model
considers dislocation climb under vacancy supersaturation driving forces, and involves six
main assumptions:

1. the dislocation is straight, unconstrained, and is in a low index direction

2. jogs nucleate homogeneously by vacancy aggregation along the core
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3. vacancies reaching the core diffuse rapidly to the jogs

4. the dislocation is undissociated

5. vacancy quasi-equilibrium is maintained at the jogs

6. the energy of embryonic jog pairs increases monotonically with size

The model considers the diffusion of vacancies to jogs, which are treated as ellipsoidal
sinks situated at an equilibrium spacing along the dislocation line (Figure 3.1). The solution
to the diffusion equation provides a steady-state velocity (vmixed) in the so-called ”mixed”
kinetic regime given by:

vmixed = 2πDb2
2Z

λ

[ c(R)− c0 ][
ln
(
2Z
λ

λ
b

)
+ 2Z

λ
ln
(
R
λ

) ] (3.1)

where c(R) is the supersaturated concentration of vacancies in the bulk material at a distance
R far from the jog. c0 is the vacancy concentration in equilibrium with the jogs, taken
to be the equilibrium bulk vacancy concentration consistent with the assumption of local
thermodynamic equilibrium. D represents the bulk vacancy diffusivity and b is the Burgers
vector. The mean-free path of a vacancy in the dislocation core (Z) is given by:

Z =
√
2b exp

(
∆Wsm

2kT

)
(3.2)

where ∆Wsm = Eb − Ec is the difference between the self-migration energy, defined as the
sum of the formation energy and the migration energy, of a vacancy in the bulk (Eb) and the
core (Ec). k is the Boltzmann constant and T is the absolute temperature. The equilibrium
distance between jogs (λ) along the dislocation is given by the expression:

λ = b exp

(
∆F ∗

jogpair

2kT

)
(3.3)

where ∆F ∗
jogpair is the free energy change associated with jog-pair formation. This free energy

change is multiplied by 1/2 because it is assumed that each jog contributes equally to the
jog-pair formation energy. In this model, the thermodynamic driving force for dislocation
climb is given by the difference in vacancy chemical potential (∆µ) at the jogs versus in the
far field. In the dilute limit, this value is given by:

∆µ = kT ln

(
c(R)

c0

)
(3.4)

In applying this theory, R is taken as half the value of the average dislocation spacing:

R =
1

2
ρ−

1
2 (3.5)
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Figure 3.1: Representation of vacancy sinks when a) 2Z
λ

< 1 and when b) 2Z
λ

≥ 1. Vacancies
fluxes are schematically represented by the gray arrows.

where ρ is the dislocation density.
The critical condition of 2Z

λ
= 1 represents the overlapping of the ellipsoidal sinks (see

Fig. 1), and in this limit Eq. 3.1 becomes:

vdiff−control = 2πDb2
[c(R)− c0]

ln (R/b)
, (3.6)

which represents the diffusion controlled limit of the climb velocity. The actual climb velocity
(vactual) depends on the ratio of Z to λ, and is given by:

vactual =

{
vmixed, if 2Z

λ
< 1.

vdiff−control, otherwise.
(3.7)

The climb efficiency, η, is then defined as:

η =
vactual

vdiff−control

(3.8)

and provides a measure of the reduction in climb velocity relative to the idealized diffusion-
limited case.

The limiting case of η = 1 corresponds to ideal diffusion-limited climb velocities, while
values of η < 1 indicate the importance of attachment processes at the jogs in limiting the
climb velocity. Mesoscale models of climb that incorporate mixed kinetics are dependent
on ratios similar to Z/λ [58, 59] or are dependent on λ [62]. These values are difficult to
derive directly from experimental measurements, and an alternative is to determine them
from simulations at the atomic scale. The next section discusses the applications of atomistic
simulations for FCC metals in this context.
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Material C11 (GPa) C12 (GPa) C44 (GPa) alat (Å)
Al 110 61 33 4.045
Cu 175 128 84 3.639

Table 3.1: Elastic constants and lattice constants for the EAM potentials of Al and Cu [24]
used in the atomistic simulations.

3.3 Simulation Details

The system used for the simulations of Al and Cu consists of two [110](111)-type edge
dislocations arranged in a periodic quadrupole configuration [39]. For both systems, the x,
y, z directions of the simulation cells are parallel to the [11̄0], [111] and [1̄1̄2] directions,
respectively. The dislocations were introduced in the FCC lattice using the BABEL package
[71, 72], which employs the Stroh formalism of anisotropic linear elasticity theory [73, 74]
to solve for the strain fields around the dislocations using periodic boundary conditions
following Cai et al. [37]. Material parameters required for initializing the cell include the
crystal structure, elastic constants, and lattice constant, which are taken from the embedded-
atom-method (EAM) potentials for Al and Cu employed in the simulations [24] (Table 3.1).
The atomic positions were relaxed using the FIRE minimization scheme [75] implemented in
the open-source LAMMPS [76] software to allow each edge dislocation to dissociate into two
partials separated by a stacking fault. Then, the shape of the triclinic cells was relaxed using
the conjugate gradient minimization scheme in order to relieve any residual shear stress from
the periodic boundary conditions. Finally, the atomic positions were relaxed again using the
FIRE minimization algorithm with a force convergence of 0.001 eV/Å.

The final dimensions of the Al and Cu relaxed cells are represented in Fig. 3.2, containing
573,120 and 1,146,240 atoms, respectively. The Al and Cu cells have the same x- and y-
length relative to their lattice constants. The Cu cell is twice as long in the z-direction (i.e.
the dislocation line direction) than for Al in anticipation of the stronger jog-jog interaction
energy with periodic images due to the need for core constrictions (see Section §3.4 below).
Particular attention must also be taken when choosing the size of the area of the z-face (i.e.
the plane normal to the dislocation line direction), as it will determine how close neighboring
dislocations are, which can affect the jog-pair formation energy, especially for Cu. The given
cell size for Al is found to be large enough to avoid significant finite size effects. From
convergence tests examining the dependence of the calculated jog-pair formation energy on
system size, coupled with a model for this dependence based on an observed correlation with
the dissociation distance between partial dislocations, it is estimated that with the z-face
areas used in the simulation results for jog-pair formation energies in Cu are converged with
respect to system size to within approximately 14%. Details of this analysis are given in the
Supplementary Material document for this chapter.

Using the simulation cells described above, the energy of embryonic jog pairs were inves-
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Figure 3.2: Simulation box containing two edge dislocations after relaxation for a) Al and b)
Cu. Atoms in FCC environments were deleted according to the common neighbor analysis
performed with OVITO [77, 78]. Red atoms represent the stacking fault region, and the
remaining atoms represent the partial dislocations.

tigated using two alternative algorithms as presented in Section §3.4. In the first, which we
will refer to as “non-annealed”, an atom with the highest potential energy in the compres-
sive region of the dislocation near one of the two partials of an otherwise perfect dissociated
dislocation is deleted to form a vacancy. The procedure is similar to the one applied by Dos
Reis et al. [79] for advancing a constricted jog on a dislocation with a nanovoid. After intro-
ducing the vacancy, the simulation cell was relaxed using FIRE minimization with a force
convergence of 0.001 eV/Å. The atomic sites on the rows above and below (with respect to
the z-axis of the simulation cell) the original vacancy on the dislocation core are searched to
find the next minimum energy vacancy site and the corresponding atom is deleted, followed
by a FIRE relaxation with a convergence of 0.001 eV/Å. The process is repeated, searching
atomic rows directly above and below the vacancy aggregation until the desired number of
vacancies have been absorbed by the dislocation. The resulting energy, Ejogpair, of the defect
introduced by the vacancies is given by:

Ejogpair = E1 −N1 ∗ Ecoh − (E2 −N2 ∗ Ecoh) (3.9)

where E1 is the total energy of the cell with the dislocations and the added vacancies, N1 is
the number of atoms in that cell, E2 is the total energy of the cell with just the dislocations,
N2 is the number of atoms in that cell, and Ecoh is the cohesive energy per atom, which
for FCC Al is -3.4107 eV/atom, and for FCC Cu is -3.2831 eV/atom, with the interatomic
potential models employed in these calculations. The quantity Ejogpair defined in Eq. (3.9)
allows for the calculation of the critical free energy change needed in Eq. (3.3), which is
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derived as the maximum of the quantity:

∆Fjogpair(Nvacs) = Ejogpair(Nvacs)−Nvacs ∗∆µ (3.10)

where Nvacs is the number of vacancies absorbed by the dislocation, and ∆µ is the chemical
potential driving force defined in Eq. (3.4).

The process outlined in the previous paragraph leads to the formation of jog pairs, but
does not guarantee that the minimum-energy path is followed. Hence, a second process
was used to relax the system once a given number of vacancies had been introduced to
form the non-annealed structures. This process involves a simulated-annealing type of sim-
ulation, whereby the temperature of the system is raised to a relatively high homologous
temperature (600 K for Al, 900 K for Cu) and subsequently quenched. This allows a quick
exploration of lower energy basins that may not be accessible to the previous process by
giving the atoms enough thermal energy to overcome energetic barriers. Specifically, finite-
temperature molecular-dynamics simulations were performed in an NVT ensemble with a
Langevin thermostat and a timestep of 0.003 ps. After 1000 timestep runs were performed
to bring the system to thermal equilibrium, the simulation was run for another 1000-50000
timesteps for 5 iterations, with the structure of the cell output after each iteration. The final
snapshots after each of these iterations were quenched using the FIRE minimization scheme
to a force convergence of 0.01 eV/Å. The lower timestep range was used as a screening stage
to find the smallest number of vacancies absorbed that would yield a lower energy structure
than that obtained from the energy-minimization process of the previous paragraph. Then,
the annealing procedure was applied to successively smaller amounts of vacancies, with an
increased number of timesteps, until vacancy aggregates that were higher in energy than
the next largest aggregate were relaxed to a lower energy state. From the final structure
in the simulated annealing process (which was minimized again to a force convergence of
0.001 eV/Å), the minimization search described in the previous paragraph was repeated to
investigate the evolution of the defect structure and associated energetics. This last step
is to see if the energy of the jog pair structure at a sufficiently large number of absorbed
vacancies matches that from the energetic path determined by the non-annealed search.

The annealed structures obtained from the simulated-annealing procedure outlined above
were lower in energy relative to the non-annealed structures obtained from the vacancy-
absorption and energy minimization process. The energy difference between annealed and
non-annealed structure was most pronounced for Cu, as discussed in Section §3.4. The energy
barrier associated with the transformation from the non-annealed to annealed structure for
Cu was investigated using the NEB [31, 33] method. Such NEB calculations were performed
for four annealed and non-annealed jog structures at various values of absorbed vacancies.
Due to a sharp transition point in the minimum energy path, 48 images were used between
the initial (non-annealed) and final (annealed) state. Afterwards, two more iterations of
NEB each with 48 images were carried out, with the initial and final state taken as fixed
images within the minimum-energy pathway derived from the previous iteration, in order
to increase the density of images near the saddle point. Energy versus reaction coordinate
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plots and convergence of energy barriers with NEB iterations are given in the Supplementary
Material document for this chapter. These calculations were performed with a convergence
criteria of 0.01 eV/Å.

The NEB method was also employed for the calculated results presented in §3.4 to inves-
tigate vacancy migration barriers near a jog. In these simulations, a jog-pair structure was
created on a dislocation with a jog spacing of half of the simulation cell height. This was
done by deleting atoms on the extra half plane associated with the edge dislocation before
relaxing the dislocations as outlined above. For extended and constricted jogs in both Al
and Cu, a series of climbing image NEB [31, 33] calculations were performed of a vacancy
following a tensile, compressive, or side path to the jog based on a chain of 5 closed-packed
jumps in the desired direction as illustrated in Fig. 3.6. The force convergence used for the
tensile and compressive paths was 0.01 eV/Å with 5 images used for each jump. The side
paths were relaxed to a convergence of 0.03 eV/Å. This was done to avoid convergence issues
due to the dislocation bowing out due to its attraction to the vacancy. This gives an upper
bound of the jump barriers because as the dislocation bows towards the vacancy, some of
the barriers in the path will decrease or disappear.

3.4 Simulation Results

In this section, we describe the results of the atomistic simulations in the context of the
theoretical model reviewed in Section §3.2. Beforehand, we review the underlying assump-
tions of this model. First, the simulation geometries are designed to consider straight edge
dislocations in an otherwise perfect crystal, such that they correspond to the assumptions
1 and 2 of the theoretical model. They are also designed to be consistent with assump-
tion 3, which follows the idea that dislocation core diffusion is generally vacancy mediated.
While molecular dynamics studies of vacancy and interstitial diffusivities in edge disloca-
tions in Al [80] and Cu [81] show that this is valid in Al, for Cu both the interstitial and
vacancy mechanism have been found to contribute equally. However, since our intent in this
study, consistent with the theoretical model, is to study climb under vacancy supersatura-
tion conditions, assumption 3 is viewed to be reasonable. Assumption 4, which states that
the dislocations are not dissociated, is generally not true for FCC materials. However, this
should not present a problem for the analysis below since the effects of dissociation are in-
herently included in the calculations of jog-pair formation energy. Assumption 5 is satisfied
if it can be shown that the barrier for each jump of a vacancy from the bulk to the jog is
never larger than the bulk migration barrier, and that the barriers to the jog are appreciably
smaller than the reverse path [48]. Assumption 5 would break down if a high-energy barrier
prevents the vacancy from easily being absorbed by an extended jog, e.g., it would require
the partial dislocations to constrict first. We will investigate this issue using results of NEB
calculations in Section §3.4, and show that the assumption holds for the present cases stud-
ied. Finally, assumption 6 is valid if there is no high-energy vacancy complex that forms
before the nucleation of a jog-pair. This is explored by using a mix of molecular statics and
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simulated thermal annealing in §3.4.
We note that the Balluffi model neglects explicit incorporation of the interactions of the

stress field of a dislocation with vacancies. These interactions will change the equilibrium
vacancy concentrations near the dislocation as well as the mobilities underlying vacancy
diffusion. PFM results [60, 62] for dislocation climb that have considered such elastic inter-
action effects suggest that they have a relatively small effect on the resulting climb velocity,
especially when no applied stress is present. Thus, in the application of the Balluffi model
to investigate climb efficiency these effects will not be considered further in what follows.

Structure and Energetics of Jogs

Figure 3.3 plots formation energies of dislocations with jogs and vacancy clusters as a
function of the number of absorbed vacancies, with insets illustrating several representative
structures. Results are presented for both non-annealed (green for Cu and blue for Al)
and annealed (red for Cu and orange for Al) structures. The annealing search results in
lower jog-pair formation energies, particularly for Cu, as the thermal fluctuations are able
to overcome the barrier associated with constricting the vacancy clusters across the partials.
Considering first the results for Cu, it is seen from the inset that the absorption of up
to ten vacancies leads to the formation of an extended vacancy cluster centered on one of
the two partial dislocations in the non-annealed samples. In these non-annealed samples
the formation energy and area of these vacancy clusters increases monotonically until 32
vacancies are absorbed, at which point the vacancy-cluster structure collapses to form a
jog-pair structure illustrated by the bottom right inset. This latter structure is consistent
with the idea of a “well-formed” jog-pair structure in the theoretical model of Balluffi [12].
This jog-pair structure features one compact constricted jog (top) and one extended jog
(bottom), with bowing of the partial dislocation line segments in between. Further addition
of vacancies causes the jog pairs to separate but with the structure of the individual jogs
remaining qualitatively similar. The annealed samples for Cu give the same structure as the
non-annealed samples for up to ten absorbed vacancies. Beyond that, annealing leads to the
formation of the constricted/extended jog-pair structure described above. In the annealed
samples there is a slight increase in formation energy beyond approximately 11 absorbed
vacancies, due to the decreasing effects of the jog-jog interaction as the jogs spread further
apart. The distance between the jog-pairs is never larger than half of the supercell height
in the simulations, to minimize the jog interactions with their periodic images.The jog-pair
formation energies level out to a value of approximately 6.5 eV beyond approximately 35
absorbed vacancies. We note that the dissociated vacancy cluster structure found here for
the non-annealed samples is similar in nature to that obtained by Sarkar et al. [66], who
also identified an energetically downhill path between this cluster structure and the jog-pair
structure in Cu.

For Al, the results of the structures as a function of absorbed vacancies are qualitatively
similar to those for Cu, with the main differences being associated with the much narrower
width of the dissociated dislocation core. Specifically, the extended vacancy cluster type
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Figure 3.3: Jog-pair formation energy as a function of the number of vacancies absorbed
for Al (up to 24) and Cu (up to 36). Insets show the change of the dislocation structure
with and without simulated annealing, with the color of the border of the dislocation images
corresponding to the color of the energy path. The dislocations were colored using the
common neighbor analysis (CNA) scheme in OVITO [77, 78]. FCC type atoms were removed,
red atoms represent an HCP type environment, and blue and grey represent atoms that
belong to the partial dislocations or the jogs.

of structure (see blue framed inset) persists up to four (three) absorbed vacancies in the
non-annealed (annealed) samples. Beyond that the jog-pair structure with a constricted
and extended jog forms and addition of more absorbed vacancies leads to an increase in the
distance between the jogs, with the structure of the jogs remaining qualitatively similar. The
formation energies are uniformly much lower for Al than for Cu for all values of the number
of absorbed vacancies. For Al, the formation energy plateaus at a value of approximately
1.3 eV.

The results for the annealed samples in Fig. 3.3 point towards the satisfaction of as-
sumption 6 in the model of Balluffi, namely that the energy of embryonic jog pairs increases
monotonically with size without the presence of an appreciable extra energy barrier to form
well-formed jog pairs. However, it should be noted that for the case of the annealed sample
of Cu with eleven absorbed vacancies, the constricted/extended jog-pair structure is not
always found within the length of the annealing simulations using different random number
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seeds for the velocity distributions. This hints at the presence of an appreciable activation
energy barrier from between the non-annealed and annealed structures in Cu with a decreas-
ing number of vacancies absorbed. The energy barriers between selected pairs of annealed
and non-annealed structures for Cu were thus computed from NEB calculations with results
plotted in Fig. 3.4. The transition states for these configurations all show a partial constrict-
ing to meet the vacancy cluster, which is a different mechanism for jog-pair formation than
that suggested by Sarkar [66] and Grilhé [82] where the vacancy cluster dissociates across
the stacking fault ribbon.

The results in Fig. 3.4 show the trend of a decreasing energy barrier with increasing
number of vacancies absorbed to transform from non-annealed to annealed structures in Cu.
This trend is qualitatively consistent with previous calculations based on elasticity theory
by Grilhé et al. [82]. The lower activation barriers for the larger vacancy aggregates can
be understood to arise since in these structures dissociating into jog pairs does not require
constricting the partials as much as in the structures with smaller vacancy aggregates. The
results imply that there could be different kinetic pathways for formation of jogs in Cu
depending on the temperature, where the system follows the non-annealed energetics (the
green curve in Fig. 3.3) until the barrier to transform to the annealed structure (the red
curve in Fig. 3.3) is low enough to be thermally activated. These different kinetic pathways
could explore different directions in the displacive-diffusive space described by Sarkar et al.
[66]. Also, it is assumed here that the vacancy cluster only spans one climb plane. With
low SFE materials such as Cu, there is a possibility that jogs that span more than one
climb plane could form, which would be expected to lead to more complex kinetic pathways.
To properly quantify the different paths, the minimization search would need to span more
than just one plane, and a large sampling size of simulated annealing attempts would be
required in order to explore the lower energy structures. Afterwards, transition barriers
would need to be computed between these states to find the likelihood of observing one of
those states. Another strategy for finding jog structures in low SFE materials would be to
adapt the procedure of Grilhé at al. [82] in molecular statics to find the vacancy cluster
of an appropriate dimension which would lead to a spontaneous jog-pair formation. These
strategies are beyond the scope of the present work, and the given results are taken as a
satisfactory approximation since the simulated annealing of most of the vacancy clusters
readily yield a jog-pair structure on one climb plane. A further complication to the kinetic
pathway evaluation of low SFE materials is including paths where a vacancy might attach
at a less energetically favorable site, such as the partial opposite of the vacancy aggregate
or in the middle of the stacking fault. In the analysis of Section §3.5, the energetic pathway
identified here is assumed to be the lowest energy one present for both Al and Cu.

Vacancy Hopping Barriers

As described above, one of the assumptions of the Balluffi model (assumption number 5
listed in Section §3.2) would break down if a high energy barrier exists for a lattice vacancy
to be absorbed at a jog. In this sub-section, we investigate this issue employing NEB
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Figure 3.4: NEB barriers for Cu jog-pairs between non-annealed to annealed states. Insets
show the structure of the transition state between the vacancy cluster and the jog-pair.

calculations to obtain energy barriers for vacancy hopping to the jog structures shown in
Fig. 3.5 (a) and (b) for Al and Cu, respectively. For both the extended and constricted
jogs in Al and Cu, a series of climbing image NEB calculations were performed of a vacancy
following a tensile, compressive, or side path to the jog based on a chain of 5 closed-packed
jumps in the desired direction. Figure 3.6 shows example paths for the extended jog in Cu.

The results of the NEB calculations are shown in Fig. 3.7. The zero energy value is in ref-
erence to the simulation cell without an inserted vacancy. A comparison of the compressive
and tensile paths shows that the minima in the tensile paths (for jump #0: approximately
1.080 eV and 1.091 eV for the Cu extended and constricted paths, respectively, and approxi-
mately 0.708 eV and 0.712 eV for the Al extended and constricted paths, respectively) before
the destruction of the vacancy is higher than those in the compressive paths (for jump #0:
approximately 1.013 eV for the Cu extended and constricted paths, and approximately 0.615
eV and 0.614 eV for the Al extended and constricted paths, respectively). This is expected
because vacancies are attracted to regions of compression. The final jump of the vacancy
to the jog (rightmost point in the figures) for all of the paths in both materials have either
the lowest migration barrier or no barrier. This indicates that high-energy constriction of
partial dislocations in Cu is not necessary for a vacancy to annihilate at an extended jog.
Instead, the vacancy advances the jog by dissociating into an extended jog, similar to the
”1/3” vacancy mechanism discussed in [12, 83]. Note that the energy difference between
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Figure 3.5: Jog structure used for NEB simulations for a) Al and b) Cu. Black atoms
represent regions where absorbing a vacancy will allow a jog to migrate one atomic row.

the vacancy at position 0 and at position 5 for all the paths correspond to the value of the
vacancy formation energy (where the bulk value is calculated to be 0.658 eV for Al and 1.048
eV for Cu from the respective potentials), indicating that the vacancy is annihilated from
the system.

The bulk vacancy migration energy was calculated using the NEB method for a vacancy
in an otherwise perfect cell with a force convergence of 0.001 eV/Å. The values were found
to be 0.638 eV for Al and 0.988 eV for Cu, with the EAM potentials employed in this work.
By inspection, all of the side paths seem to fit assumption 5 as they do not have barriers
larger than the bulk migration energy and they are decreasing in the direction from the
bulk to the jog (and thus increasing in the reverse direction). A few exceptions exist for
the compressive and tensile paths (indicated by the barriers in Fig. 3.7 above the black line
representing the bulk self-migration energy in the material), but the differences with the
bulk migration energy are small compared to the activation barrier. The NEB calculations
in [68] for a mixed dislocation in BCC Fe show that there is an angular dependence of the
near core vacancy barriers for dislocation climb, which is also shown here for the FCC edge
dislocation systems. Future work would be warranted to investigate this in further detail,
in relation to the validity of assumption 5 of the Balluffi model. However, the results shown
here suggest that the assumption is reasonable.
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Figure 3.6: NEB vacancy paths for an extended jog in Cu looking down the z-axis. The color
bar represents the hydrostatic pressure on each atom output from LAMMPS [76]. Orange
atoms represent a tensile path, blue atoms represent a compressive path, and green atoms
represent a side path. The red box represents the black atoms for the extended jog in Cu
from Fig. 3.5.

3.5 Climb Efficiency

The results in the previous section suggest the assumptions underlying the theoretical
model of Balluffi described in Section §3.2 are reasonable for describing climb velocities for
straight edge dislocations in Al and Cu. In this section, the model is thus used to compute
climb efficiencies for these edge dislocations using the values for the relevant parameters
obtained in the calculated results presented above. Specifically, the jog-pair formation energy
as a function of size can be input into Eq. (3.10) through the term Ejogpair(Nvacs), where we
will use the values taken from the simulated annealing shown in Fig. 3.3. The maximum
value of Eq. (3.10) at a fixed temperature and supersaturation will be used to find λ using
Eq. (3.3). This value will need to be compared with Z, calculated through Eq. (3.2). This
requires an evaluation of ∆Wsm, which will be taken as 0.2Eb as it has been shown that the
self-migration energy of a vacancy in the core of an edge dislocation in FCC metals (Ec)
is about 0.8Eb [80, 81]. The ratio of Z and λ allows for the evaluation of the dislocation
climb velocity using Eq. (3.7). Once the climb velocity is evaluated, the climb efficiency is
accessible through Eq. (3.8). Values for the required parameters including the calculated
Eb are given in Table 3.2. Climb efficiencies are calculated up to the melting temperature
as this is the limit of thermodynamic stability of the solid. Diffusivities are not included
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Figure 3.7: Results for vacancy energetics obtained by the nudged-elastic-band method for
extended jogs in a) Al and c) Cu and constricted jogs in b) Al and d) Cu. The black line
denotes the sum of the vacancy formation and migration energy in the bulk of the material.
All energy values are in reference to the simulation cell without a vacancy.

because they cancel out in the expressions for climb efficiencies due to the form of Eq. (3.8).
Energetics related to vacancy concentration are similarly not included because they also
cancel out in Eq. (3.8) and only the ratio of the given concentration to the equilibrium
concentration matters in Eq. (3.4).

The resulting values for climb efficiency are plotted as a function of homologous temper-
ature and vacancy supersaturation in Fig. 3.8. The plots only show values where R > λ, as
this is the limit of the application of the model and it is assumed that when that condition
is not satisfied that climb is negligible [12]. The results for both materials feature a sharp
transition from a regime of very low climb efficiencies (attachment limited kinetics) at low
temperatures and supersaturations, to one of high efficiencies (diffusion limited kinetics) at
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Material Tm(K) b (Å) ρ (m−2) Eb(eV )
Al 926 2.86 1012 1.296
Cu 1353 2.57 1012 2.037

Table 3.2: Values for the parameters for Al and Cu used in the Baluffi model to compute
climb efficiencies as a function of temperature and vacancy supersaturation. The melting
temperature is from the potential [24], and ρ is chosen as a realistic order of magnitude value
in order to evaluate R in Eq. (3.5)

high temperatures and supersaturations. The sharp transition between these regimes can be
interpreted to occur at values of temperature or driving force where the barriers to jog-pair
formation becomes negligible relative to the thermal energy. In Fig. 3.8a), we include with
the solid point a result from the multiscale simulation study of Baker and Curtin [67], where
they find that an edge dislocation in Al becomes a fully efficient sink at a supersaturation
around 145 at a temperature of 600 K. Even though a different potential was used, the
results of Baker and Curtin are near our predictions of where the transition to a high climb
efficiency at the same temperature occurs. While they did apply a large climb stress (around
1 GPa, while keeping the hydrostatic stress equal to zero), our results are consistent with
theirs in the sense that we find that it takes a similar number of vacancies to form a jog-pair
(4 in our study, 4 in [67]) with a similar potential energy cost (at 4 vacancies, our jog-pair
formation energy is around 1.1 eV, and an estimate of the summation of the first 4 points
in Fig. 4 in [67] leads to 1.2 eV). It would be of interest for future work to employ the
multiscale methodology to other regimes of temperature and supersaturation to investigate
whether the transition between low and high climb efficiencies matches the predictions from
the present approach.

The results in Fig. 3.8 show that Al has a wider range of homologous temperatures and
supersaturations where the efficiencies are considerably higher than for Cu. This qualitatively
agrees with experimental observations [49, 50] indicating lower climb efficiencies in systems
with lower stacking fault energies. The results are also plotted as climb efficiencies as a
function of driving force in Fig. 3.9 using Eq. (3.4). These plots show that at a high
enough driving force, even a low SFE material can become climb efficient, consistent with
experimental conclusions [55, 51]. This suggests that for design of alloys that are resistant
to creep, a material with a low-stacking fault energy is preferred, in agreement with Yu
and Wang [65], in order to minimize effects due to dislocation climb. Additionally, in the
design of materials where void nucleation in irradiated materials should be avoided (such as
in Gu et al. [64]), a high-stacking fault energy is preferred to lower the jog-pair formation
energy, thereby increasing the number of vacancy sinks. The results also demonstrate the
limits to the assumption that dislocation climb in a material can be described by either a
purely diffusion-limited or attachment-limited model, given that the appropriate behavior
can change over time if the supersaturation or temperature are evolving. For such cases,
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Figure 3.8: Plots of edge dislocation climb efficiencies of a) Al and b) Cu as a function
of homologous temperature and ratio of increased concentration. The jog-pair formation
energy values were taken from the annealed pathways. The black dot in a) represents a c(R)

c0
ratio of 146 and a climb efficiency of 1 at a temperature of 600 K, which is meant to mimic
the result in [67].

mesoscale models capable of describing mixed attachment and diffusion contributions to
climb velocities are required, and for such models atomistic simulations like those employed
in this study can be used to provide the necessary material parameters.

It is worth noting that the formalism presented in this section neglects the effects of
applied stresses and internal stresses due to neighboring dislocations on the vacancy flux
and climb rate, and thus it is appropriate only in the limits where the driving force for climb
associated with vacancy supersaturation is dominant. We note that in addition to changing
the driving forces for climb, these applied and internal stresses can also affect the factors
governing climb efficiency. For example, compressive (tensile) stress along the dislocation
glide direction is likely to decrease (increase) the jog-pair formation energy and thus affect
the values of the driving force where there is a transition in the climb efficiency. These
stresses could also affect diffusion towards and along the dislocation [84], considering either
vacancy or interstitial mechanisms [47], and thus affect the mean-free path defined in the
Ballufi model. An additional effect is associated with an Escaig stress, which would change
the dissociation distance between partial dislocations in the core, with an associated effect on
jog-pair formation energy as described above and in the Supplementary Material document
for this chapter. Overall, further work would be needed to fully characterize the effects of
applied and internal stresses on dislocation climb efficiency, and for such studies atomistic
kMC models that incorporate stress-dependent values of the different vacancy hops to and
from the jogs and straight dislocation segments would be required. The present results,
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Figure 3.9: Plots of edge dislocation climb efficiencies of a) Al and b) Cu as a function of
driving force. The shading represents homologous temperature.

which consider the role of vacancy supersaturation alone, provide useful benchmarks for
further such future studies.

3.6 Conclusions

Atomistic calculations based on EAM potential models for FCC Al and Cu have been
employed in studies of jog formation energies and vacancy migration energies near jogs, for
the purpose of investigating kinetics of dislocation climb in these representative high and
low stacking fault metals. The atomistic results identify low-energy jog-pair structures with
varying amounts of absorbed vacancies using simulated thermal annealing. Calculations of
energy barriers between different jog-pair structures revealed the existence of a complex ki-
netic pathway for jog-pair formation in Cu, which likely exists for other low SFE materials
more generally. The calculations further demonstrate that there is a tendency for vacancy
migration barriers to decrease when moving from the bulk to a jog. The atomistic calcula-
tions are used to derive parameters in the theoretical model of climb velocities due to Balluffi
[12], to compute climb efficiencies of Al and Cu across varying temperature and vacancy su-
persaturations. The higher SFE Al system was found to display higher climb efficiencies than
Cu over a wide range of temperatures and supersaturation, in agreement with experimental
observations that higher SFE materials show higher efficiencies for climb [47, 49, 50, 51]. The
effect of applied stress on climb efficiency was not pursued here, but can be incorporated
in the presented method by calculating the relevant vacancy and jog-pair energetics under
the desired stress state. The atomistic inputs derived here to calculate climb efficiency are
also necessary for describing mixed kinetic regimes in mesoscale simulations of dislocation
climb. The results thus demonstrate how atomistic simulations can be used to improve the
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generality and accuracy of mesoscale models of material response under creep, annealing,
and irradiation conditions.
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Chapter 4

Modeling the Effect of Short-Range
Order on Cross-Slip in an FCC Solid
Solution

1

4.1 Introduction

Short range-ordering (SRO) (as well as short range-clustering) in face-centered cubic
(FCC) solid solution alloys has been shown to lead to pronounced effects on deformation
microstructure and associated mechanical behavior beyond the yield point [86, 87, 88, 89,
90, 91, 92, 93, 94]. The formation of a diffuse anti-phase boundary (DAPB), a planar
fault with altered SRO caused by the passage of a leading dislocation, provides additional
resistance to dislocation glide by an amount that scales with the magnitude of the DAPB
energy per unit area (γDAPB) [95]. The presence of SRO has also been shown to increase
the stacking fault energy (SFE) [96, 92], as well as increase the work-hardening rate [86,
91, 89, 90, 92, 94]. Such an effect on mechanical properties can have profound implications
on the deformation behavior of single-phase concentrated solid solutions, including high and
medium-entropy alloys (HEAs and MEAs). An expanded understanding of the link between
SRO and deformation behavior in the latter multicomponent alloys would benefit from a
better understanding of the same underlying mechanisms in more simple binary concentrated
solid solutions. A phenomenon commonly observed in both classes of alloys containing SRO
is planar slip, or the localization of dislocation glide in planar arrays.

Typically the origin of planar slip has been linked to a few potential sources: a decrease
in the SFE and an increase in friction stress on partial dislocations with alloying [97], thus
suppressing cross-slip, or an increase in SRO [87]. The former seems unlikely, as recent studies

1The results presented in this chapter and the corresponding Supplementary Material document have
been published as a regular article titled “Modeling the Effect of Short-Range Order on Cross-Slip in an
FCC Solid Solution” in Acta Materialia, 226, 117615, (2022), doi: 10.1016/j.actamat.2021.117615 by Anas
Abu-Odeh, and Mark Asta [85]. The material is presented here with the permission of co-authors and
publishers.
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in cross-slip in disordered FCC solid solution alloys have shown that an increase in alloy
concentration increases the spread of cross-slip activation energy barriers, thus increasing
the probability of low activation energy barriers [98, 99]. In a material with SRO, a lead
dislocation in a planar slip array will create a DAPB, while subsequent dislocations will feel
reduced resistance to glide as they do not need to perform the work to disrupt SRO, leading
to a slip-plane softening effect. The role of the DAPB is evidenced by a correlation of planar
behavior with the presence of SRO compared to a lack of correlation with change in SFE [87].
While SRO appears to have an effect on cross-slip behavior, we are unaware of previous work
investigating the role of local ordering on the energetics underlying this process. Progress
in this direction is warranted given the relevance to understanding SRO effects on work-
hardening behavior. Planar slip has been linked to decreased cross-slip [87, 97], which could
lead to a decrease in dynamic recovery, as well as an increase in internal stress concentration,
which may increase the amount of twinning in certain alloys resulting in a dynamic Hall-
Petch effect [100]. Such increases in work-hardening resulting from SRO, particularly during
later stages of deformation, could lead to a delay in the Considère criterion, which allows for
an increase in ductility. Even though SRO may reduce the total cross-slip rate, the existence
of a DAPB implies that if a dislocation undergoes cross-slip, following dislocations are much
more likely to cross-slip at that same site than otherwise. This can lead to correlated cross-
slip or double cross-slip, which can create dislocation debris that further work-harden the
material [13, 101].

Previous simulation-based and theoretical studies on the effect of SRO on mechanical
properties have largely focused on the calculation of the DAPB energy and its effect on
strengthening. Through the input of the Warren-Cowley (WC) SRO parameters [102] and
effective pair interactions, estimates of the effect of the DAPB contribution to strength have
been made considering first [103], second [104], and even sixth [105] nearest neighbor pairs.
Inverse Monte-Carlo (MC) can be performed on diffuse scattering measurements, which
quantify SRO, in order to obtain effective pair interactions that can be used to estimate a
DAPB energy considering many nearest neighbor shells [106, 107]. Density-functional theory
(DFT) based cluster expansion can also provide an estimate for the DAPB energy based on
the equilibrium ordering state [108]. This can also be calculated directly from DFT-based
MC, along with the change in the SFE with ordering [92, 96]. The effect of SRO on the
resolved shear stress of a dislocation has also been calculated using embedded-atom method
(EAM) potential based techniques on a model MEA [109] and HEA [110]. Overall, these
previous studies have provided estimates of DAPB energies in concentrated binary FCC
alloys ranging between 5 and 25 mJ/m2, and for medium and high-entropy alloys a larger
range of between 4 and 123 mJ/m2 have been computed. Computational studies of the
effects of SRO, lattice distortion, and nanocrystalline grain sizes on a model MEA showed
that all of these factors increased glide resistance in the alloy [111]. Phase-field dislocation
dynamics (PFDD) simulations have been used to investigate the effect of the variance and
correlation of SFE distributions, mimicking some of the effect of SRO (albeit without the
DAPB), in order to study its effect on strengthening and Frank-Read source activation [112,
113].
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Despite the extensive previous work related to SRO effects summarized above, the role
of local ordering on cross-slip behavior has not been investigated in detail. Nevertheless,
previous work for pure FCC metals or random solid-solution alloys provide important insights
that form the basis for such investigations. Such previous work has typically focused on either
the Friedel-Escaig mechanism or the Fleischer mechanism of cross-slip [47]. A study based
on a Ni EAM potential investigated the ability of Schmid and Escaig stresses to reduce the
cross-slip energy barrier [114]. A molecular dynamics (MD) study of a screw dislocation
dipole in Cu showed that cross-slip kinetics are reliably represented by an Arrhenius form
[115]. A combination of MD and a concurrent-atomistic-continuum method showed that
a transition between the Friedel-Escaig mechanism to a Fleischer mechanism could occur
depending on the Schmid stress in the cross-slip plane and dislocation line length in Ni
[116]. Further EAM-based studies explored the effect of complex stress states on the cross-
slip barrier in Al [117], as well as the effect of such stress states on the barrier and transition
between the Friedal-Escaig mechanism to the Fleischer mechanism in Ni [118]. A study on
a Ni-Al solid solution showed that the introduction of repulsive Al-Al pairs could have a
dramatic impact on the cross-slip energy [119]. A MD study of a model HEA has shown
that cross-slip in highly concentrated alloys can happen at activation energies that are much
lower than what might be predicted using elasticity theory [120]. This can be explained by
a pair of studies on the effect of random FCC solid solutions on cross-slip, which show that
high concentrations of solute can result in a high variance of cross-slip energies [98, 99]. In
particular, the low energy tail of these distributions are likely to dominate cross-slip rates
due to the exponential Arrhenius form of the transition rates. Based on these results, the
latter of these two studies suggested that the correlations imposed by SRO would reduce
the spread of cross-slip energy barriers, thus lessening access to the low-energy tail of the
distribution compared to the disordered case.

In this paper, we build on this previous body of research and explicitly investigate the
effect of SRO on cross-slip in a binary FCC substitutional solid solution through atomistic
simulations of a Ni-10 at%Al alloy modeled with an EAM potential [80]. As will be discussed
in Sections 4.3 and 4.4, the investigated SRO state of this alloy is reflective of many other
FCC alloys due to comparable values of the WC SRO parameters and DAPB energy, as
compared to those reported for other FCC systems. We find that SRO does not just reduce
the spread of cross-slip activation barriers, but also increases the energy of the final state
during the cross-slip process compared to the initial state when no DAPB is present in the
cross-slip plane. This work is undertaken by limiting possible cross-slip events in a planar
array to a few idealized cases: cross-slip at the head of a planar slip array, cross-slip between
two glide planes possessing DAPBs (where either half or all of the cross-slip plane is a
DAPB), and cross-slip out of a glide plane with a DAPB (Fig. 4.1). These are compared to
each other as well as to the situation for the corresponding random solid-solution alloy at the
same composition. Before investigating these situations in atomistic detail, an analysis of
the effect of SRO on cross-slip is carried out using linear elasticity theory in Section 4.2. The
methods used to equilibriate SRO in model simulation supercells are discussed in Section
4.3. Calculations of planar defect energies (SFE and DAPB formation energies) are reported
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in Section 4.4. Results of calculations of different cross-slip energies are presented in Section
4.5. A discussion of how these results point towards a framework to understand planar slip
in FCC alloys, correlated cross-slip, and decreased dynamic recovery is presented in Section
4.6. We conclude in Section 4.7.

Figure 4.1: An array of screw dislocations in a planar slip configuration is shown in a). The
arrow represents the direction of motion given an applied Peach-Koehler force FPK . A red
line (a dashed red line when in the cross-slip plane) represents a stacking fault between two
partials, and a purple line represents a DAPB between two screw dislocations. The values
of the planar fault energies (stacking fault energy, γSFE, and diffuse antiphase boundary
energy, γDAPB) are dependent on the number of dislocations that have have already slipped
on the plane, as indicated by the subscripts. Cross-slip at the head of the array is shown in
b). The case where a dislocation is following the head dislocation through cross-slip is shown
in c). Cross-slip out of a DAPB is shown in d). Cross-slip out of a DAPB into another DAPB
is shown in e). These cases are labeled as symmetric or asymmetric depending on whether
or not the energy of the system (considering just the isolated dislocation) is the same in the
initial and the final state in the absence of applied stress. In the cross-slip plane, we define
the leading partial dislocation to be above the original glide plane while the trailing partial
dislocation is below.
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4.2 The Effect of SRO on the Initial and Final States

of Cross-Slip

As discussed above, the presence of SRO will result in two major changes in planar defect
energies compared to the random case: the presence of a DAPB energy and an increase in
the SFE. Consider a planar slip configuration of dissociated screw dislocations, as illustrated
in Fig. 4.1(a), where the dislocation furthest to the right is the head dislocation. Fig. 4.1(b)
shows the case where the head dislocation cross-slips into a region of unbroken SRO and
illustrates the types of planar fault energies involved. Fig. 4.1(c) shows the case where a
dislocation far behind the head dislocation cross-slips at a site where many of the leading
dislocations have already cross-slipped. Fig. 4.1(d) shows the case where a dislocation far
behind the head dislocation cross-slips into a region of unbroken SRO. Finally, Fig. 4.1(e)
shows the case where a dislocation far behind the head dislocation cross-slips into a region of
broken SRO. These selected cases are chosen in this work to illustrate the importance of the
role of the SFE and DAPB energy as a function of number of slips as well as their presence
on the cross-slip plane for the cross-slip activation barrier. In this section, we show through
a standard theory of the elastic interaction of the Volterra fields of partial dislocations that a
difference in energy per dislocation line length between the initial and final states is expected
for the cases shown in Fig. 4.1(b) and Fig. 4.1(d). The cases in Fig. 4.1(c) and Fig. 4.1(e)
are expected to be symmetric (on average) in chemical environment with respect to the initial
and final states, and so will not be considered in this section. We also postulate that for a
dislocation of increasing length, the higher energy in the cross-slipped state characteristic
of the cases in Fig. 4.1(b) and (d) makes it increasingly difficult for a screw dislocation to
access low energy cross-slip barriers that might be available due to locally varying solute
environments.

To facilitate this discussion, we define a DAPB fault energy per unit area as:

γDAPB
n =

En − En−1

A
(4.1)

where En is the energy of the system after relative shifts on the same glide plane, by the
glide of n dislocations with the same Burgers vector for a full a dislocation (a

2
⟨110⟩, a being

the FCC lattice constant) of the two half-crystals above and below the slip plane, and A the
area of the slip plane. Note that this notation differs from what is commonly found in the
literature, where γDAPB

n typically represents a cumulative DAPB energy (which we represent
as EDAPB(N), defined below in Eq. 4.11). Eq. 4.1 is defined for n greater than zero and is
meant to represent the incremental energetic cost per unit area encountered when the nth
dislocation glides across an area A At large n, γDAPB

n will tend to zero. The strengthening
due to DAPB formation is given by [95]:

τDAPB
n =

γDAPB
n

b
(4.2)
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where b is the magnitude of the Burgers vector of a full dislocation, given by a/
√
2. We

define the SFE as:

γSFE
n =

Epartial
n − En

A
(4.3)

where Epartial
n is the energy of the system after glide of a partial dislocation of Burgers vector

(a
6
⟨112⟩) slip is superimposed after n slips of a full Burgers vector on the same glide plane.

Cross-Slip at the Head of a Planar Array

Here we consider a screw dislocation at the head of a planar array (Fig. 4.1(b)) at an
equilibrium dissociation width. For simplicity we neglect interactions with other dislocations
in the planar slip array. Consider the force balance on each partial dislocation as illustrated
in Fig. 4.2. For the leading and trailing partials (Eqs. 4.4 and 4.5, respectively), the force
balance results in:

Kint

rg
= γSFE

0 − τ gschb

2
(4.4)

Kint

rg
= γSFE

0 − γDAPB
1 +

τ gschb

2
(4.5)

where Kint represents an interaction constant between two partial dislocations when only
considering the elastic interaction of the Volterra fields [47, 48], τ gsch is the Schmid stress in
the glide plane (or the resolved shear stress on the perfect screw dislocation), and rg is the
separation distance of the two partials in the glide plane. Setting Eqs. 4.4 and 4.5 equal to
each other results in:

Kint

rg
= γSFE

0 − γDAPB
1

2
(4.6)

In order for Eq. 4.6 to hold, τ gsch must equal τDAPB
1 . When considering an applied Escaig

stress (a stress which only acts on the edge components of the partials), an additional term
of bτesc/(2

√
3) would appear on the right-hand side of Eq. 4.6. If τ gsch is lower (higher) than

this threshold, it is moving left (right), removing (extending) the DAPB.
The difference in energy between a dislocation in the cross-slip plane and the original

glide plane can be estimated considering the difference in total fault energies before and after
the cross-slip transition (∆Efault), the effect of bow-out in the cross-slip plane, and the effect
of a difference in elastic interaction energies of the partial dislocations in the cross-slip plane
and the original glide plane (these are the typical contributions considered for cross-slip in
FCC metals and alloys [114, 99, 117, 118]). In order for the energy of the initial state and
the final state to be equal, the sum of all of these terms must be set to zero resulting in:

∆Efault + lEele + Ebow(τ
cs
sch, l) + Ex = 0 (4.7)

where Eele represents the change in the partial dislocation interaction energy per unit length
of a dislocation spread in the cross-slip plane versus the glide plane, Ebow represents the effect
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Figure 4.2: The force balance on each partial dislocation associated with the head dislocation
in a planar array due to an applied Schmid stress, the stacking fault energy, the DAPB energy,
and the elastic repulsion between the partial dislocations.

of a bow-out in the cross-slip plane (τ cssch being the Schmid stress projected in the cross-slip
plane), and Ex includes possible cross-terms that can arise. When considering the effect of
bow-out, it should be made clear that in cases where the dislocation cross-slips into a region
of unbroken order, the effect of forming a DAPB (Eq. 4.2) will make it more difficult for the
dislocation to bow-out. So it is natural to expect that in these cases, the contribution of the
bow-out effect will be reduced compared to cross-slip in a fully random structure. The effect
of Eele is not as trivial to consider. In order to isolate the effect of Eele, for the remainder
of this section we will take τ cssch to be zero and ignore bow-out effects. Following Refs. [47,
99], Eele can be described as:

Eele = −Kintln
γg
γcs

(4.8)

where γg is the effective SFE in the glide plane (for the case of cross-slip at the head of a
planar array this will be equal to γSFE

0 − γDAPB
1 /2), and γcs is the effective SFE in the cross-

slip plane (γSFE
0 , as there is no DAPB in the cross-slip plane in this case). The effective SFE

can be obtained from the right hand side of a force balance on the partial dislocations similar
to Eq. 4.6, and will be dependent on the SRO environment as well as an applied Escaig
stress. Eq. 4.8 represents the difference in the elastic interaction of the partial dislocations
in the different slip planes. Without the aid of an Escaig stress, this will always result in an
increase in energy per unit length when a head dislocation in a planar slip array cross-slips
in a material with SRO. This means that after a cross-slip nucleus has formed, the energy
of the system will continuously increase as the nucleus grows along the dislocation line.
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The first term in Eq. 4.7 disappears as (through the use of Kint/rg = γg and Kint/rcs =
γcs):

∆Efault

l
= γcsrcs − γgrg = Kint −Kint = 0 (4.9)

where rcs is the separation distance of the two partials in the cross-slip plane. This is an
important result on its own, because it states that the energy involved with the creation or
destruction of a part of a planar defect during cross-slip should not have an impact on the
cross-slip barrier (at least for the case where τ cssch is zero). Note that while γg and γcs are
dependent on the SRO environment and Escaig stresses, the result of Eq. 4.9 is not. So the
only remaining term in Eq. 4.7 that needs to be considered is Eele. In order for Eq. 4.7
to be satisfied in a material with SRO, some Escaig stress state must be applied, because
otherwise Eele will be positive according to Eq. 4.8. This can be interpreted as originating
from a stronger interaction of the Volterra fields of the partial dislocations in the cross-slip
plane than in the glide plane. This contribution to the activation barrier for cross-slip is
absent in a random solid solution alloy, due to the lack of a presence of a DAPB.

Cross-Slip Out of a DAPB

We consider next the case of the cross-slip of a dislocation for a dislocation far behind
the lead dislocations in the array, where many dislocations have already passed along the
glide plane to give rise to a fully formed DAPB with γDAPB

n→∞ = 0. In this case, illustrated
in Fig. 4.1(d), even though the DAPB energy γDAPB

n is zero, the difference in SFE in the
final and initial state will cause a similar effect as described in the previous subsection. As
n increases, γSFE

n will plateau to a value less than that of γSFE
0 . The effective SFE in the

glide plane (γg) for this case is γSFE
n→∞. When there is no Escaig stress present, Eq. 4.8 will

be positive and Eq. 4.7 will not be satisfied. This scenario is going to be representative of
most of the dislocations following the head of a planar slip array as the value of γSFE

n→∞ will be
reached after a small number of slips n. Similar to the previous case, the increase in energy
can be interpreted as an increase in the elastic interaction of the partial dislocations in the
cross-slip plane, and this effect will again be absent for the case of a random alloy.

4.3 The Model System and Methods for

Equilibriating SRO

The analysis in the previous section suggests that the presence of SRO as well as the
presence of a DAPB can significantly influence the cross-slip energy barriers due to differences
in energy between the final and initial state. In this section and the next, we present atomistic
simulations results to augment the continuum analysis. We begin by discussing in this section
the atomistic simulation methods to equilibrate the SRO.

In this work we focus on Ni-10%Al FCC subsitutional alloys, modeled by an EAM in-
teratomic potential [80]. All of the energy calculations and atomistic simulations were per-
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formed using the LAMMPS software [76]. The potential was chosen because it gives rise to
good agreement bewteen WC SRO parameters calculated and reported from experimental
measurements [121, 122] as described below and in Fig. 4.3. The equilibrium state of SRO
was derived from an initially random Ni-10%Al solid solution through the use of a hybrid
MC/MD approach using the variance constrained semi-grand-canonical ensemble [34] for MC
and the NPT ensemble for MD with a Nosé-Hoover thermostat and barostat. After an initial
MD equilibration period for a random alloy, used to bring the system to the target conditions
of zero pressure and a temperature of 700 K, MC atom-type switches were carried out after
every 100 MD steps (with a timestep of 0.003 ps) with a swap fraction of 0.1, a chemical
potential difference of 0.8 eV, and a variance constraint parameter of 1. The value of the
chemical potential difference was determined from an initial semi-grand-canonical MC/MD
at 700 K, as the value that would give the desired concentration of approximately 10%Al.
The chosen variance constraint parameter led to a fluctuation in the desired concentration
of less than 0.1%. After 20,000 MD steps, the system was found to be at an equilibrium
SRO state, based on the monitoring of the convergence of the average energy. The same
simulations were used for initializing the SRO state for the investigation of planar defect
energies as well as cross-slip energy barriers.

To probe the SRO of the system after the hybrid MC/MD equilibration process, the WC
parameters are calculated according to their definition [102]:

αk
Al = 1− Zk

Ni

cNiZk
(4.10)

where Zk represents the total number of atoms in a kth nearest neighbor shell, Zk
Ni repre-

sents the average number of Ni atoms found in a kth shell around an Al atom, and cNi is
the concentration of Ni atoms in the system. A negative value of α represents local ordering
(preference for unlike-atom pairs), a positive value represents local clustering (preference for
like-atom pairs), and a value of zero represents random disorder. A plot of the calculated
equilibrium WC parameters as a function of neighbor shell for the model Ni-10%Al alloy is
shown in Fig. 4.3, and compared to two sets of measured results derived from diffuse X-Ray
scattering measurements [121, 122], for alloys of the same composition aged at comparable
temperatures of 973 K and 673 K, respectively. The calculated WC parameters are in good
quantitative agreement with measurements for the nearest-neighbor, where the value is in-
sensitive to temperature. At the more distant shells, the present calculated results at 700K
have magnitudes near those measured for the alloy aged at 973 K. The calculated values
oscillate in the same way as the measured WC parameters, consistent with L12 ordering
characteristic of the stable Ni3Al intermetallic phase. Unlike the long-range-ordered inter-
metallic, however, the WC parameters for the Ni-10%Al short-range-ordered alloy decay to
small values near zero at distant neighbor shells, namely beyond the fifth shell in the present
calculations.

Only one annealing temperature is used as it is clear from previous studies that a lower
(higher) temperature will simply increase (decrease) the values of γDAPB

1 and γSFE
0 − γSFE

n→∞
due to an increase (decrease) in SRO [96, 109, 110]. The qualitative results of this study
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will be independent of the level of SRO, but we are focusing on a case here where the
SRO is representative of the magnitudes observed experimentally at reasonable annealing
temperatures. The values of the WC parameter of the first two shells for this annealing
temperature are also found to be typical of those obtained from experiments of many other
FCC binary solid solution alloys. Values of approximately ∓0.05 to ∓0.1, where the minus
sign is for the first shell and the plus sign is for the second shell, are found for Ni-Cr [123,
124, 125], Ni-Fe [126], Cu-Au [127, 128], Cu-Zn [129], Cu-Mn [130, 131], and Cu-Al [132]
solid solution alloys. We use one concentration of Al as larger concentrations of Al in this
potential incur the risk of entering a two-phase region where the precipitation of a second
phase is possible. Even in an alloy with a wider range of solubility, the effect of concentration
simply serves to change the average cross-slip barrier and its standard deviation [98], so the
general theory and conclusions of this study are unaffected by this choice.

Figure 4.3: WC SRO parameters for a Ni-10%Al alloy plotted versus neighbor shell. Calcu-
lated results obtained in the present work are plotted with blue symbols and connecting lines,
using the average WC SRO parameters of 10 independent supercells with 738,720 atoms.
Error bars representing the standard deviation of the WC SRO parameters are smaller than
the markers. Measured values at 973 K [121] and 673 K [122] are plotted in orange and
green, respectively.
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4.4 Planar Defect Energies

Methods

We consider in this section calculations of the effect of SRO on the DAPB energy and SFE.
To minimize finite-size effects and enable effective spatial averaging over the distribution of
local environments, we employ in these calculations relatively large supercells containing
4,032,000 atoms, initialized with a random arrangement of Ni and 10 at.%Al atoms over the
sites of an FCC lattice. The cell was oriented with the x-axis in the [110] direction, the y-axis
in the [1̄12] direction, and the z-axis in the [11̄1] direction, with lengths of approximately 120
nm, 30 nm, and 12 nm, respectively. After initialization with a random alloy configuration,
the atomic positions in the cell were first relaxed using a mix of the FIRE algorithm [75,
133] and the conjugate gradient algorithm in LAMMPS, including relaxation of the periodic
lengths in order to ensure zero stress conditions. Afterwards, free surfaces were introduced
normal to the z-direction, and the atomic positions were relaxed again using the FIRE
algorithm, holding the periodic lengths in the x and y directions fixed. Calculations for
samples with SRO made use of supercells obtained in the same manner, but with the atomic
configuration equilibrated using the same type of hybrid MC/MD simulations described in
Section 4.3, at 700 K.

In order to determine the SFE, 21 layers in the middle of the cell were chosen to separate
two half-crystals which were displaced relative to each other by a partial Burgers vector of the
a
6
⟨112⟩ type (where a is the FCC lattice constant). The atomic positions were subsequently

relaxed. A total of 63 points were averaged for each SFE calculation (21 layers with 3
different shift directions). For samples with SRO, the SFE is a function of the number of full
dislocation slips that have passed through the plane. Therefore, 63 points are averaged for
each SFE calculation as a function of the number of slips (0-10) of a full dislocation with a
Burgers vector of the a

2
⟨110⟩ type. The DAPB energy is also calculated for these supercells

with SRO as a function of slip, the difference being that the relative displacement of the two
half-crystals is of a full Burgers vector.

The supercells and methods described above are used to compute the planar defect ener-
gies. For the case of SFE, further calculations are carried out to determine the distribution
of fault energies for narrow ribbon-like geometries characteristic of those in the cores of the
dissociated screw dislocations under investigation in the next section. In these additional
calculations, 10 supercells of 738,720 atoms were used with the same orientation as above
but with lengths in the x-, y-, and z-direction of approximately 15 nm, 23 nm, and 23 nm,
respectively for both random and SRO cases. Using the center plane of each cell, each area
is divided into 18 groups along the y-direction each with an area of 19.2 nm2, so a total of
180 separate SFE measurements are made for the random case, the SRO case with a full slip
of 0 dislocations, and the SRO case with a full slip of 3 dislocations (which was found to be
enough to fully disorder the plane, i.e., produce a near zero correlation for atoms across the
slip plane). For each group of atoms, the total energy of that group is measured before and
after the shift and divided by 1/18 of the area of the xy-plane of the supercell.
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Results

A cumulative DAPB formation energy per unit area is calculated as:

EDAPB(N) =
N∑

n=1

γDAPB
n =

En − E0

A
(4.11)

where γDAPB
n is given by Eq. 4.1 and N is total number of slips undergone in the slip plane.

Similar to Eq. 4.1, En is the total energy of the system after the glide of n dislocations in
the same glide plane (E0 being the reference total energy). The values of EDAPB(N) and
τDAPB
n are plotted as a function of number of slips n in Fig. 4.4. Most of the strengthening
is associated with passage of the first dislocation, with a value of τDAPB

1 = 85.6 MPa. This
strengthening is associated with a DAPB energy of γDAPB

1 = 21.3 mJ/m2. The values of
τDAPB
n decrease monotonically with n = 2 and 3 as the values of γDAPB

n decrease with
subsequent slips. After the third slip, the magnitude of τDAPB

n becomes negligible, and the
slip plane can be considered completely disordered. Therefore, for later sections that involve
the presence of a DAPB, we take the case of a DAPB formed by 3 slips to mimic a completely
disordered plane unless stated otherwise.

The value of the DAPB energy reported here is characteristic of the range of values
reported in previous simulations of other concentrated FCC solid solutions [92, 110, 109].
This is also characteristic of experimental measurements of a γ phase of a Ni-based superalloy
(largely containing Ni and Cr) homogenized at 1123 K [134]. Through the consideration of
friction forces and elastic interactions of dislocations in a pileup from an in-situ deformation
experiment at room temperature, values of γDAPB

1 in this alloy were found to be in the range
of 20-35 mJ/m2. Therefore, the calculated DAPB energies in this study are representative
of realistic values that would be found in technologically relevant FCC solid solution alloys.

The SFE was also measured as a function of number of slips according to Eq. 4.3. The
SFE is plotted as a function of slip number for the sample with SRO in Fig. 4.5(a), along
with the corresponding average value of the SFE for a random solid solution with the same
composition. In the sample with SRO the SFE changes its value as a function of the number
of slips (n), starting from a value of 108.6 mJ/m2 and dropping to a value near that of the
random case (95.1 mJ/m2) after 3 slips. A similar decrease in SFE is shown in Ref. [109].
There is a slight offset between the random and large-n values of the SFE for the sample
with SRO. This is likely due to correlations in the occupancies of the atoms in the adjacent
planes rather than a sampling error.

A distribution of SFE is calculated sampling ”ribbon-shaped” areas on the order of
the dislocation spread as described in the previous section. The histograms and Gaussian
distributions fit to these histograms are shown in Fig. 4.5(b) for three cases: (i) a plane in
a material with SRO with no previous slip, (ii) for a plane that has already slipped 3 times,
and (iii) for a material with random substitutional disorder. Similar to Refs. [96, 109], the
SFE has a higher average and a narrower distribution in the SRO state with no previous
slips compared to the disordered state. However, when the ordering is destroyed on the slip
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Figure 4.4: The cumulative DAPB energy EDAPB(N) (red circles connected by solid lines)
and strengthening τDAPB

n (blue bars) as a function of the number of slips (n) on a glide
plane. The values of EDAPB(N) are given by the right vertical axis, while those for τDAPB

n

are given on the left. The error bars on the symbols for EDAPB(N) correspond to the
standard deviation of the distribution in calculated values.

plane by three dislocation slips, both the average and the standard deviation nears that of
the random alloy. The features of these distributions, along with the values of SFE and
DAPB formation energy will be important in interpreting features of the cross-slip energy
barriers discussed in the next section, as these provide insights into the relative differences
in final and initial state energies during the cross-slip process.

4.5 Cross-Slip Activation Barriers

Methods

In order to investigate the effect of SRO on energy barriers for cross-slip, a procedure
is used similar to that employed by Nöhring and Curtin [98, 99]. A distribution of energy
barriers are calculated through the use of the climbing-image nudged-elastic band (CI-NEB)
method [31, 33] with a total of 32 images. In order to set up the initial and final states
(a dislocation dissociated in the glide plane or in the cross-slip plane, respectively) for the
CI-NEB method, an average atom potential is constructed for Ni-10%Al following Ref. [27].
A 738,720 atom FCC cell, with the orientation and lengths similar to that mentioned above,
is constructed at the equilibrium lattice constant of the average atom potential. A screw
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Figure 4.5: a) The SFE as a function of slip for a sample with SRO (green symbols connected
by dotted lines) and for a sample with random substitutional disorder (solid blue line, with
values that are independent of slip number). The error bars on the solid symbols represent
one standard deviation for the distribution of calculated values. b) The distribution of SFE
values for the SRO and disordered case, calculated from thin ribbon cross sectional areas, as
described in the text. Bars represent histograms of calculations and solid lines represent a
Gaussian distribution fit to the corresponding histogram data.

dislocation is inserted along the x-direction centered in the yz-plane of the cell using the
displacements from anisotropic elasticity as given by the ATOMSK software [135]. Atoms
within a cylinder of radius 40b from the center of the yz plane were allowed to relax, while
those in the rest of the cell (which had a thickness of at least twice the EAM potential cutoff
from the surface as well as a dislocation line length of 60b) was fixed to the elasticity solution.
The dislocation would dissociate on the glide or cross-slip plane depending on whether or
not the center of the initial elasticity solution was varied by a few fractions of an angstrom
[98].

Subsequently, 400 FCC supercells (without the dislocation) were initialized with either a
random distribution of Al or a SRO distribution from hybrid MC/MD at 700 K. The template
from the relaxed average-atom dislocation containing supercell described in the previous
paragraph was then populated with each of these distributions and the atomic cylinder is
relaxed (sometimes with an introduction of a specific DAPB configuration through a rigid
displacement of sections of the supercell, mentioned in the following section and illustrated
in the Supplementary Material document for this chapter) with a force convergence of 0.001
eV/Å after scaling to the correct lattice constant. This can be done as the difference between
elastic constants of the average atom potential, true random case, and SRO case is small
(see Table 4.1). If the dislocation core’s position (which is tracked using common neighbor
analysis [78]) after relaxation varied more than the distance between (112) planes (or

√
3b/2),
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State C11 (GPa) C12 (GPa) C44 (GPa) a (Å)
AA 225.5 151.0 125.1 3.529
TR 219.6 152.0 125.1 3.5273
SRO 224.4 153.2 126.2 3.5235

Table 4.1: Calculated zero-temperature elastic constants and lattice constants for Ni-10%Al
for the average atom potential (AA) [27], the true random (TR) alloy configuration, and an
alloy sample with SRO equilibrated at 700K. Results are derived from the EAM potential
of Ref. [80].

then the initial state is discarded. If the dislocation is not centered during relaxation,
which can occur due to a competition of dislocation line tension and local energetic minima
from solutes, its position will be inconsistent with the fixed boundary conditions derived by
assuming the dislocation is centered within the cylinder. This off-centering of the dislocation
will also lead to extra contributions to the energy barrier during CI-NEB. For all cases, at
least 85 states satisfied the condition of remaining centered. Note that in these CI-NEB
calculations, there is no consideration of the effect of the local lattice expansion due to the
formation of a DAPB. This effect was found to be negligible, as shown in the Supplementary
Material document for this chapter.

After setting up the initial dislocation configurations, CI-NEB calculations are run with
those initial states (dissociation in the glide plane) and their respective final states (dissoci-
ation in the cross-slip plane) to obtain a distribution of cross-slip energy barriers. Fig. 4.6
shows representative configurations in the initial, transition, and final states. In the CI-NEB
calculations, we made use of a force tolerance of 0.001 eV/Å. A convergence study was
done with respect to the cylindrical radius as well as the dislocation length for the cross-slip
barrier of the average atom potential (as described in ref. [27]), and the given supercell size
was found to be a good representation of the barriers with respect to larger sizes (within
20 meV of the largest radius and within 15 meV of the largest length investigated in the
Supplementary Material document for this chapter). For the average atom potential case,
the cross-slip barrier was found to be 1.803 eV, and the difference between the final and
initial state energy is less than 0.003 eV. In certain cases (with more detail given in the
following sections), ATOMSK is used to modify the elasticity boundary conditions to add
in the effect of an applied external stress.

Cross-Slip in a Random Alloy

100 samples were used to calculate the energy barriers for cross-slip for a random alloy.
For this case, on average there is no DAPB, so all of the situations in Fig. 4.1 are, on average,
identical. The data, shown in blue in Fig. 4.7, represents the distribution of the calculated
energy barriers for cross-slip, which was fit to a gamma distribution [136], where the form
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Figure 4.6: The above shows the simulation supercell set-up for CI-NEB calculations of
cross-slip in an average-atom Ni-10%Al alloy. Displayed are the atoms in the boundary
regions fixed to the solutions of anisotropic elasticity for a screw dislocation located in the
center of the cylinder, as well as those atoms within the dislocation core. Atoms are colored
according to the common neighbor analysis scheme [78] as implemented in OVITO [77].

of the probability distribution function (PDF) is given by:

f(EA, k, θ) =
1

Γ(k)θk
Ek−1

A exp

(
−EA

θ

)
(4.12)

where k and θ are parameters, and Γ(k) is the gamma function. The parameters of k and θ
were determined through the Maximum Likelihood Estimate (MLE). A gamma distribution
is chosen as opposed to a Gaussian distribution to avoid a non-zero probability for a negative
energy barrier for cross-slip, which would not be physical. This distribution form was shown
to fit the data well, as shown in the probability-probability plots in the Supplementary
Material document for this chapter. The average and standard deviation for the data were
1.895 eV and 0.645 eV, respectively. The measured average cross-slip energy barrier for
the random case is slightly larger than that from the average atom potential due to the
consideration of explicit solutes.

Cross-Slip Between DAPBs

The cross-slip energy barriers were calculated for two cases in which the slip planes
included DAPBs formed by 3 consecutive slips, so γDAPB

n is negligible. The first, which we
will refer to as between ”full DAPBs” involves cross slip between two slip planes with fully
formed DAPBs in front and behind the dislocation (see Fig. 4.1(e)). The second, which
we will refer to as between two ”half DAPBs” involves a DAPB behind the dislocation in
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Figure 4.7: The distribution of cross-slip energy barriers for the random (blue) case with a
mean of 1.895 eV, for the case of cross-slip between two planes with full DAPBs (orange)
like that in Fig. 4.1(e) with a mean of 1.815 eV, and the case of cross-slip between two
half DAPBs (green) like that in Fig. 4.1(c) with a mean of 1.730 eV. Histograms from the
simulation data are plotted with bars and the solid lines represent fits of these histograms
to gamma distributions.

the slip plane, and in front of the dislocation in the cross-slip plane (Fig. 4.1(c)); such a
configuration in an alloy would be generated through multiple cross-slip events at the same
site. 85 energy barriers were computed for each of these two scenarios. For the case of two
half DAPBs, a Schmid stress had to be applied in the glide plane in order to counteract
the force arising from a dislocation being partially dissociated into a region of SRO (the
dislocation will have a lower energy per unit length if it is dissociated in a DAPB). The
trailing partial will be located in a DAPB region and the leading partial will be located in a
SRO region, so the force due to the SFE acting on each partial will be different (Fig. 4.5(a)).
The force balance on each partial (Fig. 4.8) leads to Eq. 4.4 for the leading partial, and the
following for the trailing partial:

Kint

rg
= γSFE

3 +
τ gschb

2
(4.13)

In order to have Eqs. 4.4 and 4.13 equal each other, the Schmid stress in the glide plane
(τ gsch = τxz for our system) must equal:

τxz =
γSFE
0 − γSFE

3

b
(4.14)
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τxy =
τxz

2
√
2

(4.15)

where the second stress (Eq. 4.15) is applied in order to remove Schmid stress projected
onto the cross-slip plane due to the first stress (Eq. 4.14). From the previous section, we
use 108.6 mJ/m2for γSFE

0 and 95.5 mJ/m2 for γSFE
3 .

Figure 4.8: The forces present on each partial dislocation for the case of a dislocation in the
glide plane cross-slipping between two half DAPBs.

The resulting energy barrier distributions for cross-slip between full DAPBs and between
half DAPBs are shown in the orange and green curves in Fig. 4.7. The between full DAPBs
environment has an average activation energy of 1.815 eV and a standard deviation of 0.525
eV, while the between two half DAPBs environment has an average activation energy of
1.730 eV and a standard deviation of 0.387 eV (with the applied Schmid stress to keep the
initial state centered). The lower average activation energy for the case of between two half
DAPBs can be rationalized by the fact that the dislocation in the cross-slip state can reduce
its energy relative to the initial state by fully dissociating in the DAPB instead of partially
dissociating in the DAPB and a region of unbroken order. The lower SFE in the DAPB
means that their is a slightly lower elastic interaction between the partial dislocations. So
while this case is likely not truly as symmetric (on average) in energy as implied by Fig.
4.1(c), the asymmetry here is not a hindrance for cross-slip. As we will see in the following
sections, the absence of a DAPB in the cross-slip plane makes cross-slip substantially more
difficult.

Cross-Slip at the Head of a Planar Array

The three cross-slip scenarios described in the previous two subsections dealt with tran-
sitions where the dislocations in the initial and final states were dissociated in a similar
environment when in the glide plane or in the cross-slip plane. This will not be the case for
the cross-slip of a screw dislocation at the head of a planar array in a material with SRO.
We thus turn next to this case, illustrated in Fig. 4.1(b) and discussed in Section 4.2. In
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the initial state, the dislocation cut behind the screw dislocation will leave behind a DAPB
of 1 slip, which creates a driving force on the screw dislocation to move in a direction to
restore the SRO. In order to counter this effect, a Schmid stress state is applied similar to
that defined in Eqs. 4.14 and 4.15 above, with the difference being in setting τxz equal to
τDAPB
1 through the use of Eqs. 4.4-4.6.

The distribution of cross-slip energy barriers for the forward and backward (or reverse)
transitions in this case, each derived from 85 samples, is shown in Fig. 4.9(a). If the
initial and final states were equivalent in energy, then the distributions should fall on top
of each other. Instead, there is an average difference in energy where the initial state is
0.602 eV (0.010 eV/b) lower than the final state. This value expressed per Burgers vector
is important, as it takes into account the fact that these simulations are only considering a
periodic dislocation segment with a length of 60b. For an infinitely long dislocation in this
situation, cross-slip will be an uphill in energy process due to increasing the system energy by
0.010 eV/b through dissociating the dislocation in the cross-slip plane. So unless a sufficient
value of the stress is applied to compensate for this energy difference, cross-slip will not be
activated. We choose to focus on the effect of an Escaig stress in the original glide plane
which brings the partials closer together, thereby increasing the elastic interaction energy in
the initial state. In this case, γg from Eq. 4.8 becomes γSFE

0 − γDAPB
1 /2 + bτesc/(2

√
3), as

the Escaig stress acts to increase the effective SFE. To find the minimum Escaig stress in
the glide plane needed to compensate for the energy difference in the final and initial states,
Eq. 4.8 is inserted into Eq. 4.7 (neglecting other stresses), and is rearranged to give:

τ critesc =

√
3γDAPB

1

b
(4.16)

which, when solved for τ critesc , gives the minimum Escaig stress needed in the glide plane for
cross-slip to cease being an uphill in energy process for the head of a planar slip array.

Given γDAPB
1 as 21.3 mJ/m2, the resulting τ critesc is 148.1 MPa. This means that the

simulation cell will need to have the following stresses applied [117]:

τyz = −τ critesc (4.17)

τyy = −τzz =
7

4
√
2
τ critesc (4.18)

where the sign of τyz is chosen to bring the partial dislocations closer together, and τyy and
τzz are chosen to make sure that there is a net zero Escaig stress in the cross-slip plane.

The stresses in Eqs. 4.17 and 4.18 are added to the Schmid stress state to ensure the
dislocation is centered in its initial state. The cross-slip energy barrier distributions calcu-
lated using 85 samples, with these applied stresses, are shown in Fig. 4.9(b). In comparison
to Fig. 4.9(a), it is evident that the application of the Escaig stress in the glide plane not
only brings the peaks closer together, but it also creates a greater overlap between the two
distributions than without the Escaig stress. With the Escaig stress, the initial state is now
on average 0.275 eV (0.005 eV/b) higher in energy than the final state. This represents some
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Figure 4.9: The distribution of cross-slip barriers for the head of a planar slip array (Fig.
4.1(b)) during the forward (purple) and backward (black) transition. a) represents the
distributions without an applied Escaig stress in the glide plane (with means of 1.96 eV
and 1.36 eV for the forward and backward transitions, respectively), while b) represents the
distributions with an applied Escaig stress of 148.1 MPa in the glide plane (with means of
1.46 eV and 1.73 eV for the forward and backward transitions, respectively).

overshoot in the estimate of the additional stresses calculated above, to make the initial and
final states equal in energy. This overshoot likely results in part from the use of the Volterra
fields of the partials which could be corrected by considering more complex interactions that
are important at small partial dislocation separation distances [137]. The strength of this
contribution is evidenced in the Supplementary Material document for this chapter, where
predicted dissociation distances from the consideration of the Volterra fields are found to
be lower than the measured dissociation distances in the simulation cells. There is also no
consideration of solute pinning on partial dislocation motion, but this effect would increase
the stress required. However, the simple estimate given by Eq. 4.16 still achieves the goal of
making cross-slip a downhill-in-energy process. We also note that by using Eq. 4.8 without
any applied stress results in an estimated energy difference between final and initial state of
0.679 eV (0.011 eV/b), in good agreement with the observed differences from the CI-NEB
calculations.

Cross-Slip Out of a DAPB

A last scenario was investigated (corresponding to Fig. 4.1 (d)) in which a DAPB (due
to 3 full slips) was created only in the glide plane, and cross-slip occurs to a plane with
undisturbed SRO. 85 cross-slip barriers were calculated for cross-slip out of the DAPB, and
the reverse process into the DAPB. The resulting distributions are given in Fig. 4.10, along
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with the distributions from Fig. 4.9 (a). For the case considered in this section of cross-slip
out of a DAPB, the average difference in energy between the final state and the initial state
is 0.780 eV (0.013 eV/b). As mentioned in Section 4.2, this difference in energy comes from
the difference in elastic interaction energy of partial dislocations in the final and initial state.
This effect originates from an average difference in SFE in the DAPB versus in the region of
the materials with SRO, which is previously calculated to be 95.5 mJ/m2 and 108.6 mJ/m2,
respectively. Inserting these values as γg and γcs in Eq. 4.8, as well as evaluating Kint with
calculated elastic constants following [48, 99] and multiplying times the dislocation length,
results in a difference in energy of 0.845 eV (0.014 eV/b), in very reasonable agreement with
the observed average difference from the CI-NEB calculations. Similar to the case discussed
in the previous subsection we can estimate an Escaig stress required to make the initial and
final states equal in energy. We take γg to be equal to γSFE

n→∞+bτesc/2
√
3. Following a similar

analysis as that presented in the previous subsection, the minimum Escaig stress needed in
the glide plane to suppress this effect is:

τ critesc =
2
√
3(γSFE

0 − γSFE
n→∞)

b
(4.19)

In order to activate this event, a larger stress (182.1 MPa, obtained from Eq. 4.19) would
be required compared to that needed at the head of the planar array.

Summary of Distribution Parameters

Table 4.2 below summarizes the gamma distribution parameters (k and θ, as defined in
Eq. 4.12), mean (µ defined from the average of the histograms), and standard deviation
(σ, defined also from the histograms) for all of the cross-slip activation energy barriers
discussed in the previous section. The values in parentheses represent standard errors for
these parameters estimated through bootstrapping 100,000 independent samples for each
data set (k and θ errors were estimated from the distribution of these parameters through
separate MLE fits to Eq. 4.12 for each bootstrapped sample) [138]. These standard errors are
given as a measure of statistical significance associated with results in this study associated
with the means and standard deviations of the cross-slip energy barrier distributions. Note
that the order in which the standard deviation of cross-slip barriers decrease (for cases where
the dislocation is fully dissociated across one environment: Random, Full DAPBs, Out of
DAPB, SRO Head), follows the order in which the standard deviation of local SFE decreases
(Random, DAPB, SRO). While the distribution of local SFE plays a significant role in the
distribution of cross-slip barriers as it is connected to the distribution of difference in end-
state energies, this quantity only samples local changes in solute-solute interaction [139]. A
full understanding of the spread in the distribution of the cross-slip energy barriers would
require understanding how both the solute-solute interactions change as well as how the
solute-dislocation interaction changes during cross-slip [98, 99]. This latter term was found
to be significant for the random case of the system being studied here [98]. This term should
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Figure 4.10: The forward (red) and backward (gray) cross-slip energy barrier distributions
for a dislocation cross-slipping out of a DAPB (Fig. 4.1(d)) with means of 2.07 eV and 1.29
eV, respectively. Black and purple curves correspond to the analogous energy barriers for
the SRO head case, and are reproduced from Fig. 4.9(a) for comparison. The values of τ critesc

needed to make the SRO Head and Out of DAPB cross-slip a downhill-in-energy process are
148.1 MPa and 182.1 MPa, respectively.

be expected to decrease with an increase in SRO [140, 110], following the same trend as the
decrease in standard deviation of SFE with an increase in SRO.

4.6 Discussion

Internal Stress at the Head of a Planar Slip Array

In analyzing the effects of stress on cross-slip thus far, we have neglected the effect of a
projected Schmid stress onto the cross-slip plane. This is due to the fact that the boundary
conditions of our simulations would not be able to properly account for bow-out in the
cross-slip plane in the transition state, requiring us purposefully cancel out any projected
Schmid stress contribution onto the cross-slip plane. As such, the configurations we sampled
for the results presented in the previous sections (reproduced for the case of cross-slip at
the head of a planar slip array in Fig. 4.11(a)) will not be representative of every general
cross-slip configuration (an alternative example given in Fig. 4.11(b)). Note that this does
not diminish the main result of this study, which is that the effect of chemical redistribution
due to SRO fundamentally changes the energetics involved during cross-slip compared to the
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Cross-Slip Environment k θ µ (eV) σ (eV)
Random 9(1) 0.20(3) 1.90(6) 0.65(5)

Full DAPBs [Fig. 4.1(e)] 12(2) 0.15(2) 1.82(6) 0.53(4)
Half DAPBs [Fig. 4.1(c)] 20(4) 0.09(2) 1.73(4) 0.39(4)

Out of DAPB (f) [Fig. 4.1(d)] 20(3) 0.10(1) 2.07(5) 0.47(3)
Out of DAPB (b) [Fig. 4.1(d)] 22(4) 0.06(1) 1.29(3) 0.29(3)
SRO Head (f) [Fig. 4.1(b)] 37(5) 0.052(6) 1.96(3) 0.32(2)
SRO Head (b) [Fig. 4.1(b)] 45(6) 0.030(4) 1.36(2) 0.20(1)

SRO Head + τesc (f) [Fig. 4.1(b)] 41(6) 0.035(5) 1.46(3) 0.23(2)
SRO Head + τesc (b) [Fig. 4.1(b)] 27(4) 0.064(8) 1.73(4) 0.33(2)

Table 4.2: Distribution parameters for cross-slip energy barriers in different solute environ-
ments. (f) is for the barriers in the forward direction, while (b) is for the barriers in the
backward direction. Values in parentheses represent estimates of the standard error on the
last reported significant figure of the various parameters obtained through bootstrapping.

random case, regardless of the consideration of a projected Schmid stress in the cross-slip
plane. However, we can still make an estimate of its effects.

Figure 4.11: a) Cross-slip for the case in Fig. 4.1(b) neglecting the effect of a projected
Schmid stress on the cross-slip plane. b) Cross-slip for the case in Fig. 4.1(b) including the
effect of a projected Schmid stress (less than τDAPB

1 ) on the cross-slip plane.

Firstly, we consider the case where the maximally resolved shear stress is in the glide
plane and ask what magnitude of a Schmid stress in this plane would be needed in order for
a screw dislocation in the cross-slip plane to be able to form a DAPB. In order for the Schmid
stress in the cross-slip plane to be larger than τDAPB

1 (or 85.6 MPa for the system considered
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in this study), the Schmid stress in the glide plane has to be three times as large2, which
comes out to be 256.8 MPa. Before this stress threshold is reached, the screw dislocation will
not continuously glide in the cross-slip plane, and there will not be significant bow-out in
this plane. This is a lower bound for the stress needed to cause a significant bow-out effect,
as the contribution of the dislocation line tension will act against the bow-out configuration.

Secondly, the projected Schmid stress, even if it does not cause the screw dislocation to
glide in the cross-slip plane, can still contribute to decreasing the energy difference between
the final and initial cross-slip states. As long as the Schmid stress in the cross-slip plane is
lower than the stress required to move a screw dislocation in that plane, the screw dislocation
can move a total distance of rcs/2 (or half the dissociation distance) in the cross-slip plane
in response to the stress before forming a DAPB (Fig. 4.11(b)). The difference between the
final and initial state energies per unit length in this scenario would then be equal to:

−Kint

(
ln

γg
γcs

+
τ gschb

6γcs

)
(4.20)

The first term in Eq. 4.20 comes from Eq. 4.8, and the second term is the work done on
the system due to the Schmid stress on the glide plane projected onto the cross-slip plane.
Setting Eq. 4.20 to zero (with no Escaig stress applied) results in τ gsch equal to 270.2 MPa,
which is larger than the stress needed for continuous glide in the cross-slip plane.

Thirdly, when considering a situation of a pile-up where the head of an array is stuck at
an obstacle, the required stress to set Eq. 4.20 to zero can be even lower. In this scenario,
a Schmid stress in the glide plane effectively acts as an Escaig stress [118], where:

τesc =
√
3τ gsch (4.21)

where τ gsch represents the Schmid stress in the glide plane. This is due to the leading partial
being stuck at an obstacle, so the Schmid stress in the glide plane acts on the trailing partial
to reduce the dissociation distance. In order to reach the critical Escaig stress for Fig.
4.11(a) (neglecting the effect of a Schmid stress in the cross-slip plane), this would require
a Schmid stress of τ critesc /

√
3 (in addition to the Schmid stress of τDAPB

1 to counteract the
DAPB effect on the glide plane) when the head of a planar array is stuck at an obstacle.
In total, this would require a Schmid stress of 171 MPa in order for an ”Escaig” type
effect to make cross-slip a downhill-in-energy process at the head of a planar slip array,
which is less than that needed for a pure Schmid effect in the cross-slip plane. When
considering the combination of this ”Escaig” type effect as well as the projected Schmid
stress in the cross-slip plane (and neglecting cross effects), γg in Eq. 4.20 can be replaced
with (γSFE

0 − γDAPB
1 /2+ (bτ gsch − γDAPB

1 )/2), and the value of τ gsch needed for Eq. 4.20 to be
equal to zero is 129 MPa.

2This comes from the fact that the two planes are tilted by 70.53◦ with respect to each other, so the
projection of the Peach-Koehler force (FPK = τschb) from the glide plane on to the cross-slip plane would
be FPKcos(70.53◦) = FPK/3.
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We neglect the effect of projected Schmid stresses for other dislocations besides the head
in a pile-up, as in this situation the majority of the Schmid stress is localized at the head
of the array [86, 141]. We note that in this analysis we are considering isolated dislocations
under a homogonous stress distribution, and in a real planar slip-array, especially in a pile-
up, the stress distribution is likely to be heterogenous. A pile-up may also result in an
”Escaig” type effect for dislocations behind the head dislocation. Nevertheless, the point of
this analysis is to demonstrate that regardless of the source or type of stress, some stress is
necessary to compensate for the difference in energy per unit length of the final and initial
state during cross-slip in an SRO material, an effect that is absent in an alloy with completely
random configurational disorder. To be consistent with atomistic results presented earlier,
the remainder of the discussion will not consider the effect of a projected Schmid stress in
the cross-slip plane.

The Effect of Fluctuations

While the analysis of Section 4.2 predicts the change in the average difference in energy
in the cross-slip plane and the glide plane, an alloy with some distribution of solutes, random
or SRO, will have a distribution of cross-slip barriers with fluctuations deviating from the
mean. In particular, Ref. [120] found that cross-slip in a concentrated FCC solid solution
alloy occurred at an activation barrier much smaller than that predicted by elasticity theory,
and Refs. [98, 99] found that random FCC solid solution alloys have a distribution of cross-
slip energy barriers with significant deviations from the mean. The probability of a successful
cross-slip attempt can be represented as:

PCS =

∫ ∞

0

exp

(
−EA

kBT

)
f(EA, l, τ) dEA (4.22)

where f(EA, l, τ) is the PDF of cross-slip energies (EA) dependent on the dislocation length
(l) and applied stress (τ), kB is the Boltzmann constant, and T is the absolute temperature.
It is clear from Eq. 4.22 that the dominating contribution to the cross-slip probability will
be from the energy barriers lower than the mean as this will cause the exponential term in
the integral to have a much higher weight than larger energy barriers. This will still be true
for an alloy with SRO, even though it is natural to expect that the standard deviation in this
case will be lower than the random case [99], which will certainly contribute to a decreased
cross-slip probability compared to the random case.

However, in a material with SRO, the effect of an increase in system energy per dislocation
line length (especially for the cases of cross-slip at the head of a planar slip array and cross-
slip out of a DAPB) will be dominant. This can be shown through the following analysis.
The standard deviation of a cross-slip activation energy distribution in a random FCC alloy
has been shown to scale with the square-root of the dislocation line length [98, 99]. While
the standard deviation for an SRO material would likely not follow the exact same scaling
as the random alloy, it can be used as an upper bound estimate.
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An estimation for the change in the mean ± one standard deviation for the forward
barriers (Ef

A) as a function of dislocation length can be made with:

Ef
A= Eb

A + lEdiff ± σcs

√
l (4.23)

where Eb
A is the average value of the backwards energy barrier (this is a length independent

quantity as this requires the creation of a cross-slip nucleus which will reduce the energy of the
system when expanding along the dislocation line) , Ediff is the average difference in energy
per unit length (b) between the final and initial state, and σcs is the standard deviation of
the forward cross-slip energy barrier per

√
b (obtained from dividing the standard deviation

from the NEB calculations by
√
60). For the case of cross-slip at the head of a planar slip

array, Eb
A is 1.36 eV, Ediff is 0.010 eV/b, and σcs is 0.041 eV/

√
b. For the case of cross-slip

out of a DAPB, Eb
A is 1.29 eV, Ediff is 0.011 eV/b, and σcs is 0.061 eV/

√
b. These values

are then used with Eq. 4.23 to plot the estimated mean ± one standard deviation for these
cases as a function of dislocation length in Fig. 4.12. A dislocation length may be related to
a characteristic dislocation density through l = 1/

√
ρ, where ρ is the dislocation line density

per unit volume. As is clear in Fig. 4.12, especially with dislocation lengths representing
realistic dislocation densities of 1011-1015 m2, the spread of barriers across ± one standard
deviation covers at most around 10-20 eV, while the average barrier quickly increases to
values much larger than the spread. The values of these energy barriers are quite large, so
much so that cross-slip is not expected occur in these cases without the aid of stress, even
considering the effect of fluctuations. This is once again due to the effect of an increased
elastic interaction of partial dislocations in the cross-slip plane, something that will not be
present in a random solid solution alloy. In the previous subsection, we made estimates
for the role of an applied Schmid stress suppressing Ediff . Until stresses greater than or
equal to these are reached, the cross-slip barrier will continue to be a monotonic function
of dislocation length. We believe that these considerations may be an important factor in
understanding why recent discrete dislocation dynamics simulations of concentrated alloys
were not able to reproduce general deformation behavior of these alloys, such as planar slip,
when considering a purely random distribution of cross-slip energies [19].

The previous analysis focuses on consideration of the cross-slip of an entire dislocation,
when in reality there could be limited regions of the dislocation that cross-slip. However,
even in this picture it is expected that cross-slip is hindered in an alloy with SRO when
compared to the random case. Additionally, in the random case a weakest-link regime for
cross-slip can be achieved when large enough stresses suppress the majority of high activation
energy barriers present in the cross-slip barrier distribution [99]. We expect that this regime
will tend to be shifted to higher stresses for the SRO case, as the high energy barriers from
the random alloy are reflected by the standard deviation in the distribution (which scales
with

√
l) while the high energy barriers for the SRO case are largely due to the average

difference in end state energies (which scales with l).
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Figure 4.12: Change in the forward cross-slip energy barrier with increasing length. The
shaded areas represent ± one standard deviation from the mean.

Correlated Cross-Slip

An analysis of the results given in Fig. 4.10 and Fig. 4.12 shows that the stress required
to make cross-slip a downhill-in-energy process for dislocations behind the head of a planar
array (i.e. the case of cross-slip out of a DAPB) is larger in the system considered here with
SRO than the stress needed for cross-slip at the head of an array to become a downhill-in-
energy process. While it is difficult to tell if this will hold for any system exhibiting SRO, it
seems reasonable to assume that the two cases will require comparable stresses. Given that
the stress of a planar slip pile-up is largely concentrated at the head of an array [86, 141,
48], it is unlikely that cross-slip will occur behind the head of a planar slip array without the
aid of a DAPB formed by a lead dislocation that has already cross-slipped (Fig. 4.1(c)), or
dislocation glide on the cross-slip plane belonging to another dislocation array (Fig. 4.1(e)),
or without the aid of an externally applied Escaig stress. This should be especially true for
dislocations of longer length, where there will be limited availability of lower-energy barriers
based on the analysis of fluctuations in the previous section. Thus, it is expected that the
more pronounced the SRO in an FCC alloy, the more correlated cross-slip should appear, as
dislocations following the head will be able to access low energy barriers for cross-slip only
if there is the presence of a DAPB in the cross-slip plane. As such, it would also be more
likely that if the head of an array undergoes a double cross-slip event, the rest of the array
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would be more likely to follow the same path in a material with SRO, relative to a material
with random configurational disorder. Such an occurrence could lead to the formation of
a large amount of dislocation debris [13, 101], which can lead to further work-hardening
of the material. In this context, we note that Jackson [13] cites that debris in the form
of dislocation structures are observed to be more regular in Cu-Al, brass, stainless steel,
Cu3Au, and Ni3Fe (the last two in their solid-solution state) than in pure FCC metals. All
of these alloys have been found to exhibit SRO [132, 129, 142, 127, 87], which qualitatively
supports the connection between SRO and correlated cross-slip. This connection as well as
the results of our study justifies further investigation of SRO and the presence of a DAPB
on double cross-slip processes [143] and debris formation [144] in FCC alloys.

Of course, the discussion in this section is based on atomistic results and an idealized
scenario where an obstacle is present at the head of a planar slip array. In a real material
with complex dislocation configurations, different scenarios could occur which may induce
dislocation debris and dipolar structures as mentioned in Ref. [13]. Mesoscale models such
as discrete dislocation dynamics would be better suited to investigate effects of SRO on
dislocation morphology, however these models would need to be paramaterized by atomistic
simulation results such as those presented here.

Impact on Dynamic Recovery

In this section we consider how the effect of SRO on cross-slip may affect dynamic recovery
in FCC concentrated solid solutions. The presence of SRO on its own should increase the
friction stress for glide for a pure screw dislocation. Considering that a higher friction should
result in a lower characteristic dislocation annihilation distance [145], this alone may have
an important impact on reducing dynamic recovery in materials with SRO. However, we also
expect the change in cross-slip energy barrier distribution to have an effect.

To analyze this effect, we extend an analysis presented by Hamdi and Asgari [146]. In
their work, they consider the effect of SRO on the probability of cross-slip to be limited
to the head of a planar slip array. As we have shown that dislocation cross-slip barriers
behind the head dislocation will be dependent on the presence of a DAPB in the cross-slip
plane, we extend their approach by incorporating this information in the form of conditional
probabilities. This consideration as well as the change in the distribution of cross-slip barriers
with SRO will be shown to have a dramatic impact on the rate of cross-slip in a planar
array, thus likely impacting dynamic recovery.

Dislocation density (ρ) evolution during strain (ϵ) can be described as [147, 146]:

dρ

dϵ
=

dρ

dϵ

+

− dρ

dϵ

−
(4.24)

where the first term describes dislocation generation and the second term describes disloca-
tion annihilation or dynamic recovery. At low homologous temperatures, the second term on
the right-hand side in Eq. 4.24 is proportional to the cross-slip probability [146]. When con-
sidering a planar slip array of n dislocations, the average cross-slip probability per dislocation
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(PSRO) in a material with SRO at a given cross-slip site may be approximated as:

PSRO =
PH

n
+

(n− 1)PF

n
(4.25)

where PH is the probability that the dislocation at the head of a planar slip array undergoes
cross-slip, and PF is the probability that a following dislocation in the pile-up undergoes
cross-slip. Given that the Escaig stress at the head of an array must be greater than or
equal to a certain value (τHesc, obtained from Eq. 4.16) before cross-slip can realistically
occur, PH can be expressed as:

PH = P (H|τesc ≥ τHesc)P (τesc ≥ τHesc) (4.26)

where the probability that the head of a planar slip array undergoes cross-slip (P (H|τesc ≥
τHesc)) is now conditional on the probability that the Escaig stress is at least equal to τHesc
(P (τesc ≥ τHesc)). For subsequent dislocations, we assume that there are two contributions to
the total probability of cross-slip, which are cross-slip events in the presence of a half DAPB
formed by a head dislocation, and cross-slip events from a DAPB into a region of unbroken
order. This can be expressed as:

PF = P (F |H)PH + P (F |τFesc, noH)P (τesc ≥ τFesc)(1− PH) (4.27)

where P (F |H) is the probability of a following dislocation to cross-slip conditional on the
head dislocation undergoing cross-slip (PH), and P (F |τFesc, noH) is the probability of a fol-
lowing dislocation to cross-slip conditional on the presence of an Escaig stress greater than
or equal to τFesc (or the probability that the stress required to set Eq. 4.8 equal to zero is
present, P (τesc ≥ τFesc)) as well as the probability that the head dislocation did not undergo
cross-slip (1− PH).

To simplify, we consider a case where stress is only localized at the head of an array [86,
141, 48] such that P (τesc ≥ τHesc) = 1 and P (τesc ≥ τFesc) = 0. We also assume P (F |H) = 1,
leading to PSRO ≈ P (H|τesc ≥ τHesc). The impact of these assumptions will be discussed
later. For the disordered case without SRO, all dislocations should have the same cross-
slip probability P (R), as there is no dependence on a DAPB. This means that the ratio of
dynamic recovery in the completely disordered (i.e., random) state to that in the SRO state
can be approximated by:(

dρ

dϵ

−)
rand

/(
dρ

dϵ

−)
SRO

≈ P (R)
/
P (H|τesc ≥ τHesc) (4.28)

The probability of a cross-slip event given a distribution of activation energy barriers can be
represented by Eq. 4.22.

The starting distributions for this analysis will be those for cross-slip energy barriers
calculated above for a dislocation line length of 60b, for the random case with zero applied
stress, as well as the forward barriers for the head of a SRO array with an applied Schmid
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stress of τDAPB
1 and an applied Escaig stress of 148.1 MPa. This consideration ensures that

the reference distributions are both with respect to an initially stationary dislocation as well
as with respect to a cross-slip process that is on average not an uphill-in-energy process.
Following the procedure outlined in Ref. [99], the effect of an applied Escaig stress in the
glide plane on the average cross-slip energy barrier can be determined through elasticity
theory based estimates on the change in energy due to the partial dislocation interactions as
well as the change in the constriction energy. The theory requires as input only the elastic
constants, stacking fault energy, and Burgers vector magnitude. As we are starting from
an applied Escaig stress of 148.1 MPa for the head of an SRO array, we make the following
adjustments for the work done on the partial dislocations:

∆Epartial(τesc − τ critesc ) = Eele(τesc)− Eele(τ
crit
esc ) (4.29)

where τesc is the effective Escaig stress due to an obstacle in front of the lead partial (Eq.
4.21), τ critesc is the value from Eq. 4.16, and Eele(τesc) is the value from Eq. 4.8. The scaling
of constriction energy (given in Eq. 13 in Ref. [99]) is adjusted for the SRO case as:

fc(γ
crit
g , γg) =

γcrit
g

γg

ln ((Ks −Ke/3)b/(4πγg))

ln
(
(Ks −Ke/3)b/(4πγcrit

g )
) (4.30)

where the reference SFE for the glide plane has changed to γcrit
g (or γSFE

0 − γDAPB
1 /2+

bτ critesc /(2
√
3)), and Ks and Ke are energy prefactors of the edge and screw dislocation [48].

Using Eqs. 4.29 and 4.30, the average activation energy of the distributions considered,
and assuming that the critical cross-slip nucleus size is 10b, the effect of an effective Escaig
stress on the average cross-slip energy can be found through the maximum of Eq. 16 in Ref.
[99]. The resulting effect on the average cross-slip energy for these distributions are shown in
Fig. 4.13(a). The values monotonically decrease with stress, and a naive interpretation would
lead one to believe that the SRO case would have a higher cross-slip frequency compared to
the random case. To approximate the effect of stress on the cumulative distribution function
(CDF), the previously fitted gamma distribution is shifted according to Eq. 19 in Ref. [99].
Note that this can cause some negative energy barriers to have a non-zero probability, so
with each stress-induced shift, a gamma CDF is refitted (the effect of this is detailed in the
Supplementary Material document for this chapter). The resulting CDFs are then scaled up
according to the weakest-link scaling procedure in Ref. [99] from 60b to 1000b, and a PDF
is extracted by numerically taking the derivative of the CDF. The resulting PDF, for the
random and SRO case, are each inserted into Eq. 4.22, and (assuming that both scenarios
have the same number of cross-slip attempts), inserted into Eq. 4.28. The result as a function
of stress (between 200-1000 MPa) is plotted for the temperatures of 300 K, 600 K and 900
K in Fig. 4.13(b).

As can be seen in Fig. 4.13(b), even though the average activation energy for the SRO
case is lower than the random case, the probability of cross-slip for the random case is
orders of magnitude higher, which is due to the larger standard deviation of the random-
state energy-barrier distribution. It is worth pointing out that for low temperatures and
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Figure 4.13: a) the effect of an effective Escaig stress due to an obstacle in front of the head
of a planar array on the average cross-slip energy barrier for the random and SRO case. b)
the ratio of cross-slip probability for the random and SRO case as a function of stress for
the temperatures of 300 K, 600 K, and 900 K.

applied stresses, cross-slip events are unlikely to occur even in the random case (at room
temperature, the probability of a successful cross-slip attempt with an activation barrier of
1 eV is on the order of 10−17). The ratio of Prand/PSRO plotted in Fig. 4.13(b) shows that
dynamic recovery decreases dramatically with the onset of SRO, but approaches the same
value as that of the random case at high temperatures and high stresses. Such a suppression
of dynamic recovery is consistent with the experimental results of work-hardening of Cu-Mn
alloys (which exhibit planar slip [89, 90]), where a higher amount of Mn content (which is
reported to have a marginal effect on the SFE but increase in the degree of SRO) results
in an increased value of dρ

dϵ
likely due to reduced dynamic recovery [90]. At later stages

of deformation, planar slip transitions into wavy slip due to increased cross-slip, and the
dislocation density starts to decrease as the dynamic recovery starts to increase. This is
in agreement with the trends of Fig. 4.13(b), as higher stress decreases the ratio of the
random and SRO cross-slip probability, which could be supplied by the nearby stress fields
of other dislocations, especially at high dislocation densities. The fact that the results of
our model Ni-Al alloy helps explain observations in a Cu-Mn alloy suggests that the effect
of SRO on cross-slip, and its role in developing planar slip, can be applied more generally
to FCC solid solution substitutional alloys which exhibit SRO (and perhaps short-range
clustering), including both binary and multi-component chemically complex alloys. The
current conclusion that SRO results in a significant reduction of dynamic recovery is in
contrast with the conclusions drawn by Ref. [146]. The origin of this difference is that the
current study considers the cross-slip probability of dislocations behind the head of a planar
array to be conditional on the presence of a DAPB in the cross-slip plane.
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The earlier assumptions of P (τesc ≥ τHesc) = 1 and P (τesc ≥ τFesc) = 0 used in the above
analysis can be justified due to the localized internal stresses at the head of a dislocation
pileup [86, 141, 48]. Note that in the case investigated, the Escaig stress is treated as an
effective Escaig stress due to an obstacle as in Eq. 4.21. With a homogeneous applied Escaig
stress in the bulk, this assumption would not be valid above 182.1 MPa. The assumption of
P (F |H) = 1 would only decrease the actual ratio in Eq. 4.28 compared to the case where the
conditional probability would be less than one, which does not change the main conclusion
reached in this analysis. From the earlier discussion on correlated cross-slip, this assumption
is more accurate for long dislocations in environments with stronger SRO. Also note that
with increased temperature, the effects of entropy and diffusion start to become important.
As temperature increases, entropic effects would presumably lower the free energy barrier
for cross-slip, which may reduce the cross-slip probability ratio compared to that found
here, especially at high homologous temperatures. Also, the effect of diffusion at higher
temperatures could lead to a rearrangement of SRO towards a more disordered state. The
current analysis should nevertheless be applicable at relatively low homologous temperatures.

Intersecting Planar Slip Arrays

The previous sections considered the effect of SRO on an isolated planar slip array. SRO
could certainly influence the frequency and strength of certain dislocation interactions. For
example, a planar slip array could intersect a DAPB formed on a conjugate slip plane. If the
DAPB on the conjugate slip plane was formed by an array of dislocations with an opposite
Burgers vector than that the array in the primary plane, cross-slip may be enhanced due to
both the presence of a DAPB as well as the elastic attraction of the dislocations, potentially
causing a rapid annihilation of dislocations. On the other hand, if the dislocation array in
both slip planes had the same Burgers vector, there would be an elastic repulsion between
them which would suppress slip in the primary plane. At later stages of deformation it
is expected that more intersections of planar slip arrays occur. While earlier arguments
certainly suggest that dynamic recovery should be suppressed overall, it is unclear whether
or not work-hardening would increase or decrease compared to the random case as it would
depend on the details of collective dislocation behavior. Investigating these aspects would
require mesoscale modeling of dislocations incorporating the effects of SRO.

4.7 Conclusions

In this study, the effect of SRO and the presence of a DAPB on cross-slip energetics is
investigated in a model Ni-10%Al alloy through the use of CI-NEB calculations. It was found
that at the head of a planar slip array in a material with SRO, cross-slip is inhibited due to
a stress condition that must be fulfilled in order to compensate for the creation of a DAPB
during cross-slip. Without this stress condition being satisfied, it is unlikely for cross-slip to
be aided by fluctuations from the mean cross-slip barrier, especially for longer dislocations
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and stronger amounts of SRO. A similar condition must be fulfilled for cross-slip out of a
plane with a DAPB, an event which can occur behind the head of the planar slip array.
Satisfying this second condition is unlikely due to the concentration of internal stress at the
head of a planar slip array, which could lead to correlated cross-slip. We also present an
analysis estimating the effect of SRO on dynamic recovery that is based on the differences in
the calculated cross-slip energy distributions in a material with SRO compared to one with
random configurational disorder. The results suggest a reduction in dynamic recovery due
to SRO. This is in agreement with experimental observations of decreased dynamic recovery
and increased work-hardening in Cu-Mn alloys, however a full understanding of the effect
of SRO on work-hardening would require mesoscale models paramaterized by the results
of atomistic studies such as those in the present study. The effect of SRO on cross-slip is
likely a major factor underlying mechanical behavior beyond the yield point for concentrated
binary and chemical complex FCC alloys, and suggests important directions for further study
of the effect of correlated cross-slip as well as the effect of an increased internal stress on
deformation behavior such as twin nucleation.
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Chapter 5

Structure and Glide of Lomer and
Lomer-Cottrell Dislocations in Model
Concentrated Alloy Solid Solutions

1

5.1 Introduction

Understanding the stability of Lomer (L) and Lomer-Cottrell (LC) dislocations is crucial
for insight into a variety of deformation and microstructural behaviors in face-centered cubic
(FCC) metals and alloys. L and LC dislocations have historically been proposed as major
contributors to work-hardening in these systems [14, 15, 149], which is a property that has
been shown to depend on stress orientation in single crystal tensile tests [150, 151]. Recent
transmission electron microscope (TEM) observations of deformed FCC high-entropy alloys
have reported the presence of LC dislocations [152, 153, 154, 155, 156], suggesting that
these dislocations may play a role in the properties of these alloys. LC dislocations have
also been considered as possible twin nucleation sites [157, 158, 159], which can increase
ductility and strength (e.g., through a dynamic Hall-Petch effect). Additionally, glide of
L dislocations in the (100) plane could aid in deformation at higher temperatures through
direct motion of L dislocations [160] or through L dislocations acting as kink-pairs for a
screw dislocation dissociated on a compact plane migrating in a (100) plane [161]. A reaction
involving a L dislocation has previously been used to explain the motion of a low-angle ⟨110⟩
tilt boundary in FCC aluminum [162]. The results summarized here are representative of
previous literature that clearly demonstrate the important role of L and LC dislocations in
the deformation behavior and microstructures of FCC metals and alloys.

1The results presented in this chapter and the corresponding Supplementary Material document have
been published as a regular article titled “Structure and glide of Lomer and Lomer-Cottrell dislocations:
Atomistic simulations for model concentrated alloy solid solutions” in Physical Review Materials, 6, 103603,
(2022), doi: 10.1103/PhysRevMaterials.6.103603 by Anas Abu-Odeh, Tarun Allaparti, and Mark Asta [148].
The material is presented here with the permission of co-authors and publishers.
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Lomer and Lomer-Cottrell dislocations are formed by the reaction of a 60◦ mixed dislo-
cation with a Burgers vector of a

2
[1̄10] on the (111) plane with another 60◦ mixed dislocation

with a Burgers vector of a
2
[101] on the (1̄11) plane (Fig. 5.1a), where a is the FCC lattice

constant [10]. The L dislocation is formed through the reaction of the 60◦ mixed dislocations
at the intersection of the (111) and (1̄11) planes to form a dislocation with a a

2
[011] Burgers

vector and line direction along [01̄1] (Fig. 5.1b):

a

2
[1̄10] +

a

2
[101] → a

2
[011]. (5.1)

The (100) glide plane of the L product dislocation is not a closed-packed plane, and will
thus have a higher barrier for glide than dislocations gliding on the {111} planes. The L
dislocation thus acts as an obstacle for subsequent dislocations gliding on the intersecting
(111) and (1̄11) planes.

Figure 5.1: a) Two perfect 60◦ mixed dislocations lying on intersecting {111} planes. b)
A Lomer dislocation on a (100) plane. c) Two dissociated 60◦ mixed dislocations lying on
intersecting {111} planes. d) A Lomer-Cottrell dislocation. Black symbols represent perfect
dislocations, grey symbols represent partial dislocations, and red lines represent intrinsic
stacking faults. The circled dot in b) represents the direction out of the page.

In the FCC crystal structure, the 60◦ mixed dislocations will dissociate into two Shockley
partial dislocations bounding a stacking fault (Fig. 5.1c) through the following reactions:

a

2
[1̄10] → a

6
[1̄21̄] +

a

6
[2̄11] (5.2)

a

2
[101] → a

6
[11̄2] +

a

6
[211]. (5.3)
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An alternative reaction to Eq. 5.1, with the same net Burgers vector, can be written as:

a

6
[1̄21̄] +

a

6
[11̄2] +

a

6
[2̄11] +

a

6
[211] →

a

6
[011] +

a

6
[2̄11] +

a

6
[211].

(5.4)

The product configuration of Eq. 5.4 is the LC dislocation (Fig. 5.1d) with the reactants
being partial dislocations from the two 60◦ mixed dislocations. The leading partial dislo-
cations of the two 60◦ mixed dislocations form a sessile stair-rod partial dislocation with a
Burgers vector of a

6
[011]. This dislocation is connected to the other two partial dislocations

through stacking faults on the intersecting closed-packed planes. The LC configuration is
conventionally considered to be a stronger barrier than the compact L dislocation against
subsequent dislocation motion due to the sessile nature of the stair-rod partial dislocation.

While dislocations tend to be dissociated in FCC crystal structures, the LC dislocation
is not guaranteed to form from two dissociated 60◦ mixed dislocations. It is possible to form
the L dislocation instead. Predicting the product configuration from linear elasticity theory
is difficult without the knowledge of dislocation core energies [163, 164]. Alternatively, the
core configuration can be directly modeled through atomistic simulations.

Previous linear elasticity-based analyses on these dislocations, while lacking consideration
of the dislocation core, have resulted in useful insights. Linear elasticity theory, with either
anisotropic [165] or isotropic [166] elastic constants, has been used to predict an asymmetrical
dissociation of LC dislocations across the closed-packed planes, a conclusion that was later
verified with atomistic simulations [164]. Stroh [167] has proposed that under an applied
stress it may be possible for a LC dislocation to have its partial dislocations recombine into a
L dislocation to glide in a (100) plane or that it may decompose into the reactant dislocations
from which it was formed. An anisotropic linear elasticity based dislocation dynamics model
of a LC junction in FCC metals and its response to stress through an “unzipping” mechanism
[20], which causes the L/LC configuration to decompose into its parent dislocations, was able
to replicate many of the details of a quasicontinuum method that treated atoms near the
junction with an interatomic potential [168]. This led the authors of the former study to
conclude that knowledge of elastic interactions and stacking fault energy is all that is needed
to determine the junction structure. Challenges are associated with extending such analyses,
as described above. Specifically, it is difficult to predict if the L or LC configuration is lower
in energy without knowledge of core energies [163, 164], contrary to suggestions of previous
authors [20]. The importance of the core structure is also emphasized by Stroh [167] in the
context of possible transformations of a LC dislocation. Further understanding of L and LC
dislocations, and by extension their role in the mechanical properties of FCC metals and
alloys, thus requires an accurate description of the dislocation core structure.

Specifically, it is important to understand how a variation in composition affects the
resistance of a L or LC dislocation against glide, which gives a measure of their capacity
to harden the material by blocking the glide of other dislocations. Further, it is important
to understand how composition affects the different possible core transformations, such as
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the nucleation of a nanotwin, that can occur. These core transformations can result in
further hardening of the material especially if they produce faults that intersect glide planes.
In addition, understanding the stress orientation dependence of glide resistance and core
transformations may reveal insights into the orientation dependence of work-hardening in
FCC alloys. While the previously mentioned “unzipping” mechanism has been studied as
a stress-induced response of these dislocations [168, 20], additional responses are expected
to occur. Evidence for this is present in the form of TEM studies of glide dislocations on
(100) planes in high- [169] and low- [170] stacking fault energy FCC alloys. In the latter
case, a constriction of a LC dislocation to a L dislocation is expected to occur to facilitate
glide. The competition between these (and potentially other) responses is likely due to a
combination of pinning, line tension, stress field, and core structure effects.

Motivated by these questions, we undertake in this work the modeling of L and LC
dislocations through atomistic simulations using elastic- and lattice-Green’s-function flexi-
ble boundary conditions in a Cu-Ni average-atom system described by an embedded-atom
method (EAM) potential [27, 26]. The equilibrium structure of these dislocations are sur-
veyed under different compositions, shear stress orientations, and magnitudes in order to
probe their resistance to glide and different possible core transformations. We find that
depending on the shear stress orientation, the relative resistance against glide on a (100)
plane is not solely due to the relative value of the unstable stacking-fault energy on that
plane. Additionally, core transformations involving faults can occur for materials with both
low (Cu-rich compositions) and high (Ni-rich compositions) fault energies depending on the
orientation and magnitude of the stress field. The work presented here thus represents a sys-
tematic study of L and LC dislocations as a function of composition and stress orientation
that extends previous atomistic and continuum studies of this topic.

5.2 Model and Methods

Applied Pure Shear Stress States

As we will be considering an array of variables including solute composition, stress ori-
entation, and stress magnitude, we will simplify the analysis by focusing on a few shear
stress orientations. We consider a LC configuration such as that shown in Fig. 5.2a. In this
configuration, three partial dislocations are present: the stair-rod partial dislocation (SRP)
which lies on a (100) plane with a Burgers vector of a

6
[011], a Shockley partial dislocation

(SP1) which lies on one of the {111} planes intersecting the (100) plane and is connected to
SRP through a short intrinsic stacking fault, and another Shockley partial dislocation (SP2)
which lies on the other {111} plane intersecting the (100) plane and is connected to SRP
through a long intrinsic stacking fault. SP1 and SP2 have Burgers vectors of either a

6
[211]

or a
6
[2̄11], depending on if the dislocation is to the left or right of SRP, respectively.
We consider a pure shear state, represented by the following stress tensor in the supercell

basis (the x-direction, which is represented by [011] in the crystal basis, is represented by
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Figure 5.2: a) Schematic of a LC configuration under pure shear. Partial dislocations are
represented by grey half-crosses and intrinsic stacking faults are represented by red lines.
The directions are given in the crystal basis. b) Normalized Peach-Koehler (P-K) forces for
partial dislocations in a) as a function of θ. The meaning of the sign of the P-K forces is
given in the text.

[100] in the supercell basis):

Σ =

−σ 0 0
0 σ 0
0 0 0

 . (5.5)

As the crystal is rotated counterclockwise (or alternatively, the stress field is rotated clock-
wise) about the z-axis by an angle θ, the resulting stress field with respect to the crystal
coordinates becomes:

Σ′ = QΣQT (5.6)

where Q is the rotation matrix:

Q =

 cosθ sinθ 0
−sinθ cosθ 0
0 0 1

 . (5.7)

The different partial dislocations will have a different Peach-Koehler (P-K) force as a

function of θ. The P-K force per unit length (F⃗ PK) is defined as [48]:

F⃗ PK = (Σ′ · b⃗)× l⃗ (5.8)



CHAPTER 5. STRUCTURE AND GLIDE OF LOMER AND LOMER-COTTRELL... 74

where b⃗ is the Burgers vector and l⃗ is the unit line direction of the dislocation. The normalized
P-K forces (with σ, |⃗b|, and |⃗l| set to one for each dislocation) are calculated and plotted in
Fig. 5.2b for values of θ between 0-90◦ assuming SP1 to be to the left of SRP. In the supercell
basis, the unit Burgers vectors for SRP, SP1, and SP2 are [100], QT (θ = 54.74◦) · [100], and
QT (θ = −54.74◦) · [100], respectively, and the unit line direction is [001]. The value of θ is
taken as the angle between the Burgers vector of SRP with SP1 or SP2. Positive values for
SP1 and SP2 represent motion towards SRP, while positive values for SRP represent motion
to the right. The normalized P-K force on SRP is also equivalent to the normalized P-K
force on the compact L dislocation (the absolute P-K force will be three times larger for the
L dislocation than SRP as the magnitude of its Burgers vector is three times larger). The
varying P-K forces will result in different responses of L and LC dislocations under applied
stresses with different values of θ. To simplify for further analysis, we consider five values
of θ: 0.5◦, where SRP has a P-K force near zero and SP2 has a slightly higher P-K force
than SP1, 9.74◦, where SP2 has its maximum normalized P-K force, 35.26◦, where SP1 has
a P-K force of zero, 45◦, where SRP has its maximum normalized P-K force, and 90◦, where
both SP1 and SP2 want to move away from SRP, which has a P-K force of zero. We will
explore the effect of stresses given by Eq. 5.6 at these orientations through the methodology
presented in the next section.

Computational Details

We employ atomistic simulations using flexible boundary conditions, as described in Ref.
[42], to model L and LC dislocations. The set-up of the simulations is shown in Fig. 5.3.
The supercell is partitioned into three regions: an inner atomistic region, an outer continuum
region, and a buffer Green’s function (GF) region. The atomistic region has a radius of 60
Å for pure Cu, and is scaled based on the lattice constant for other compositions. The GF
region has a thickness of 13 Å, which is larger than twice the cutoff of the EAM potential
(REAM

cutoff ), and the distance between the boundary of the GF region to the surface of the
continuum region is larger than 2REAM

cutoff . The thickness of the cell in the z-direction (the

dislocation line direction) is a/
√
2. Periodic boundary conditions are applied along the

z-direction, simulating an infinitely straight dislocation. All atoms are initially displaced
according to the anisotropic linear elasticity theory solution for displacements around a L
dislocation centered in the atomistic region using the Babel package [71]. The atomistic
region is then relaxed using the FIRE algorithm [75, 133] as implemented in LAMMPS [76]
with a force tolerance of 10−7 eV/Å or until 100,000 minimization steps are reached (the
maximum two-norm of the global force vector in the atomistic region from these cases is
1.34×10−5 eV/Å). Following this step, forces on atoms in the GF region are output for GF
relaxation. With these forces, the positions of all atoms in the cell are updated through the
addition of displacements obtained from the following relation [42]:

um
i =

∑
n

Gij(r
mn)fn

j (5.9)
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Figure 5.3: The simulation cells used for relaxing L and LC dislocations are represented by
this example for a fully relaxed LC dislocation in pure Cu in the same orientation as Fig. 5.2.
The directions are given in the crystal basis. The region highlighted in magenta represents
the GF region. Atoms colored in cyan, red, and grey represent FCC, HCP, and ”other”
environments according to the common neighbor analysis scheme [78] as implemented in
OVITO [77].

where fn
j is the force in the j direction on atom n in the GF region, um

i is the resulting dis-
placement in the i direction for atom m, and Gij is the GF which maps fn

j to a displacement
as a function of rmn, the vector between the positions of atoms m and n. The relaxation
process starting from the atomistic relaxation step is repeated until the magnitude of forces
on each atom in the GF region are less than 10−5 eV/Å or after 15 total iterations have
been exceeded. The maximum force magnitude on an atom in the GF region in the latter
case has a wide range of values and is discussed further in the Results section. Reaching
the maximum number of iterations occurs due to dislocations approaching, or in some cases
gliding into, the GF region, which is an inevitable consequence of using a finite sized super-
cell. Cases where this occurs will be discussed below in relation to trends at lower stresses
and other compositions.

The use of this approach requires Gij(r
mn) to be evaluated. As the set-up of the sim-

ulation results in a two-dimensional problem, forces in the GF region are treated as line
forces. For a sufficiently large |rmn|, Gij(r

mn) for a line force can be evaluated through the
use of anisotropic linear elasticity theory [74]. However, as |rmn| tends to 0, Gij(r

mn) must
be evaluated using an interatomic potential. Therefore, we express Gij(r

mn) as:
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Gij(r
mn) =


Gel

ij(r
mn), |rmn| ≥ RGF

cutoff

Glat
ij (r

mn), |rmn| < RGF
cutoff

(5.10)

where Gel
ij(r

mn) is the elastic GF, Glat
ij (r

mn) is the lattice GF, and RGF
cutoff is an imposed cutoff

representing the minimum value of |rmn| before the elastic GF can be used. The elastic GF is
calculated following Ref. [74], which only requires the anisotropic elastic constants (rotated
to the desired orientation of the crystal) and the lattice constant as input. While there
are various ways to calculate the lattice GF [171, 172, 173], we choose to follow a similar
procedure as that found in Ref. [42] due to its simplicity. A perfect lattice in the same
orientation as Fig. 5.3 is created with a length of approximately 40 Å in the x- and y-
direction, and a thickness in the z-direction of a/

√
2. A fixed line force of 5×10−6 eV/Å2 in

either the x-, y-, or z-direction is applied on the center atom. Resulting displacements on all
other atoms are applied using the elastic GF. Maintaining a fixed force on the center atom,
a region within a 20 Å radius of the center atom is relaxed using LAMMPS below a 10−7

eV/Å force tolerance. Using the resulting displacements and the force on the center atom,
the lattice GF as a function of rmn is tabulated using Eq. 5.9 with RGF

cutoff set to 5a/aCu Å,
where aCu is the lattice constant for pure Cu. We chose this value as it is similar in magnitude
to that used in previous work [42], although it should be mentioned that the error of the
elastic GF compared to the lattice GF scales with (1/RGF

cutoff )
2 [171]. In the dislocation

geometry, we assume that the lattice GF can be approximated by that obtained from the
perfect lattice, and use a lattice GF value corresponding to the best matching rmn vector
between two atoms. We found that the predicted LC dislocation core structure for pure Cu
using GFs obtained in this way agreed with the converged core structure obtained from a
fixed boundary condition method with increasing system size (Fig. S1 in the Supplementary
Material document for this chapter).

In order to apply a desired stress state Σ′, displacement gradients are applied according
to the following linear elasticity relation:

(ui,j + uj,i)/2 = ϵij = SijklΣ
′
kl (5.11)

where ui,j is a component of a displacement gradient tensor (where ui,j = uj,i = ϵij for
pure shear, as all components of the infinitesimal rotation tensor are zero [174]), ϵij is a
component of the strain tensor, and Sijkl is a component of the compliance tensor, which is
obtained from an inversion of the elastic constant tensor. Displacements (um

i ) corresponding
to the displacement gradient (um

i = ui,jr
m
j + Ci, where rmj is the reference position of atom

m in the j direction, and Ci is a constant set to keep the atoms within the simulation
box) with σ equal to 100 MPa and a given value of θ are added to the reference unstressed,
relaxed configuration. The resulting structure is then relaxed through the approach described
above, and if the GF region force criterion is met displacements corresponding to the same
displacement gradient are added by treating the new relaxed structure as the reference
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state. Assuming linear elasticity holds, the addition of these new displacements increases
the applied value of σ by 100 MPa. This procedure is iterated until a given configuration
reaches the maximum number of GF relaxation iterations. We assume that the GF does not
change significantly under the applied stresses in this study. In order to avoid the possibility
of atoms coming in and out of the region defined by RGF

cutoff , we change the criteria for the
application of the lattice GF in Eq. 5.10 to be:

(rmn
x )2

((1 + ϵ11)RGF
cutoff )

2
+

(rmn
y )2

((1 + ϵ22)RGF
cutoff )

2
< 1. (5.12)

Instead of a circular cutoff as represented by Eq. 5.10, the above equation represents the
resulting ellipse when the system is strained in the x- and y-direction (ϵ11 and ϵ22, respec-
tively).

We choose to investigate Cu-Ni solid solutions between 0-100 at.% Ni in increments of
10%. This system is chosen because it allows for the monotonic change of a low stacking
fault energy system (Cu) to a high stacking fault energy system (Ni) with an increase in
Ni. In an actual alloy, the GF will be a function of atom type, and any response to stress
will become dependent on the dislocation length. Since the intent of the current study is to
understand general trends, we circumvent these complications by making use of an average-
atom representation of the Cu-Ni alloy, through appropriate averaging of the EAM potential
[26], as described in Ref. [27]. Using the average-atom description, we calculate lattice
and elastic constants for each composition in order to carry out the above procedures for
relaxation. We also calculate stable and unstable stacking fault energies to gain insight into
the behavior of these dislocations. These, along with results of the dislocation relaxations,
are reported in the next section.

5.3 Results

Material Properties

Fig. 5.4 displays the calculated stacking fault energies for the Cu-Ni average-atom alloys.
The results show that the addition of Ni causes the stacking fault energies to increase. We
have calculated five different stacking fault energies: the unstable and stable intrinsic stacking
fault energies (γUISF

(111) and γISF
(111)) on the (111) plane, the unstable and stable extrinsic stacking

fault energies (γUESF
(111) and γESF

(111)) on the (111) plane, and the unstable stacking fault energy

(γUSF
(100)) on the (100) plane. Lower values of γISF

(111) are expected to favor the dissociated LC

structure relative to the compact L structure. The lower the value of γUESF
(111) , the more we

would expect an extrinsic fault (or nanotwin) to be able to nucleate from the dislocation
under the appropriate applied stress. The lower the value of γUSF

(100), the easier it would be for
a compact L dislocation to glide. Of course, the actual details of such scenarios depend on
the core structure as shown in the following subsections.
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Figure 5.4: Calculated stacking fault energies for the Cu-Ni average-atom alloy systems. The
symbols in the legend are defined in the main text above.

The lattice and elastic constants of the average alloys are displayed in Fig. S2 in the
Supplementary Material document for this chapter. The results show that with the addition
of Ni the lattice constant decreases, while the elastic constants increase.

Equilibrium Core Structures

The equilibrium core structures at their unstressed state for all compositions relaxed to
the force convergence criterion. Fig. 5.5 shows the structure of the dislocation cores found
in pure Cu, Cu-30% Ni, Cu-40% Ni, and pure Ni. As can be clearly seen, intrinsic stacking
faults (colored in red in Fig. 5.5) are not present at compositions above 30% Ni. This
suggests a transition between LC to L dislocations in a region between 30-40% Ni. Note
that whether or not SP2 is to the right or the left of the SRP for a LC dislocation depends
on slight differences of where the center of the linear elasticity solution is placed with respect
to the lattice. The LC dislocation being the stable configuration in pure Cu and the L
dislocation being the stable configuration in pure Ni is in agreement with results from Ref.
[175] using different potentials for the pure elements.

The LC configurations present in 0-30% Ni are all asymmetric, in agreement with elas-
ticity predictions [165, 166]. However, the ratio of the distance between SP2 and SRP (d2)
to the distance between SP1 and SRP (d1) using elasticity theory is predicted to be 3.82,
independent of the material system. Using the DXA algorithm [176], we find the d2/d1
ratio to be 2.36, 2.34, 2.11, and 1.92 for the pure Cu, Cu-10% Ni, Cu-20% Ni, and Cu-30%
Ni systems, respectively. This seems to be due to a decrease in d2 with increasing γISF

(111)

(45 to 60 mJ/m2), as d1 maintains a value of approximately 9.8 Å across these systems.
Ref. [164] found the d2/d1 ratio to be 3.4 and 3.6 when modeling LC dislocations in pure
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Figure 5.5: Relaxed equilibrium core structures for a) pure Cu, b) Cu-30% Ni, c) Cu-40%
Ni, and d) pure Ni. Atoms are colored similar to Fig. 5.3. Colored dots near grey atoms
represent the end of dislocation lines found by the DXA algorithm [176] as implemented in
OVITO [77]. The green, magenta, and blue dots represent SP1/SP2, SRP, and L dislocations,
respectively.

Cu and Ag, respectively. The value of γISF
(111) from the interatomic potentials used in Ref.

[164] was calculated to be 36 mJ/m2 for Cu and 23 mJ/m2 for Ag. The potential used in
the present study results in a γISF

(111) value of 45 mJ/m2 for Cu. Thus it is expected that
the linear elasticity description for the LC structure is only applicable in the limit of low
values of γISF

(111). Otherwise, the calculation of an accurate dislocation core structure requires
atomistic modeling to capture near-core effects.

We further analyze the core structures by looking at differential displacement (DD) maps
[177] for pure Cu and pure Ni as shown in Fig. S3 in the Supplementary Material document
for this chapter. For Cu, three different projections are shown corresponding to the Burg-
ers vectors of the different partial dislocations in the LC configuration. For Ni, the three
different projections include the two Shockley partial dislocation Burgers vectors of the LC
configuration, and the Burgers vector of the L dislocation. While the L configuration in pure
Ni does not show any intrinsic stacking faults in Fig. 5.5d (the value of γISF

(111) for pure Ni is

125 mJ/m2), the DD maps show the presence of displacements associated with the projec-
tion of Shockley partial dislocation Burgers vectors in a (1̄11) or (111) plane just under the
L dislocation. The small amount of core spreading in these planes appears to impact the
response of the core under certain stress states, as will be discussed further below.
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Effect of an Applied Shear Stress

Here we present the results of applying different stresses on L/LC dislocations in the
order of orientations that show the simplest responses. Simulations are terminated when
the GF iterations exceeds 15 total iterations. As discussed above, we find that this occurs
when a partial or full dislocation moves close to the GF region, as shown in Fig. S4 , which
can occur both at relatively low or high stresses depending on the available core states. The
range of the maximum magnitude of the force in the GF region is given for each value of
θ below. The resulting core structures are classified using the DXA algorithm [176]. Note
that before applying any stress, SP2 is to the right of SRP for 0-20% Ni, while for 30% Ni
SP2 is to the left of SRP. Accounting for this, a value of -θ was used for 30% Ni for the cases
where θ equals 9.74◦, 45◦, and 35.26◦ in order to be consistent with the P-K force values in
Fig. 5.2b. However, we tested +/- values of θ for the mentioned angles for 0-30% Ni and
did not find significant differences in the results.

Pure Shear with θ = 90◦

The results for a pure shear stress state with θ equal to 90◦ are shown in Fig. 5.6.
Each column in the plot represents a composition, and each row represents a value of σ.
The different symbols represent different states of the dislocation as described in the legend.
In this scenario, dislocations that start as LC configurations at zero stress remain in the
LC configuration, while dislocations that start as L configurations transition to the LC
configuration at a high enough stress. This occurs because the P-K force on SP1 and SP2
favors motion away from SRP, which has a P-K force of zero at this value of θ. The stress
at which this transition occurs increases with increasing Ni content, which makes intuitive
sense as the values of γISF

(111) and γUSF
(111) increase with Ni content.

The maximum magnitude of a force vector on an atom in the GF region at the terminated
state ranged from 1.1×10−5 eV/Å to 3.3×10−3 eV/Å. These forces are relatively small and
are not expected to have a significant effect on the final core structure. Additionally, the
final core structure of the terminated states being LC dislocations is consistent with the
trend of the converged calculations in Fig. 5.6.

Pure Shear with θ = 9.74◦

The results for a pure shear stress state with θ equal to 9.74◦ are shown in Fig. 5.7.
In this scenario, dislocations that start as L configurations at zero stress remain in the L
configuration until a high enough stress is reached where the dislocation begins to glide away
from its initial position on the (100) plane. Dislocations that start as LC configurations at
zero stress eventually transition into a L configuration with increasing stress, and eventually
glide on the (100) plane. This occurs because the P-K force on both SP1 and SP2 drives them
to combine with SRP to form a L configuration, which has a non-zero P-K force for glide.
The stress at which glide on the (100) plane occurs increases with increasing Ni content,
which makes intuitive sense as the value of γUSF

(100) increases with Ni content.
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Figure 5.6: Dislocation states at a given value of σ and Ni content for a pure shear stress
state with θ equal to 90◦. The top data point at each composition reached the maximum
number of GF iterations. The black dashed line represents a boundary between different
dislocation states.

The maximum magnitude of a force vector on an atom in the GF region at the terminated
state ranged from 2.8×10−3 eV/Å to 5.2×10−2 eV/Å. As all of the terminated states at this
value of θ result in a L dislocation gliding towards the GF region (which begins early on in
the GF relaxation cycle), the forces at the GF region do not change the conclusion that the
dislocation is expected to glide in an infinite medium.

Pure Shear with θ = 45◦

The results for a pure shear stress state with θ equal to 45◦ are shown in Fig. 5.8a.
In this scenario, dislocations that start as LC configurations at zero stress remain in the
LC configuration. For Ni concentrations in the range of 40-80%, there is a transformation
from an initial L configuration to a LC configuration, and the stress at which this transition
occurs increases with increasing Ni content. The resulting LC configurations are strongly
asymmetrical, as there are opposite driving forces at θ = 45◦ for SP1 and SP2 as shown
in Fig. 5.2b. However, above 80% Ni, the L dislocations glide on the (100) plane instead
of transforming into a LC configuration. Surprisingly, the stress at which this occurs for
100% Ni is lower than that for 90% Ni, which is also lower than the stress for the L to LC
transition at 80% Ni.

To investigate the reason for this, we analyze the L core structure in more detail. Specif-
ically, we consider three atoms (colored in black in the inset of Fig. 5.8b). The first atom
(A), is the atom near the bottom of the core. The other two atoms (B and C) are to the
left and right of A, respectively. These atoms are chosen because they are close to the core
and because the A-B atom pair and A-C atom pair each bound one of the two {111} planes
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Figure 5.7: Dislocation states at a given value of σ and Ni content for a pure shear stress
state with θ equal to 9.74◦. The top data point at each composition reached the maximum
number of GF iterations. The black dashed lines represent boundaries between different
dislocation states.

that the dislocation can spread in. We define a core asymmetry parameter as a function of
stress (λ(σ)) as:

λ(σ) =
|dAB(σ)| − |dAC(σ)|

a
(5.13)

where dAB(σ) and dAC(σ) represent the distance of atoms B and C, respectively, to atom
A at a given value of σ. This parameter describes how much the dislocation core is spread
in the plane between atoms A and B compared to the plane between atoms A and C. We
track this parameter while the dislocation core remains in the static L configuration at
compositions of 80%, 90%, and 100% Ni (shown in Fig. 5.8b). For 80% Ni, we find that
λ(σ) monotonically increases with σ. This is consistent with the fact that this structure will
eventually transform into a strongly asymmetric LC structure with the largest stacking fault
present in the plane between atoms A and B. For 90% and 100% Ni, λ(σ) initially increases
with σ until a maximum is reached, after which the value begins to decrease. The maximum
for 100% Ni is smaller than that for 90% Ni and seems to appear at a lower value of σ than
the maximum for 90% Ni. This can be rationalized through the fact that a higher amount
of Ni content results in higher values of γUISF

(111) and γISF
(111), so it is increasingly difficult to

have core spreading in the {111} planes, which is why a LC configuration is not observed at
the 90% and 100% Ni compositions. When there is more core spreading in {111} planes, it
becomes difficult for the dislocation to glide on the (100) plane, even though this orientation
represents the maximum normalized P-K force for glide on the (100) plane. This is why the
L dislocation at 100% Ni glides at a lower stress than at 90% Ni. This situation represents
a competition in normalized P-K forces and fault energies for different planes.
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Figure 5.8: a) Dislocation states at a given value of σ and Ni content for a pure shear stress
state with θ equal to 45◦. The top data point at each composition reached the maximum
number of GF iterations. The black dashed line represents a boundary between dislocation
states. b) Values of the core asymmetry parameter defined in Eq. 5.13 as a function of stress
for 80%, 90%, and 100% Ni. Inset: view of a L dislocation core where the black atoms are
the atoms considered for the core asymmetry parameter.

The maximum magnitude of a force vector on an atom in the GF region at the terminated
state below 80% Ni ranged from 1.0×10−5 eV/Å to 1.7×10−3 eV/Å. These relatively low
values, as well as the trend in Fig. 5.8a, suggest that the LC core structure should still be
the expected configuration at the given values of σ of the terminated states. At 80% Ni and
above, these values ranged from 1.8×10−2 eV/Å to 5.2×10−2 eV/Å. For 80% Ni, this is due
to one of the partial dislocations belonging to the LC core approaching very close to the GF
region. A LC core structure at this composition is still expected as it is consistent with the
trend in λ(σ) with increasing σ. Glide above 80% Ni is also expected based on the trend in
λ(σ).

Pure Shear with θ = 35.26◦

The results for a pure shear stress state with θ equal to 35.26◦ are shown in Fig. 5.9a.
All cores that initially start in the L configuration at zero stress (as well as the 30% Ni
configuration) glide on the (100) plane when σ equals 1.5 GPa. We expect that the reason
for this lack of dependence on Ni content is due to a similar effect as in the previous case,
which is that for lower Ni content, there is more core spreading in {111} planes, making it
difficult for the core to stay compact enough to glide on the (100) plane except at higher
stresses. For higher Ni content, there is less core spreading, but the barrier to glide on the
(100) plane is higher. These effects cancel out at this value of θ leading to a constant glide
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stress in the range of 30-100% Ni.

Figure 5.9: a) Dislocation states at a given value of σ and Ni content for a pure shear stress
state with θ equal to 35.26◦. The top data point at each composition reached the maximum
number of GF iterations. The black dashed lines represent boundaries between dislocation
states. b) Core structure at 0% Ni and σ equal to 1.9 GPa, and c) 2.0 GPa.

All cores that start in a LC configuration transition into a configuration similar to that
shown in Fig. 5.9b, where the partial dislocation colored in light blue represents a Frank
partial dislocation (with a Burgers vector of a

3
⟨111⟩) as identified by the DXA algorithm [176].

With further applied stress, cores at 0% and 10% Ni transform into an obtuse configuration,
similar to that configuration shown in Fig. 5.9c, where the yellow partial represents a Hirth
partial dislocation (with a Burgers vector of a

3
⟨100⟩) as identified by the DXA algorithm. The

upper fault in Fig. 5.9c contains an extrinsic stacking fault, or a nanotwin. The transition
from an acute lock to an obtuse lock with an extrinsic stacking fault shares similarities with
the findings in a study by Baskes et al. [178], where the authors strain an initially obtuse
lock and find an intermediate state of an acute lock with an extrinsic stacking fault. The
Burgers vector of the partial dislocation at the apex of their acute lock is a

6
[011] (a stair-rod

partial dislocation), and that of the partial dislocation at the apex of their obtuse lock is
a
3
[100] (a Hirth partial dislocation). This suggests that these locks are related to each other

by the removal or addition of an extrinsic stacking fault. For 20% and 30% Ni, the state
with a Frank partial dislocation does not transition into an obtuse lock with further applied
stress, but instead eventually glides on the (100) plane. We expect that this is due to a
competition between γESF

(111) to form the obtuse configuration and γUSF
(100) for glide on the (100)

plane.
The maximum magnitude of a force vector on an atom in the GF region at the terminated

state for 0% and 10% Ni was 2.8×10−2 eV/Å and 5.4×10−3 eV/Å, respectively. The obtuse
configuration of these terminated states are just extended structures of the similar states
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found at smaller values of σ, so the obtuse configuration is still expected at the terminated
state. Above 10% Ni, the maximum magnitude of the force vectors range from 1.8×10−3

eV/Å to 1.3×10−1 eV/Å. As these states represent the glide of a L dislocation, the expected
state would still be a continuous glide.

Pure Shear with θ = 0.5◦

The results for a pure shear stress state with θ equal to 0.5◦ are shown in Fig. 5.10a.
All cores that initially start in the LC configuration at zero stress transition into the L
configuration, and eventually emit two dissociated mixed dislocations. At 40% Ni the final
state is an emission of two mixed dislocations as well. For dislocations that start in the L
configuration at 50% Ni or more, a transformation occurs that results in an extrinsic stacking
fault/nanotwin with a Frank partial dislocation as shown in Fig. 5.10d. This is confirmation
of the proposed twin nucleation mechanism from a L dislocation as mentioned in Refs. [158,
159]. There is a large jump in stress required for the emission of mixed dislocations at 40%
Ni and the creation of a nanotwin at 50% Ni. This is because before creating a nanotwin,
the L core at 50% Ni and above begins to glide on the (100) plane but becomes stuck in
an intermediate state (Fig. 5.10c). This intermediate state (labeled as ”pre-twin” in Fig.
5.10a) prevents the emission of mixed dislocations, and eventually a nanotwin is nucleated.
The small non-zero value of θ gives a small driving force for glide in the (100) plane in order
to access the intermediate state, as well as a stronger driving force for nanotwin nucleation
to the left of the core than to the right.

Figure 5.10: a) Dislocation states at a given value of σ and Ni content for a pure shear stress
state with θ equal to 0.5◦. The top data point at each composition reached the maximum
number of GF iterations. The black dashed lines represent boundaries between dislocation
states. b) Core structure at 70% Ni and σ equal to 2.5 GPa, c) 2.6 GPa, d) 3.3 GPa, and
e) 3.8 GPa. The black atom is highlighted to show the transition of the L core in b) to the
intermediate state in c).
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For 70% Ni, there is a further transformation observed where a second nanotwin is nu-
cleated to the right of the core as shown in Fig. 5.10e, with the Frank partial dislocation
transitioning into a stair-rod partial. Presumably, if the cell sizes were larger, this second
nanotwin would nucleate for other compositions in the range of 50%-100% Ni, as there is
a driving force to do so. The reason this does not occur for these compositions is due to
the partial dislocation associated with the first nanotwin approaching the GF region, which
results in the simulation terminating after a maximum number of iterations.

The maximum magnitude of a force vector on an atom in the GF region at the terminated
state below 50% Ni ranged from 0.30 eV/Å to 1.7 eV/Å. This is due to the mixed dislocations
in these states entering the GF region. In an infinite environment, it is expected that the
mixed dislocations will continue to glide, especially since this starts early on in the GF
relaxation cycle. For 50% Ni, the maximum force magnitude is 0.18 eV/Å. While this
is high, the state remains a nanotwin similar to the states found at lower values of σ.
For compositions above 50% the maximum force magnitude ranged from 1.3×10−5 eV/Å
to 1.2×10−3 eV/Å, which are relatively low values. Additionally, the terminated states
represent the formation of a nanotwin, which is consistent with the trend of the converged
calculations in Fig. 5.10a.

5.4 Discussion

From the presented simulation results, it is clear that L and LC dislocations can attain
a number of different configurations depending on the composition and applied shear stress
state. We find that L dislocations can readily transform into LC configurations and vice
versa. The ability for a LC dislocation to transform to a L configuration is in agreement
with the analysis by Stroh [167] as well as TEM observations of glide on the (100) plane in a
Cu-Al alloy, which has lower fault energies than pure Cu [170]. Additionally, the stresses at
which glide on the (100) plane can occur at θ equal to 9.74◦ is lower for compositions that
start with a LC configuration than for compositions that start with a L configuration. This
suggests that the presence of a sessile SRP does not guarantee a stronger barrier against
glide compared to the glissle L dislocation and that the role of fault energies are important.
However, this depends on the value of θ, as for the cases where θ equals 45◦ or 35.26◦,
dislocations in environments with a higher Ni content began to glide while dislocations with
lower Ni concentrations did not. The orientation dependence of the glide of these dislocations
may play a role in the orientation dependence of work-hardening in single-crystal FCC alloys
[150, 151].

The orientation dependence of work-hardening in FCC alloys may also be influenced
by the orientation dependence of twin formation. We find the L and LC dislocations can
nucleate an extrinsic stacking fault, or a nanotwin, when θ is equal to 0.5◦ or 35.26◦. The
values of σ to form a nanotwin at these orientations are quite high, beyond the values likely
to be measured in tensile stress-strain curves of FCC alloys (an exception to this is the 1.9
GPa tensile strength observed in a compositionally complex steel which exhibited twinning in
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the FCC matrix [179]). However, high internal stresses can be achieved through mechanisms
such as planar slip of dislocations, which is also orientation dependent [151]. Short-range
ordering or clustering of solutes can also promote planar slip through slip-plane softening
[87] and through the suppression of cross-slip [85]. While it is plausible that a local stress
concentration can provide a source for twin nucleation from L and LC dislocations, there are
a variety of possible twinning mechanisms in FCC metals and alloys that could be activated
[159].

A number of assumptions were required to carry out the present study. We assumed that
the stress state of the system could be described by linear elasticity, while in reality we are
controlling the strain state. In pure Cu and Ni, we find that for high values of compressive
and tensile strain in the x-direction, the bulk system (without a dislocation) starts to deviate
from linear elasticity (Fig. S5 in the Supplementary Material document for this chapter).
Accounting for this would require calculations of higher-order elastic constants. However,
after measuring the stress state from the GF-region of converged dislocation structures in
LAMMPS we found that other stress components did not have as strong of a deviation from
the linear elasticity prediction (Fig. S6 in the Supplementary Material document for this
chapter).

We have also assumed that the behavior of the dislocations under stress can be cap-
tured using a two-dimensional simulation. Thus, any change in core structure occurs ho-
mogeneously along the dislocation line. Studying the same dislocation behavior in a three-
dimensional system may allow for changes to occur through the formation of a critical nucleus
of a bow-out configuration of a fault [167] or of a kink-pair facilitating L dislocation glide
[160]. Additionally, since the difference in energy between a L and LC dislocation is expected
to be small [164], at temperature the cores may exhibit a polymorphic structure along the
dislocation line, analogous to that recently observed in simulations of ⟨a⟩-type screw disloca-
tions in hexagonal Ti [180]. A local variation of composition may also lead to a polymorphic
structure. Exploring the formation of a critical nucleus requires knowledge of the initial and
final states, a polymorphic structure at temperature is more likely to be found in regions of
stress-composition space near core transitions, and the effect of local composition variation
could be linked to different core structures available at different compositions. All of these
considerations will be greatly facilitated by and motivated by the different core structures
mapped out as a function of applied stress and composition in the current study.

5.5 Conclusions

We have presented results of atomistic simulations of L and LC dislocations in model
FCC Cu-Ni alloys modeled with an average-atom potential, under various compositional
and stress environments using a flexible boundary condition approach. We observe a variety
of transformations, including L to LC, L to (100) glide, LC to L to (100) glide, L to nanotwin
(and double nanotwin) nucleation, and LC to an obtuse configuration with a nanotwin. The
variety of transformations under different values and orientations of pure shear stress are
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expected to play a role in the orientation dependence of work-hardening in FCC alloys.
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Chapter 6

Summary and Future Work

6.1 Summary

The results presented in Chapters 3-5 provide guidelines for future mesoscale modeling
of dislocation behavior associated with core reconfiguration.

In Chapter 3, we have shown that assuming a diffusion limited climb regime is only
valid for relatively high homologous temperatures and point defect supersaturations. In
FCC metals, this regime is narrowed down to even higher temperatures and point defect
supersaturations when the stacking fault energy is low, as the jog-pair formation energy
tends to be much higher than when the stacking fault energy is high. Thus, the common
assumption of diffusion-limited climb in mesoscale models [16, 17, 18] is only applicable in
strongly driven regimes, and it is otherwise necessary to account for the expected jog density
along a dislocation in order to avoid overestimating the contribution of dislocation climb to
creep. Doing so requires the calculation of jog-pair free energies from atomistic simulations.

In Chapter 4, we have shown that the presence of SRO modifies planar defect formation
energies in such a way that significantly increases the cross-slip energy barrier compared to
a random solid solution. Such an impact is expected to reduce the dynamic recovery rate in
FCC alloys exhibiting SRO compared to random alloys. Mesoscale models typically do not
incorporate the effect of solutes on cross-slip, with the exception of one study that assumed
cross-slip energy barriers followed a distribution that mimics a random alloy [19]. As this
study was not able to capture the features of planar slip expected to occur in alloys with
SRO, we suspect that the contribution of SRO to cross-slip behavior in mesoscale models
will result in more realistic dislocation microstructures.

In Chapter 5, we have shown that Lomer/Lomer-Cottrell dislocation cores can exhibit
a variety of core structure configurations depending on the local composition and applied
shear stress. As these dislocations act as barriers for the motion of other dislocations, the
variety of core configurations available are expected to contribute to orientation dependent
work-hardening behavior. Mesoscale models that include Lomer dislocations assume that
the only reconfiguration available is through an “unzipping” mechanism [20, 21, 22]. The
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incorporation of the Lomer/Lomer-Cottrell core reconfiguration behavior found in Chapter
5 in mesoscale models is expected to influence the local dislocation morphology evolution
near these dislocations.

6.2 Future Work

An important aspect to consider with the results presented in this dissertation is that they
are largely obtained from simulations at zero temperature, thereby sampling the potential
energy landscape of the various dislocation core reconfigurations. At finite temperature, it
is desirable to sample the free energy landscape with contributions from vibrational entropy.
This may lead to an increased jog density in Chapter 3, increased cross-slip rates in Chapter
4, and different regimes of dislocation core configurations in Chapter 5. Free energy barriers
can be calculated using many MD trajectories [181], although such an approach is expected
to be computationally expensive. Harmonic approaches offer a computationally efficient
avenue to probe such effects, but are not reliable at high temperatures [182]. Regardless of
the approach, extending the insights given in this dissertation to include vibrational effects
would be crucial for understanding dislocation behavior at finite temperature. Additionally,
finite temperature effects can cause low energy dislocation core structures to fluctuate to
other core structures slightly higher in energy [180], which is expected to be relevant for
cross-slip behavior and Lomer/Lomer-Cottrell dislocation core reconfigurations along a long
dislocation line.

To truly explore the effects of this work on the evolution of ensembles of dislocations,
it requires the incorporation of the presented results by relaxing previously mentioned as-
sumptions in mesoscale models. This may not be entirely trivial to do as some of these
assumptions allow for the expedient evaluation of these models, but will be necessary in
order to bring meaningful connections between modeling and reality. Additionally, there
are likely far more assumptions and missing physics in mesoscale modeling that have to be
accounted for than discussed here. For example, a recent comparison between single crystal
Cu compression tests in experiments and DDD simulations has shown that an orientation
dependent mobility factor must be parameterized in order to obtain reasonable agreement
between the two methods [183]. The parameterization of the mobility factor, which resulted
in a value for both studied orientations that was lower than typically used in DDD simula-
tions, suggests there is missing physics in current DDD formulations that would otherwise
reduce dislocation mobility, such as dislocation intersections causing the formation of jogs or
vacancies. In order to access meaningful connections between simulations and experiments,
concerted, focused, and careful collaborations between experimentalists, mesoscale model-
ers, and atomistic modelers must be carried out to unravel the physics of plasticity. Such
efforts may pave the way forward for physics-based modeling-enabled design of materials
with optimal mechanical properties.
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[126] J. S. Wróbel, D. Nguyen-Manh, M. Y. Lavrentiev, M. Muzyk, and S. L. Dudarev.
“Phase stability of ternary fcc and bcc Fe-Cr-Ni alloys”. In: Physical Review B -
Condensed Matter and Materials Physics 91.2 (2015), p. 24108.

[127] S. C. Moss. “X-Ray Measurement of Short-Range Order in Cu 3 Au”. In: Journal of
Applied Physics 35.12 (1964), pp. 3547–3553.

[128] B. Schönfeld, M. J. Portmann, S. Y. Yu, and G. Kostorz. “Type of order in Cu-10
at.% Au - evidence from the diffuse scattering of X-rays”. In: Acta Materialia 47.5
(1999), pp. 1413–1416.

[129] L. Reinhard, B. Schönfeld, G. Kostorz, and W. Bührer. “Short-range order in α-
brass”. In: Physical Review B 41.4 (1990), pp. 1727–1734.

[130] H. Roelofs, B. Schönfeld, G. Kostorz, and W. Büher. “Atomic Short-Range Order in
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