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ABSTRACT

We study the projected spatial offset between the ultraviolet continuum and Lyα
emission for a sample of 65 lensed and unlensed galaxies in the Epoch of Reionization
(5 ≤ z ≤ 7), the first such study at these redshifts, in order to understand the potential
for these offsets to confuse estimates of the Lyα properties of galaxies observed in slit
spectroscopy. While we find that ∼40% of galaxies in our sample show significant
projected spatial offsets (|∆Lyα−UV |), we find a relatively modest average projected

offset of |∆̃Lyα−UV | = 0.61±0.08 proper kpc for the entire sample. A small fraction of
our sample, ∼10%, exhibit offsets in excess of 2 proper kpc, with offsets seen up to
∼4 proper kpc, sizes that are considerably larger than the effective radii of typical
galaxies at these redshifts. An internal comparison and a comparison to a variety of
other studies at lower redshift yielded no significant evidence of evolution of |∆Lyα−UV |
with redshift. In our own sample, UV-bright galaxies (L̃UV/L∗

UV
= 0.67) showed offsets

a factor of three greater than their fainter counterparts (L̃UV/L∗
UV
= 0.10), 0.89±0.18

vs. 0.27±0.05 proper kpc, respectively. We argue that offsets are likely not the result of
merging processes, but are rather due to anisotropic processes internal to the galaxies
as a result of stellar feedback, which is stronger in UV-brighter galaxies, and which
facilitates Lyα fluorescence and/or backscattering from nearby or outflowing gas. The
reduction in the Lyα flux due to offset effects for various observational setups was
quantified through mock observations of simple simulations. It was found that the
differential loss of Lyα photons for galaxies with average offsets is not, if corrected for,
a limiting factor for all but the narrowest slit widths (<0.4′′). However, for the largest
offsets, if such offsets are mostly perpendicular to the slit major axis, slit losses were
found to be extremely severe in cases where slit widths of ≤1′′ were employed, such
as those planned for James Webb Space Telescope/NIRSpec observations.

Key words: galaxies: evolution – galaxies: high-redshift – galaxies: reionization –
gravitational lensing: strong – techniques: spectroscopic – techniques: photometric

1 INTRODUCTION

The advent of ground-based 8-10-m class telescopes such
as the Very Large Telescope array (VLT), Keck, Gem-
ini, and Subaru, extremely sensitive ground-based sub-
millimeter arrays such as the Atacama Large Millime-
ter/submillimeter Array (ALMA), as well as space-based

⋆ E-mail: blemaux@ucdavis.edu

optical/near-infrared facilities such as the Hubble Space
Telescope (HST ) and the Spitzer Space Telescope, per-
forming imaging and spectroscopy at a variety of wave-
lengths have enabled studies of galaxies at increasingly
higher redshifts. These studies, especially those over the
last decade, have now become powerful enough to begin
to explore the epoch known as “reionization” (EoR), dur-
ing which the first stars, galaxies, and active galactic nu-
clei (AGN) were beginning to ionize what was a neutral in-
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tergalactic medium of hydrogen gas (e.g., Treu et al. 2013;
Tilvi et al. 2014, 2020; Schmidt et al. 2016; Hashimoto et al.
2018a,b, 2019; Mason et al. 2018, 2019; Hoag et al. 2019b;
Tamura et al. 2019; Fuller et al. 2020). It is expected that
the very first galaxies started to form when the universe
was less than 1 Gyr old (see, e.g., Mawatari et al. 2020;
Strait et al. 2020 and references therein), i.e., at z ∼> 6, and
that these first sources played a crucial role in the reion-
ization that appears to have ended at z∼6 (Becker et al.
2001; Fan et al. 2006). Such a timescale is consistent with
observations of the Cosmic Microwave Background from the
Planck telescope, which use the Thomson optical scatter-
ing depth to infer the epoch of an instantaneous reioniza-
tion at 7.0 ∼< z ∼< 8.5 (Planck Collaboration et al. 2016,
2018). While admirable attempts have been made to find
and characterize galaxies formed during the EoR through
large imaging and spectroscopic campaigns performed in
blank fields, as well as around massive clusters of galax-
ies to harness the power of gravitational lensing, observa-
tional constraints, especially from a spectroscopic perspec-
tive, still remain sparse. At the highest redshifts, such cam-
paigns are just now gaining the power to seriously challenge
theoretical models of galaxy formation. Unsurprisingly, these
galaxy populations remain a key driver of future instrumen-
tation and major missions such as the James Webb Space
Telescope (JWST ; Gardner et al. 2006), the Nancy Roman
Grace Space Telescope (Spergel et al. 2015), the Thirty Me-
ter Telescope (TMT; Sanders 2013), Giant Magellan Tele-
scope (GMT; Johns et al. 2012), and the Extremely Large
Telescope (ELT; Gilmozzi & Spyromilio 2007).

The identification of high-redshift star-forming galax-
ies is often done through the n = 2 → n = 1 Lyα
λ1216Å transition of hydrogen (hereafter Lyα). Lyα emis-
sion primarily originates from the recombination of ion-
ized hydrogen around newly-formed stars that emit large
amounts of ionizing radiation. Lyα emission can be ex-
tremely strong as it is intrinsically the brightest recombi-
nation line (Partridge & Peebles 1967) and is situated well
into the rest-frame UV. As such, Lyα is, in principle, eas-
ily detected at very high redshifts, giving it large poten-
tial as a tool for high-redshift galaxy evolution and cos-
mological studies. Other rest-frame UV lines such as CIV
λ1549Å, HeII λ1640Å, and CIII] λ1907,1909Å are rarely
seen, are generally too faint, and, when bright, likely orig-
inate from galaxy populations too biased to particular
phases, such as during the presence of AGN, to serve as
a reliable, general substitute for Lyα line emission (e.g.,
Cassata et al. 2013; Schmidt et al. 2016; Nakajima et al.
2018; Le Fèvre et al. 2019b, though see Stark et al. 2015a,b
for an alternative view). While considerable headway has
been made in measuring the [OIII] 88µm and [CII] 158µm
emission lines in high-redshift (z ∼> 4) galaxies primar-
ily from the ALMA or the (Extended) Very Large Ar-
ray (VLA) (e.g., Ferkinhoff et al. 2010; Capak et al. 2015;
Inoue et al. 2016; Pentericci et al. 2016; Bradač et al. 2017;
Carniani et al. 2017; Le Fèvre et al. 2019a; Bethermin et al.
2020), most detected galaxies are required to have a redshift
from rest-frame UV spectroscopy prior to their targeting, as
blind surveys for these lines are expensive (though see, e.g.,
Smit et al. 2018; Hashimoto et al. 2018b; Loiacono et al.
2020 for counterexamples).

Lyα emission is strongest when the ionizing stars are

numerous, young, and an appreciable amount of atomic gas
remains either in situ or in close proximity. However, Lyα
photons scatter resonantly, which creates numerous com-
plications for its ability to escape the emitting galaxy, the
circumgalactic medium, and the surrounding neutral IGM
(e.g., Peebles 1993; Dijkstra 2014). These complications are
compounded immensely in presence of dust in the inter-
stellar medium (ISM) of galaxies, which serves to absorb
Lyα photons during the resonant scattering process (e.g.,
Dayal et al. 2011; Hayes et al. 2011; Cassata et al. 2015)
and leads to an expected decline in the observed fraction
of Lyα-emitters (LAEs) at a fixed equivalent width (EW)
limit with decreasing redshift. The reverse trend is expected
at z ∼> 6 due to the presence of an increasingly neutral IGM,
such as that during reionization the fraction of LAEs again
at a fixed EW limit should decrease with increasing redshift.
The confluence of these two effects appears to lead to a pic-
ture where the fraction of LAEs increases from z ∼ 0 until
the edge of the reionization era (z ∼ 6) and then begins to
drop precipitously at higher redshifts. Such a trend is in-
deed observed when the fraction of LAEs or derivative Lyα
quantities have been used to probe the physical conditions
during the reionization epoch, with such studies pointing to
evidence of an increasingly neutral medium at z ∼> 6 (e.g.,
Ota et al. 2008; Fontana et al. 2010; Pentericci et al. 2011,
2018b; Ono et al. 2012; Treu et al. 2013; Schenker et al.
2014; Tilvi et al. 2014; Hu et al. 2017; Zheng et al. 2017;
Hoag et al. 2019b; Mason et al. 2018, 2019; Fuller et al.
2020, though see, e.g., De Barros et al. 2017; Caruana et al.
2018; Kusakabe et al. 2020 for a slightly different view).
The fractional amount of Lyα estimated to escape star-
forming galaxies can also be used to place constraints
on internal galaxy physics (e.g., Dijkstra et al. 2011;
Hayes et al. 2011; De Barros et al. 2017; Sobral et al. 2018)
and the measured velocity difference between the Lyα
feature and the systemic velocity as well as the Lyα
line profile can be used to constrain kinematic models
of such galaxies (e.g., Dawson et al. 2002; Westra et al.
2005; Sawicki et al. 2008; Verhamme et al. 2008, 2015;
Schaerer & Verhamme 2008; Steidel et al. 2010; Dijkstra
2014; Guaita et al. 2017; Marchi et al. 2019; Cassata et al.
2020). Additionally, various Lyα properties may be help-
ful in indicating the amount of ionizing photons escaping
galaxies (e.g., Dijkstra et al. 2016; Verhamme et al. 2017;
Marchi et al. 2018; Steidel et al. 2018; Mason & Gronke
2020), a key element of reionization models.

While such properties make Lyα an extremely useful
tool for probing the physics of high-redshift galaxies and of
reionization, it is also an extremely frustrating one. With-
out the presence of Lyα, or the other few emission lines
that are detectable at high-redshift given observational and
temporal constraints, the veracity of photometric redshift
estimates cannot be determined. That Lyα does not ap-
pear in emission for the majority of galaxies at all red-
shifts blunts its effectiveness as a tool to confirm redshifts.
While mitigating measures involving the full photomet-
ric redshift probability density function, P(z), in conjunc-
tion with other constraints can be used even when Lyα
is not present (e.g., Mason et al. 2018; Hoag et al. 2019b;
Mason et al. 2019; Fuller et al. 2020), other, more subtle is-
sues remain with the Lyα feature. Following early indica-
tions from HST data (e.g., Finkelstein et al. 2011), ground-
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based narrowband imaging (e.g., Steidel et al. 2011, and pre-
dictions from simulations (e.g., Zheng et al. 2011), large ob-
servational studies of galaxies at 3 ∼< z ∼< 6 using integral field
unit (IFU) spectroscopy from the Keck Cosmic Web Imager
(KCWI; Morrissey et al. 2018) and the Multi-Unit Spec-
troscopic Explorer (MUSE; Bacon et al. 2010, 2014) have
now definitively shown that, on average, Lyα halo sizes of
LAEs well exceed their UV extent, with typical size ratios of
∼3-10 (e.g., Wisotzki et al. 2016, 2018; Leclercq et al. 2017;
Erb et al. 2018). Such differences are not limited only to
sizes; in local analogs of high-redshift star-forming galaxies,
Lyα emission exibits differences from rest-frame UV emis-
sion in a variety of morphological measures (Guaita et al.
2015). Additionally, recent work on large samples of LAEs
over a similar redshift range (2 ∼< z ∼< 5) observed with slit
spectroscopy from the Very Large Telescope array (VLT)
have shown that galaxies can exhibit non-negligible spatial
offsets in their Lyα emission relative to that of their rest-
frame UV continuum (Hoag et al. 2019a), with large off-
sets (∼ 2 proper kpc) observed in 10-20% of star-forming
galaxies near the characteristic UV luminosity, ∼ L∗

UV
, at

z ∼> 2 (Ribeiro et al. 2020). These studies confirm earlier
work on single galaxies or narrowband imaging observations
of large samples of LAE candidates, of the existence of a
class of LAE with large, significant Lyα-UV spatial offsets
(Bunker et al. 2000; Fynbo et al. 2001; Shibuya et al. 2014).
Both the larger extent of the Lyα emitting region and the
spatial offset from the rest-frame UV continuum location
would lead to additional losses of Lyα flux in observations
relying on slit spectrographs, as slits are typically placed on
the UV barycenter and slit widths are typically much smaller
than the observed Lyα halo size. If Lyα halo sizes or spatial
offsets were a strong function of redshift or of other physics
related to the galaxy populations or their surrounding me-
dia, such effects could have severe impacts on the inference
of galaxy properties and the evolution of the IGM during
the EoR.

In this paper, we study the latter of these two effects,
the projected Lyα-UV spatial offset, in a sample of 36 high-
redshift (5 ∼< z ∼< 7) lensed LAEs taken from Fuller et al.
(2020) and 29 high-redshift non-lensed LAEs drawn from
Pentericci et al. (2011) and Pentericci et al. (2018b). This
represents the first such study performed on a large sam-
ple of galaxies at this redshift. Due in part to lensing, the
combined galaxy sample spans more than three orders of
magnitude in intrinsic UV brightness, which allows for a
comparison of offsets in UV-brighter and UV-fainter sam-
ples. Additionally, we compare to the few samples available
in the literature at 2 ∼< z ∼< 5 for which this measurement
has been made. The paper is structured as follows. In §2 we
present the samples used in this study, the associated data,
and the process of measuring various quantities including the
Lyα-UV offset for both our magnified and unmagnified sam-
ple. In §3 we discuss the relationship between the Lyα-UV
offset and other properties of the galaxies including redshift,
discuss the possible genesis for these offsets, and quantify the
amount of additional slit loss resulting from these offsets for
a variety of observational setups. §4 presents our conclusions.

Throughout this paper all magnitudes are presented in
the AB system (Oke & Gunn 1983; Fukugita et al. 1996)
and distances are given in proper rather than comoving
units. We adopt a concordance ΛCDM cosmology with H0 =

70 km s−1 Mpc−1, ΩΛ = 0.73, and ΩM = 0.27. While abbre-
viated for convenience, throughout the paper absolute mag-
nitudes are in units of MAB +5 log(h70), luminosities in units
of h−2

70
ergs s−1, and proper distances and volumes in units of

h−1
70

kpc and h−3
70

Mpc3, respectively, where h70 ≡ H0/70 km−1

s Mpc. All equivalent widths are given in the rest-frame.

2 DATA AND ANALYSIS

In this section we present both sets of high-redshift LAEs
used in this paper as well as the measurements of various
quantities that enter into our analysis, which include the
estimate of spatial offsets between the observed Lyα feature
and the rest-frame UV continuum. It is important to note
here that, since we are observing these galaxies with slit
spectroscopy instead of, e.g., integral field unit spectroscopy,
we can only constrain those offsets which occur along one-
dimension, namely that parallel to the major axis of the slit.
Thus, all offsets presented here are projected offsets in this
dimension implying they are necessarily lower limits as are
the incidences of significant offsets. While we use the term
“spatial offset” throughout the paper, we ask the reader to
keep in mind that we always refer to the projected offset.

2.1 Magnified Sample

The majority of our magnified sample is drawn from the
sample presented in Fuller et al. (2020). This sample in-
cludes 36 LAEs1 observed over the redshift range 5 ∼< z ∼< 7,
each lensed by a massive foreground cluster. These LAEs
were compiled from a massive, ∼200 hour2 spectroscopic
campaign with the DEep Imaging Multi-Object Spectro-
graph (DEIMOS; Faber et al. 2003) situated at the right
Nasmyth focus of the Keck II telescope. In total, 10 clus-
ter fields were targeted with Keck/DEIMOS. These clus-
ters include four of the five Hubble Frontier Fields (HFFs;
Abell et al. 1989; Ebeling et al. 2001; Lotz et al. 2017), sev-
eral clusters from the Cluster Lensing And Supernova survey
with Hubble (CLASH; Postman et al. 2012), and other effi-
cient lensing clusters with comparable data from the Spitzer
UltRa Faint SUrvey Program (SURFSUP; Bradač et al.
2014). Each cluster was observed with the Advanced Cam-
era for Surveys (ACS; Ford et al. 1998) and the Wide Field
Camera 3 (WFC3; MacKenty et al. 2008) aboard the Hub-
ble Space Telescope (HST ) in a large complement of broad-
band filters to a depth of ∼27-29 per filter. In addition, all
clusters were imaged with the non-cryogenic bands of the
Spitzer Space Telescope InfraRed Array Camera (IRAC;
Fazio et al. 2004) to 3σ depths of mAB ∼ 26 − 27 per fil-
ter (Ryan et al. 2014; Bradač et al. 2014; Huang et al. 2016;
Lotz et al. 2017). These imaging data were used to select
high-redshift candidate objects through a series of color-
color and photometric redshift (hereafter zphot) cuts for

1 While not all galaxies in our sample have EWs in excess of the
traditional limit used to define LAEs (i.e., 20-25Å), we adopt this
term for simplicity.
2 Note that this number refers to the total time spent on the
telescope rather than the sum of the DEIMOS integration time,
which is roughly 100 hours.

MNRAS 000, 1–21 (2020)
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spectroscopic targeting with Keck/DEIMOS. In addition,
potential high-redshift line emitters observed in the Grism
Lens-Amplified Survey from Space (GLASS; Schmidt et al.
2014, 2016; Treu et al. 2015) survey were also selected and
prioritized as targets. High-redshift candidates were tar-
geted, in addition to arcs and potential cluster members
(referred to broadly as “filler slits”), with multi-object slit-
masks to a depth ranging from an exposure time, τexp of
3480s-19200s across all masks (〈τexp〉 ∼ 7800s). Slit widths
of 1′′ were used for all observations. Note that, in many
cases, high-redshift candidates appeared on multiple masks
(see Fuller et al. 2020 for more details). In all such cases,
the spectrum from each individual mask was used to con-
strain the various parameters used in this study and an
error-weighted sum was used to obtain the final values for
each candidate.

At the completion of the observing campaign, a final
high-redshift candidate sample of 198 objects was compiled
in Fuller et al. (2020). This final sample trelied on a uni-
form criterion involving the likelihood of the galaxy be-
ing in a redshift window that made the observation of the
Lyα feature possible. Additionally, a systematic search was
performed for high-redshift candidates that were serendip-
itously subtended by one or several of the observed slits.
A semi-automated search of the one-dimensional signal-to-
noise spectra of both targeted and serendipitous high-z can-
didates resulted in a final sample of 36 LAEs. All 36 of these
LAEs had both visual emission line detections and formal
line significances typically well in excess of 3σ. The me-
dian spectroscopic redshift of the 36 LAEs in our sample
is z̃spec = 6.23 and the redshift distribution of these galax-
ies is shown in the left panel of Figure 1. A more complete
account of the observations, reduction, and analysis of these
data are given in Fuller et al. (2020).

2.1.1 Lyα Spatial centroids of the Magnified Sample

To measure the Lyα3 location of the LAEs from Fuller et al.
(2020) we collapsed the two-dimensional spectrum over the
wavelength range where the Lyα emission appears in excess
of the background. In the observed-frame this width was typ-
ically ∼8Å. Note that this procedure was done for each indi-
vidual night that a LAE was observed and the resultant val-
ues were combined for a given galaxy by a weighted average
of all observations, where the signal-to-noise ratio (S/N) of
the Lyα line in each observation is used as the weight. Prior
to a formal measurement of the Lyα location, because the
two-dimensional DEIMOS slits reduced through the spec2d
package have an ambiguity in their directionality, which, in
turn, results in an ambiguity in the cardinal direction of any
observed offset, we measured the distance from the southern
edge of the slit4 to the rest-frame UV location of the target
in each slit. This distance was then compared to the design
location encoded by dsimulator5, the DEIMOS mask de-

3 While there remains some ambiguity as to the nature of the
emission line, as discussed in Fuller et al. (2020), the possibility
that these galaxies are genuine LAEs is very high. Therefore, we
refer to this line simply as Lyα for the remainder of the paper.
4 No slits had sky PAs of 90◦ or 270◦, which meant the “southern

edge of the slit” was always a defined quantity
5 https://www2.keck.hawaii.edu/inst/deimos/dsim.html

sign software (see §2.1.2 for more details on dsimulator).
Coincident values meant the two-dimensional spectrum was
oriented such that increasing pixel values along the major
axis of the slit corresponded to more northerly movement6,
discordant values meant the slit was flipped, and increas-
ing pixel values along the major axis of the slit resulted in
movement southward.

Once the spectrum was collapsed and the orientation
determined, we used two methods to attempt to determine
the spatial centroid of the Lyα emission. The first and most
common method used was to fit a Gaussian to the collapsed
one-dimensional spatial profile of the Lyα emission through
a χ2-minimization technique using the IDL-based package
mpfitexpr. The errors in each case were derived from the
official spec2d inverse-variance spectrum. The mean of the
Gaussian fit was adopted as the raw7 spatial centroid and
the associated uncertainties were taken from the covariance
matrix. The second method, which was used only in a small
percentage (∼15%) of cases where the S/N was generally
too low or artifacts prevented a clean Gaussian fit, relied on
the non-parametric approach of Teague & Foreman-Mackey
(2018). Briefly, this approach identifies the pixel value where
the collapsed spectrum is at maximum and uses this value,
along with the value of the two directly adjacent pixels, to
estimate the curvature of the spatial profile on either side
of the maximum. A quadratic function then uses this in-
put to estimate the line centroid. In essentially all high S/N
cases where spectra were devoid of strong artifacts, the two
methodologies returned similar results within the errors.

Because of the ability of differential atmospheric refrac-
tion (DAR) to alter the spatial location at which an object
is seen at different wavelengths, the measurement of Lyα lo-
cation must either occur in close spectral proximity to the
rest-frame ultraviolet (UV) continuum measurement (i.e.,
similar wavelengths) or a correction must be applied to ac-
count for this effect. In the case where the continuum is
present in the spectra, this issue is obviated with a contin-
uum measurement just redward of the Lyα feature, as in-
deed was done for our unmagnified sample (see §2.2). In the
case of our magnified sample, however, little to no contin-
uum is observed, requiring a correction for this effect. In the
next section, we will estimate the spatial location of the UV
continuum at the central wavelength of each mask (8800Å
for the vast majority of our data). As such, we corrected
the raw Lyα spatial location to that expected at the central
wavelength of the mask it is observed on using the method
described in Appendix A.

6 For slit PAs other than 0◦ and 180◦, movement along the ma-
jor axis of the slit also results in movement to the east or west,
the magnitude of which is governed by the PA of a given slit.
However, once the ambiguity between the directionality of the

slit array in the north/south directions is set, the components of
the movement per spatial pixel in each of the cardinal directions
becomes a trivial calculation.
7 This is referred to as the “raw”value here as the spatial centroid
will be corrected for differential atmospheric refraction later in
this section.
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Figure 1. Left : Redshift distribution of our final lensed (blue solid histogram) and unlensed (green hatched histogram) sample of high-
redshift Lyα emitters. The two samples are demarcated at 0.25LUV /L∗

UV
in order to create sub-samples of roughly equal size. One

lower-redshift galaxy at zs pec = 4.4830 taken from the sample of Fuller et al. (2020) is outside the bounds of this plot. Right: Estimate
of the rest-frame UV luminosity (magnification corrected when applicable) relative to the characteristic UV luminosity at the redshift of
each galaxy taken from Bouwens et al. (2015). The colors and shading are identical to the left panel. The median UV luminosity of the

combined sample is log(L̃UV /L∗
UV

) = −0.5 and the entire sample spans approximately three and a half orders of magnitude in LUV .

2.1.2 Rest-frame UV Spatial centroids of the Magnified
Sample

Because of the absence of the continuum in the spectral ob-
servations of the magnified sample, we are required to es-
timate the rest-frame UV location of these galaxies based
on its expected location from dsimulator. Note that a few
galaxies, especially those which serendipitously fell on the
slit (see Appendix A), were not centered along the minor
axis of the slit and, thus, the expected UV position was also
a projected one. This expected location is based on the right
ascension and declination (α,δ) of each target and corrected
for the effect of DAR at the central wavelength of a given
mask using the expected airmass and position angle (PA)
relative to the parallactic angle of the observation, values
which are input by the user at the time of the mask design.
Because the actual observations are taken at a variety of air-
mass and PAs, typically over the course of many nights, the
true DAR correction will be different than the one expected
from the values input during the mask design process. In
Appendix A we quantify the magnitude of this effect and
the estimate of the UV centroid for LAE candidates that
were serendipitously subtended by our slits. Additionally,
we also discuss in Appendix A potential scatter in our mea-
surements due to relative astrometric errors and conclude
that such uncertainties are small enough to be ignored.

At the end of this process described in Appendix A,
we have estimates of the rest-frame UV and Lyα pixel lo-
cations corrected for DAR and mask design issues. These
two estimates are subtracted, the absolute value is taken,
and the resultant number is multiplied by the DEIMOS
spatial plate scale (0.1185′′ pix−1) and the angular scale

at the redshift of the LAE to get the main quantity used
in this analysis: |∆Lyα−UV | in units of proper kpc (pkpc).
Since all galaxies in this sample are lensed, we make the
simple assumption here that the galaxy is enlarged with az-
imuthal symmetry and the true distance measured is given
as |∆Lyα−UV | ≡ |∆Lyα−UV |lensed/

√
µ, where µ is the magni-

fication of each galaxy as estimated by the formalism of
Bradač et al. (2005, 2009). For more detail on the lensing
reconstruction for the fields studied here see Hoag et al.
(2019b) and references therein. In Figure 2 we show exam-
ples drawn from our full sample of strong Lyα emission offset
at both a typical and extreme level from the UV continuum
emission.

The vast majority of the galaxies in our sample have rel-
atively small magnification factors (µ ∼< 5). Therefore, the
validity of the above assumption is of limited consequences
for our results and, indeed, our main results remain un-
changed if we do not assume the magnification is azimuthally
symmetric and, instead, assume a variety of different ellip-
ticities. This logic applies as well to our ignorance of the true
magnification, an ignorance which is present both within the
confines of a given model as well as the variation in the re-
covered values for different modeling approaches. For the
former, the formal uncertainties within our own models of
the estimated µ values, as estimated from the interquartile
range of bootstrap-resampled maps (see Hoag et al. 2019b
for more details), are small enough to be ignorable for the
vast majority of galaxies. Specifically, the median uncer-
tainty resulting from this process is 3%, with < 5% of our
sample showing magnification uncertainties >15%, a negli-
gible uncertainty considering the

√
µ dependence of our re-

sults. For the latter, the variation in µ as derived by differ-
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ent modeling approaches, we performed the following test.
For the ∼40% of our galaxies that lie within the HFFs, we
calculated the 3σ clipped mean of the µ values for a large
variety of models provided on a web-based tool specifically
designed to compare the results of different models8 and
compared these to the µ values coming from our models.
While individual estimates had sigma-clipped dispersions of
factors of ∼2-3, the values of µ coming from our models were,
on average, statistically consistent with the aggregate mean.
Thus, while lensing-corrected |∆Lyα−UV | values for individ-
ual galaxies likely contain an additional uncertainty factor
of

√
2−

√
3 due to our ignorance of the true µ value, this un-

certainty likely does not affect the average values that the
main conclusions of this paper are based on.

2.2 Unmagnified Sample

The second sample of galaxies used in this work, which we
will broadly refer to as the “unmagnified sample” as these
observations are taken in legacy fields mostly devoid of mas-
sive, lower-redshift structure, was drawn from the samples
of Pentericci et al. (2011) and Pentericci et al. (2018b), with
a few additional galaxies taken from Caruana et al. (2014).
These galaxies were observed with FOcal Reducer/low dis-
persion Spectrograph 2 (FORS2; Appenzeller et al. 1998)
equipped on the Very Large Telescope (VLT) Antu Unit
Telescope and selected for spectroscopy through a vari-
ety of dropout and color criteria. Except for a few galax-
ies contained in the New Technology Telescope Deep Field
(NTTDF; Arnouts et al. 1999; Fontana et al. 2000) and
the BDF-4 field (Lehnert & Bremer 2003; Castellano et al.
2010), all galaxies in this sample were observed with deep
multi-band HST/ACS and WFC3 imaging as part of the
Cosmic Assembly Near-infrared Deep Extragalactic Legacy
Survey (CANDELS; Grogin et al. 2011; Koekemoer et al.
2011). In all cases, slit widths were set to 1′′. For more de-
tails on the imaging and spectral observations of this sample,
see Pentericci et al. (2018b) and references therein.

We also considered the inclusion of additional galaxies
drawing from the 5 ≤ z ≤ 6 presented in Khusanova et al.
(2020) to supplement the unmagnified sample. This sam-
ple, which is comprised both of LAEs and non-emitters
observed with extremely deep low-resolution spectra from
the Visible Imaging Multi-Object Spectrograph (VIMOS;
Le Fèvre et al. 2003) previously mounted on the VLT
Melipal Unit Telescope, represents the high-redshift tail
of galaxies in the VIMOS Ultra-Deep Survey (VUDS;
Le Fèvre et al. 2015). However, despite the extremely deep
spectroscopy, we were only able to reliably measure
|∆Lyα−UV | for a sub-sample of six LAEs due primarily to
lack of observed continuum and uncertainty in the expected
UV location of the target in the reduced data. While these
six galaxies are included as a comparison to our data in §3.1,
due to the relatively small number of galaxies and the dif-
fering selection, observational strategy, and methods used
to measure associated quantities for these galaxies, we chose
not to include these galaxies in our final sample. We note,
however, that none of the results presented in this study are

8 https://archive.stsci.edu/prepds/frontier/lensmodels/

webtool

meaningfully changed if we instead included these galaxies
as part of the unmagnified sample.

2.2.1 Lyα and Rest-frame UV Spatial Centroids of the
Unmagnified Sample

For this sample, the continuum was observed for a large
number of galaxies, and, as such, a more direct approach
could be taken to measure the offset between Lyα and the
continuum. For each of the ∼50 galaxies in the sample, the
Lyα location was measured using the methods given in sec-
tion 2.1.1 with the Gaussian method always preferred except
in low-S/N cases. In the absence of formal error spectra,
errors were assumed to be Poissonian. Though such an as-
sumption likely underestimates the true noise, the results
did not meaningfully change if we instead scale the errors to
match the average root-mean-square fluctuations. To mea-
sure the UV centroid, the flux over the same spatial window
was summed over a broad spectral window at least 10Å in
the observed-frame redward of the observed Lyα line. The
spectral window employed changed based on the target to
avoid regions of dominant skylines and those regions where
the continuum signal was minimal, but was typically several
100Å (observed-frame) wide. The reduction process of the
FORS2 data employed spatial trimming of the data in order
to maximize the effectiveness of the sky subtraction. At the
completion of this process, the information on the expected
location of the galaxies was no longer encoded in the data,
and, as such, only galaxies with well-measured continuum
and Lyα centroids were allowed to remain in our sample.
This cut resulted in a total of 29 galaxies. The |∆Lyα−UV |
was then calculated in a similar manner to those in magnified
sample using the appropriate plate scale, though, since Lyα
and continuum centroids were measured at similar wave-
lengths, no DAR correction was applied to either value. Ad-
ditionally, since galaxies in this sample are, at least to first
approximation, not lensed modulo small weak-lensing effects
that may occur along a random line of sight, no lensing cor-
rection to the measured offset is applied. The median red-
shift of the 29 galaxies in this sample is z̃spec=6.05 and the
redshift distribution is shown in the left panel of Figure 1.

Because we are using different approaches to estimate
|∆Lyα−UV | in the lensed and unlensed sample, we compared
the |∆Lyα−UV | distribution for the two samples where there
was overlap in intrinsic UV luminosity. No statistically sig-
nificant difference was found from a Kolmogorov-Smirnov
(K-S) test. Additionally, a Spearman’s test finds no evidence
of significant correlation between S/N of either the Lyα de-
tection or the UV continuum, in the case of the unlensed
sample, and |∆Lyα−UV | suggesting that any offset observed
is likely to be real and not the result of poor centroiding.

2.3 Associated Quantities

In §3.1 we will explore whether |∆Lyα−UV | depends on sev-
eral basic properties of the galaxies as estimated through
the various spectroscopic and imaging observations. These
properties are the spectral redshift, the intrinsic (i.e., lens-
ing corrected) far-UV luminosity relative to the charac-
teristic equivalent luminosity at the redshift of the galaxy
(LUV/L∗

UV
), the intrinsic Lyα line luminosity (LLyα), and
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the rest-frame equivalent width of the Lyα line (EWLyα).
We quickly review how these quantities were estimated for
our data.

For the magnified sample, LUV is estimated using the
apparent magnitude of each LAE in the F160W band, with
a k−correction applied to convert to rest-frame ∼1600Å, and
we convert to an intrinsic value by dividing the k-corrected
LUV by the most likely magnification value, µ. The redshift-
dependent characteristic UV luminosity, L∗

UV
, is taken from

Bouwens et al. (2015). The LLyα for each galaxy is estimated
from the observed line flux corrected for slitloss effects as-
suming that the UV location and the Lyα line are co-located
with respect to the slit. These values are also corrected for
the magnification. The EWLyα values are calculated using
the de-magnified line luminosity and the rest-frame UV flux
density was estimated from a filter whose throughput be-
gins just redward of the observed wavelength of Lyα (typ-
ically F105W). For more details on these calculations see
Fuller et al. (2020).

For the unmagnified sample, equivalent values were
drawn directly from the relevant references when available.
In the case of Pentericci et al. (2011, 2018b), rest-frame
absolute magnitudes (MUV ) were calculated in a similar
manner to those in our magnified sample and were subse-
quently converted to LUV /L∗

UV
values again using the L∗

UV
of Bouwens et al. (2015). In those works, slit losses were as-
sumed to be small (∼15%) and were not included in esti-
mating Lyα line luminosities and EWs. The EWLyα values
reported in those papers also relied on flux density mea-
sured in the broadband photometry in order to quantify the
strength of the continuum redward of Lya. Additional data
from the literature had their equivalent quantities derived
in a similar manner. For more details, see Pentericci et al.
(2018b). In the right panel of Figure 1 we show the LUV/L∗

UV
distribution for both the magnified and unmagnified sample.

2.4 Rest-frame UV Morphology and Galaxy Sizes

For all galaxies in both samples, save those few galaxies in
the NTTDF and BDF-4 fields for which such imaging was
not available, we visually inspected a HST/WFC3 F160W

postage stamp. This inspection was done to look for multiple
clumps or other obvious features that may suggest that any
appreciable Lyα-UV offset is caused by merging activity or
issues with centroiding the emitting galaxy in the UV. The
observed F160W band corresponds to rest-frame ∼2250Å for
the median redshift of the combined sample (z̃spec = 6.15).
In the majority of cases (∼65%), the galaxy was observed
to be an isolated galaxy with a reasonably symmetric sur-
face brightness profile. The remaining ∼35% appeared to be
multicomponent systems, but the vast majority had either a
slit orientation that was nearly perpendicular to the position
angle of the multiple clumps that comprised the galaxy (see,
e.g., the left panel of Figure 2) or the directionality of the
measured Lyα-UV offset was opposite that of the direction
to the secondary clump(s). We therefore conclude that the
|∆Lyα−UV | values measured in our sample are primarily the
result of true intragalaxy astrophysical offsets and do not
result from misidentification of the original source or bad
UV centroiding due to multiple components.

In addition to qualitatively characterizing the morphol-
ogy and multiplicity of our LAE samples, we also mea-

sured effective radii (re) using a combination of Source Ex-

tractor (SExtractor; Bertin & Arnouts 1996) and ps-

fex (Bertin 2011) to perform point-spread function (PSF)-
corrected Sérsic fits on all galaxies imaged in HST/WFC3
F160W . We chose to focus only on those galaxies with HST
imaging, which included all galaxies in the magnified and
sample and 24 galaxies in the unmagnified sample, with the
Sérsic index treated as a free parameter. Extremely low S/N
or visual reduction artifacts in the F160W imaging caused
the loss of ∼30% of the galaxies in the magnified sample
and one additional galaxy in the unmagnified sample. As in
§2.1.2, for magnified galaxies, measured re were corrected to
intrinsic by dividing by

√
µ. Galaxies with multiple compo-

nents were measured using SExtractor parameters specif-
ically tuned to blend the multiple components and perform
the Sérsic fit on the composite system. This process resulted
in a final sample of 48 galaxies with reliable re measurements
with an average r̃e = 0.6 kpc, consistent with parametric
measurements of other galaxy samples at similar redshifts
(see, e.g., Shibuya et al. 2015, 2019; Curtis-Lake et al. 2016;
Paulino-Afonso et al. 2018). In later sections, we will com-
pare these UV sizes with their respective Lyα-UV offsets.

3 RESULTS

3.1 Size and Pervasiveness of Lyα-UV Offsets

The filled gray histogram in the left panel of Figure 3 shows
the combined distribution of |∆Lyα−UV | for the lensed and
unlensed sample. The median value of the offset for the
full sample, 0.61 kpc, is given in the top right of Figure
3, along with the effective 1σ normalized median absolute
deviation (NMAD; Hoaglin et al. 1983) scatter on the offset
(0.68 kpc). The typical uncertainty on |∆Lyα−UV | for the en-
tire sample is 0.30 kpc, where uncertainties are derived only
from the measurement process and do not include uncer-
tainties associated with lensing or DAR corrections. While
two-thirds of the entire sample have offsets significant at the
≥ 1σ level and ∼40% at the ≥ 3σ level, at a cursory level,
these offsets appear to be generally small. However, >10%
of our sample appear with Lyα-UV offsets that exceed 2 kpc
and the largest offsets reach up to nearly 4 kpc, offsets that
exceed the half-width of our DEIMOS slits and would have a
considerable detrimental effect on our ability to detect these
galaxies in Lyα if this offset had been perpendicular to the
spatial axis of our slits (see §3.4). Additionally, as mentioned
earlier, due to projection effects, such measurements repre-
sent lower limits to the true physical separation between the
peak of the Lyα and UV continuum emission. We note here,
however, that it is unlikely that our observations missed even
larger offsets, at least those that are somewhat aligned with
the major axis of our slits, as most galaxies were observed
with slits designed to have ∼10-20 kpc of space on either side
of the galaxy even after accounting for lensing effects.

From Spearman correlation coefficient tests, we find no
evidence of significant correlation between |∆Lyα−UV | and ei-
ther the EWLyα or the Lyα line luminosity. The lack of both
is perhaps surprising since larger offsets should generally de-
preciate the measured line luminosity, or, equivalently, the
EW at fixed UV luminosity, if they occur isotropically. How-
ever, it is possible that we are only able to detect offsets
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Figure 2. Left: Example of a magnified galaxy (ID=370.14 in Fuller et al. 2020) with an offset of |∆Lyα−UV | = 0.67 kpc after correcting
for lensing effects (µ = 8.94). This offset is typical for our full sample of LAEs, though on the large end for a lower-luminosity galaxy
(LUV /L∗

UV
= 0.22). The background image is a F814W/F105W/F160W color composite. The slit used to observe this galaxy is outlined

in white. A portion of the two-dimensional spectrum corresponding to the spatial region highlighted in orange and the spectral region of
the Lyα line is shown in the inset. Note that the two-dimensional spectrum inset is rotated and rectified for clarity such that the spatial
axis, i.e., the direction along the major axis of the slit, is vertical. The observed spatial centroid of the Lyα line is shown as the orange
×. Note that while this galaxy exhibits multiple components possibly indicative of a companion or multiple star-forming clumps, the
direction of the Lyα offset is perpendicular to the position angle of these components. For reference, a scale bar indicating 1′′ is shown
in the bottom left. Right: Similar to the left panel, but for the unmagnified galaxy UDS-23719 taken from Pentericci et al. (2018b). An
F125W image is used in the green channel as a substitute to F105W . This galaxy exhibits the largest offset in the full sample, with
|∆Lyα−UV | = 3.65 kpc.

in those galaxies for which the offsets are primarily parallel
to the major axis of the observed slits. Additionally, we do
not have the ability to control for the intrinsic line luminos-
ity, which further confuses this comparison. As such, we do
not discuss this lack of correlation further opting instead to
quantify slit losses for a variety of different spatial offsets in
§3.4.

Additionally, we see no evidence within our own sam-
ple of evolution in |∆Lyα−UV | as a function of redshift. A
Spearman test returns no significant rejection of the null
hypothesis that the two variables are uncorrelated, nor does
a K-S test when breaking the sample into a lower and higher
redshift sample. As can be seen in the right panel of Figure
3, both small and large offsets are seen at essentially all red-
shifts probed by the combined sample.

In Hoag et al. (2019a), based on a sample of ∼300 LAEs
in the redshift range 3 ≤ z ≤ 5.5 taken from the VANDELS
survey (McLure et al. 2018; Pentericci et al. 2018a), it was
suggested that both the apparent and physical offsets be-
tween UV continuum and Lyα emission may decrease with
increasing redshift. However, limitations in the statistical
significance of the result occurred at the high-redshift end
of the VANDELS sample (z ≥ 4.5). Here, we compare our
projected offset distribution with the equivalent quantity
measured in Hoag et al. (2019a) (see Figure 2 of Hoag et al.
2019a) using identical redshift binning. We find no signif-
icant evidence of a difference between the distribution of
projected offsets in our sample at z ∼ 6 and the full sample
of Hoag et al. (2019a), nor do we find any significant differ-
ences if we instead (UV) luminosity match or further bin
our sample or the VANDELS sample by redshift.

An identical comparison was also made to ∼900 LAEs
observed at 2 ≤ z ≤ 6 (z̃ = 2.9) as part of the VUDS sur-

vey9. For this subset of VUDS LAEs, Ribeiro et al. (2020)
present spatial offset measurements made on the observed
continuum and the Lyα feature. In an internal comparison of
these ∼900 LAEs, marginal evidence was found of redshift
evolution in the projected one-dimensional spatial offsets,
with increasing redshifts leading to slightly smaller offsets.
Comparing the median projected offset found for the sam-
ple in Ribeiro et al. (2020) (0.60±0.05 kpc) to those found in
our sample, 0.61±0.08 kpc, suggests no significant redshift
evolution. This lack of significant difference persists when
performing a K-S test on the two distributions, compare
to sub-samples in different redshift bins, or (UV) luminos-
ity match the data. We additionally compare both of these
samples and our own sample to the spatial offsets of the
six galaxies at 5 ≤ z ≤ 6 from Khusanova et al. (2020) for
which we could reliably measure an offset (see §2.2). The
median offset for this sample, 0.51±0.12 kpc, is statistically
consistent with those of all other samples. Median spatial
offsets of various redshift and luminosity sub-samples drawn
from these four samples are plotted in Figure 4. With a large
sample available at all redshifts from 2 ≤ z ≤ 7, the lack of
significant difference in the offset distributions implies that
whatever processes govern the offset of Lyα emission from
the UV continuum are, at least, not a strong function of
redshift.

It does appear, however, within our own sample that
the processes governing Lyα offsets are related to the UV
luminosity of the host galaxy. In the right panel of Figure 3
offsets are plotted as a function of LUV/L∗

UV
and in the left

9 Note that this sample largely does not include those galax-
ies presented in Khusanova et al. (2020) which, for completeness,
were combined with our final sample and used as a high-redshift
point of comparison for this exercise in addition to a comparison
solely to our final sample.

MNRAS 000, 1–21 (2020)



Lyα-UV Offsets in Galaxies at z ∼ 6 9

0 1 2 3 4
|∆Lyα-UV| [pkpc]

0

5

10

15

20

# 
of

 g
al

ax
ie

s

Magnified + Unmagnified Sample

<|∆Lyα-UV|> = 0.61
σ|∆Lyα-UV|

 = 0.68

(LUV/L∗
UV  ) ≥ 0.25 (LUV/L∗

UV  ) < 0.25

     
 

 

 

 

 

-3 -2 -1 0 1
log( LUV/L∗

UV  )

0

1

2

3

4

|∆
L

yα
-U

V
| [

pk
pc

]
  

 

 

  
 

 

5.0

5.5

6.0

6.5

7.0

z s
pe

c

Figure 3. Left: Distribution of the Lyα and UV continuum spatial offset for our full (gray solid), fainter (light blue hatched), and brighter
(green hatched) samples. The definition of the two luminosity samples along with the median offset and NMAD scatter of the full sample
is given in the top right. The average measurement uncertainty for the combined sample is also shown. Right: Lyα-UV spatial offset
plotted against LUV /L∗

UV
for our full sample. The color bar indicates the spectroscopic redshift of each galaxy. The dashed line shows

the delineation point between our lower- and higher-luminosity samples. There is a marginally significant positive correlation observed
between |∆Lyα−UV | and LUV /L∗

UV
, and the UV-brighter sample shows both a larger percentage of significant offsets and a larger median

offset than their lower-luminosity counterparts (0.89±0.18 vs. 0.27±0.05 kpc, respectively). As discussed in §3.1, this difference is likely
not due to observational effects and rather represents real differences between the two galaxy populations. No significant correlation is
observed as a function of redshift within this sample.

panel the offset distribution is shown for galaxies that are
brighter and fainter than 0.25L∗

UV
, which is roughly MUV ∼

−19.5. This splitting resulted in 36 galaxies in the brighter
sample and 29 galaxies in the fainter sample. Note that the
choice of this luminosity was made to create roughly equal-
sized samples and none of our results change meaningfully
if we delineate at a slightly brighter or fainter luminosity.
Offsets generally appear to increase with increasing (UV)
brightness, with a Spearman test returning evidence for a
positive correlation (ρSpearman = 0.21) at a ∼2σ level and
a K-S test returning a rejection of the null hypothesis that
the two distributions are drawn from a common underlying
sample at the ∼3σ level. While offsets for galaxies of all UV
luminosities generally tend to be small, the vast majority
(∼ 80%) of the larger offsets (≥ 1.5 kpc) are observed in the
brighter sample. Further, the median offset for the brighter
sample, 0.89±0.18 kpc, is approximately three times larger
than that of the fainter sample, 0.27±0.05 kpc.

These results remain broadly unchanged if we excise the
most highly-magnified galaxies from our sample (µ > 50), for
which the lensing approximation given in §2.1.2 will have
the largest effect. It is, however, still possible that, if this
lensing approximation is not valid on average for the ∼ 25

remaining galaxies in the magnified sample, the difference we
observe here could be attributed, at least in part, to small-
scale lensing effects rather than any true physical differences
between the samples. Unfortunately, the equivalent exercise
of comparing offsets to comparably UV-fainter galaxies as
our lower-luminosity sample cannot be performed on the

data in Hoag et al. (2019a) or Ribeiro et al. (2020), as both
studies only probe to UV luminosities comparable to our
brighter sample. Larger samples at lower-luminosity as well
as better modeling of local lensing effects will be necessary
to disambiguate the possible origins of this difference.

In a standard flux-limited survey in a blank field, in
order to make a robust claim about differences observed as
a function of galaxy brightness, it is necessary to mitigate
issues related to Malmquist bias and differential selection
effects relating to the difference in the intrinsic brightness of
the sources of interest. In a spectroscopic survey employing
slit observations, it would additionally be necessary to dis-
cuss any differential loss of light between the two populations
as a resulting from the peculiarities of spectroscopic observa-
tions with finite-width slits. In the measurements presented
here, this may be seen as particularly important, as it may
be that we are simply missing the large-offset tail of lower-
luminosity galaxies due to excess slit loss on a population
that would, in a typical flux-limited field survey, be near the
edge of detectability.

However, one of the many virtues of a survey of lensed
candidates is that the relationship between intrinsic bright-
ness and the expected flux is modulated. Additionally, we are
binning galaxies by their intrinsic UV luminosity, whereas
we are discussing the measurement of the Lyα line, a re-
lationship which is further modulated by complicated pro-
cesses internal to the emitting galaxies. In our own sample,
while there is a strong and significant positive correlation be-
tween the magnification-corrected Lyα line luminosity and
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Figure 4. Plot of the median projected one-dimensional Lyα-UV spatial offset as a function of median redshift for a compilation of
all survey measurements from 2 ≤ z ≤ 7. The light blue stars show four equally-sized sub-samples at different redshift taken from
Ribeiro et al. (2020), the green squares show four sub-samples at different redshift taken from the one-dimensional measurements from
Hoag et al. 2019a, and the orange diamond shows the median value from our own measurement of six galaxies from the sample of
Khusanova et al. 2020. The UV luminosity ranges of each sample are given in the legend at the top left. The red filled circle shows the
median offset measured in our sample, with the large and small open red circles indicated those values for our brighter (≥ 0.25LUV /L∗

UV
)

and fainter (< 0.25LUV /L∗
UV

) sub-samples. The median luminosities of our various (sub-)samples are given in the top left. In all cases,
offset measurements represent lower limits to the true offsets in these galaxies. Vertical error bars indicate the error on the median
estimated by the NMAD/

√
n − 1, where n is the sample size (see Müller 2000; Lemaux et al. 2018). The horizontal error bars indicate the

redshift extent of each (sub-)sample. No significant difference is found between the offset distributions or their medians for any of the
samples at comparable luminosities. A significant difference is observed, however, between the median offsets of our fainter and brighter
samples.

intrinsic LUV/L∗
UV

(ρSpearman = 0.59, p = 2e − 7), there
is, conversely, a strong and significant anti-correlation be-
tween the observed Lyα line flux and intrinsic LUV/L∗

UV
(ρSpearman = −0.64, p = 9e − 9). While large magnification
values, values which would preferentially apply to the lower-
luminosity sample, may result in pushing the Lyα emitting
region out of the slit along the major axis in the case of
relatively short slits, the typical (median) slit length of our
observations is 10.3′′ with an NMAD scatter of 3.3′′. For
galaxies near the center of the slit along the major axis, as,

indeed, most targeted objects10 are, as mentioned earlier,
such a length allows for ∼10 kpc of space along the major
axis at the median magnification of our lensed sample µ̃ ∼ 3.
Thus, it is unlikely that differential observational issues are
responsible for the lower |∆Lyα−UV | values observed in the
lower-luminosity sample. We also note here that slit position

10 Though this is not true for serendipitous detections, there are
only three such galaxies in the lower-luminosity sample (∼ 10%
of the sample), and the few that are in our sample are also rea-
sonably well situated in the center of the major axis of the slit
(Fuller et al. 2020)
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angles for the magnified sample were not purposely oriented
to along the magnified major axis of the galaxy, which would
potentially differentially suppress or enhance our ability to
detect offset Lyα for this sample relative to the unmagnified
sample.

In §2.4 we measured the effective radii, re for the
48 galaxies in our full sample with sufficiently deep
HST/F160W imaging to make a reliable measurement of this
quantity. These 48 galaxies are comprised of 19 galaxies in
the lower-luminosity sample and 29 in the higher-luminosity
sample. Comparing |∆Lyα−UV | to the measured re values for
the full sample, we find a reasonably strong and significant
positive correlation (ρSpearman = 0.35, p = 0.014) between
the two quantities, which implies that larger offsets origi-
nate from galaxies with larger UV extents. This difference
is also reflected in the average (median) re of the two lumi-
nosity sub-samples, r̃e = 0.32 ± 0.06 and r̃e = 0.95 ± 0.11 for
the lower- and higher-luminosity sub-samples, respectively,
a trend consistent with results on photometrically-selected
candidates at similar redshift in the HFFs (Kawamata et al.
2018). Interestingly, these two values are consistent with the
average |∆Lyα−UV | observed for each sample and the ratio be-
tween the two is essentially identical to that of the |∆Lyα−UV |
values in the two samples. We will come back to this con-
cordance in §3.3.

3.2 An Estimate of the One-Dimensional Intrinsic

Lyα-UV Offset Distribution

In the previous section we discussed the distribution of
projected one-dimensional offsets as measured. However,
as discussed extensively in Hoag et al. (2019a), the mea-
sured distribution differs from the intrinsic, though still one-
dimensional and projected, distribution by the errors in-
duced by the measurement process as well as any additional
errors induced from the observations or analysis methods. In
this section, we attempt to recover the intrinsic distribution
of the offsets11 by decoupling the spread induced through
error from the measured distribution.

We attempt two methods to decouple the errors from
the measured distribution. Both methodologies model the
observed distribution as the convolution of two Gaussians
one resulting from observational, analysis, and measurement
error, given by:

∆Lyα−UV, err =
A′

√
2πσerr

e

−(∆−µerr )2

2σ2
err (1)

where A′ is the normalization, µ is the average offset, and
σerr is the spread in the distribution induced by observa-
tional, measurement, and analysis errors. The second Gaus-

11 From here on out we will refer to this distribution as “intrinsic”
and ask the reader to keep in mined that it is still projected and
one-dimensional and is, thus, still a lower limit to the true three-
dimensional offsets.

sian results from the instrinsic Lyα-UV offsets and is given
by:

∆Lyα−UV, int =
A′′

√
2πσint

e

−(∆−µint )2

2σ2
int (2)

where σint is the intrinsic spread of the distribution. The
measured distribution is then:

∆Lyα−UV, err ⊗ ∆Lyα−UV, int =

A
√

2π

√
σ2
err + σ

2
int

e

−(∆−µ)2

2(σ2
err +σ

2
int

) (3)

with the assumption that µerr = µint . In this section we
decribe the first of the two methods, in which fits are per-
formed to the observed distributions and the intrinsic distri-
bution is inferred from those fits. A second method, in which
we calculate the likelihood distribution of σint is presented
in Appendix A. This method returns statistically consistent
results to the method described in this section.

For this first method, rather than simply fit the expres-
sion in Equation 3 to the observed distribution of the var-
ious samples, we instead opted for a Monte Carlo process
in which we tweaked each offset measurement by Gaussian
sampling its formal random uncertainties 1000 times and a
fit is performed on each realization. For each fit, the larger of
the two σ values was adopted as that due to astrophysically-
induced offsets. Under the assumption that our errors are
Gaussian and that we have accurately accounted for all
sources 5of uncertainties, such a methodology allows us to
create a probability density function (PDF) of the intrinsic
distribution. From the resulting PDFs, we adopt the me-
dian and the 16th/84th percentiles as the values of σerr and
σint and their associated uncertainties, respectively. As an
added benefit to this process, we can check whether there
are hidden sources of observational or measurement error
by examining the PDF of σerr . If the median value in σerr
differs appreciably from our median formal error (0.25-0.30
kpc depending on the sample) or its uncertainties are incon-
sistent with being zero, as some Monte Carlo realizations are
likely to stumble on the true distribution, then it is likely
there are unaccounted sources of error.

In Figure 5 we plot the observed distribution of
|∆Lyα−UV | for the higher-luminosity, lower-luminosity, and
full with accompanying error bars reflecting the variation
in the bin numbers across all 1000 Monte Carlo realizations.
Overplotted on these observed distributions is the median fit
to all Monte Carlo realizations along with a shaded region
representing the 1σ region, i.e., the 16th/84th percentiles of
each fit distribution. In each panel we indicate the median
values of σerr and σint and their associated uncertainties, as
well as the median χ2

ν for the 1000 realizations. Note that, in
each case, the mean of the convolved Gaussian given by µ in
Equation 3 was statistically consistent with zero. Also note,
that despite the possible high degree of degeneracy between
σerr and σint , the distributions of σerr and σint across all
Monte Carlo realizations do not appreciably overlap.

It is clear from this exercise that the result found in the
previous section regarding the difference between the offsets
of the lower- and higher-luminosity samples persists here.
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Figure 5. Top Left: Estimate of the instrinsic distribution of the one-dimensional projected Lyα-UV offsets (∆Lyα−UV, int) for the low-
luminosity sample using the methodology described in §3.2. The solid histogram indicates the observed distribution of ∆Lyα−UV, while the
error bars show the effective 1σ spread across the 1000 Monte Carlo realizations used to estimate the intrinsic distribution. The shaded
region indicates the effective 1σ spread of the convolved Gaussian best-fit (see Equation 3) to the observed distribution across all Monte
Carlo realizations, while the solid red line indicates the median. The median values of the spread in the observed distribution resulting
from the error (σerr ) and from astrophysically-induced offsets (σint), along with their effective 1σ bounds taken from the 16th/84th

percentile of all realizations are shown in the upper right. The median reduced χ
2 of the best-fit models for all realizations is also shown.

Top Right: Identical to the top left, but showing the results of this exercise for the higher-luminosity sample. Bottom: Identical to the

other two panels, but done for the full sample.

The two intrinsic spreads differ by ∼1.7σ (σint = 0.53+0.17
−0.14

vs. 1.21+0.33
−0.37

, respectively) and show the same directional-
ity as the measured difference. This is perhaps not surpris-
ing given the similar distribution of errors for both sam-
ples, but it serves to lend credence to the inference made
in the last section that offsets are generally larger in UV-
brighter galaxies. Additionally, the 1σ confidence interval
for σe for all three samples encompasses both our average

formal uncertainty and zero, which suggests it is unlikely
that there are additional hidden uncertainties in our data.
The full distribution, unsurprisingly, shows a intrinsic dis-
tribution intermediate to the lower- and higher-luminosity
samples (σint = 0.78+0.19

−0.16
). Note that in all three cases with

the possible exception of the higher-luminosity sub-sample,
the Gaussian parameterization does poorly at properly ac-
counting for the large offset tail of the distribution.
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In order to search for possible redshift evolution in the
intrinsic distribution, we compare our recovered value of σint
for the higher-luminosity sub-sample to a similar value com-
puted by Hoag et al. (2019a) for galaxies in five indepen-
dent redshift bins running from 3 ≤ z < 5.5. The higher-
luminosity sub-sample is chosen as a point of comparison
because it contains galaxies with similar UV luminosities as
those in Hoag et al. (2019a). While we do not adopt the com-
plex forward-modeling approach of that work used to recover
the intrinsic distribution, our recovered values still serves as
a fair comparison under the assumption of azimuthal sym-
metry. Our estimated value of σint , though generally smaller
than the equivalent values in Hoag et al. (2019a), differ from
only their lowest-redshift measurement by ∼> 3σ. For the
measurements of the remainder of the redshift bins the dif-
ference is < 1σ. From this perspective, there is also little
evidence to suggest significant evolution in the intrinsic off-
set distribution as a function of redshift.

3.3 Explaining the Lyα-UV Offsets

Several potential scenarios could be invoked to explain the
behavior of increasing offsets in increasingly UV bright
galaxies. The first, and perhaps most obvious explanation,
is that UV-brighter galaxies reside in more massive halos
than their fainter counterparts (e.g., Mason et al. 2015),
and, therefore are a more clustered population than their
lower-luminosity counterparts (e.g., Durkalec et al. 2018).
Under such a scenario, rather than witnessing true intra-
galaxy offsets, the offsets measured in our sample would
predominantly result from emission originating from mul-
tiple galaxies in close proximity with differing Lyα/UV lu-
minosity ratios. However, as discussed in §2.4, this is un-
likely to be the case as most of the galaxies in our sample
are observed, at least in their rest-frame UV images to the
depth of our imaging, to be isolated systems, and those sys-
tems where multiple components were observed, it appeared
unlikely that the offset was due to the presence of such com-
ponents (see, e.g., the left panel of Figure 2).

These considerations do not preclude late-stage merg-
ing activity as the genesis for at least some of the measured
offsets, and future work searching for evidence of such ac-
tivity in their rest-frame UV images would be necessary to
make definitive claims. However, such late-stage merging ac-
tivity would have difficulty in inducing the larger offsets ob-
served in our sample and cannot explain those galaxies where
Lyα appears to originate well away from the UV bright por-
tions of the galaxy (see, e.g., both panels of Figure 2). This
logic also applies for scenarios where violent disk instabil-
ities (VDI; Mo et al. 1998; Genzel et al. 2008; Dekel et al.
2009; Inoue et al. 2016) induce large star-forming clumps
that could, while being sub-dominant in the rest-frame UV,
act as sites of copious Lyα production with little to no ob-
scuring dust. Observational evidence of such UV-faint, Lyα-
bright internal structure has, through lensing, been observed
at high redshifts (see, e.g., Vanzella et al. 2017a,b, 2019). For
more modest offsets, however, it seems possible, given that
galaxy size appears to scale with the size of the offset, that
structure internal to the galaxy, whether induced by VDIs
or by merging activity, is the genesis for at least some of
the offsets seen in this sample. Future analysis involving a
more careful morphological analysis of the internal structure

of these galaxies, as in, e.g., Ribeiro et al. (2017), would be
needed to make definite claims.

A final possibility related to merging activity is the pres-
ence of UV-faint or UV-dark Lyα-emitting galaxies (e.g.,
Bacon et al. 2015; Maseda et al. 2018; Mary et al. 2020) in a
pre- or early-stage merging configuration. However, such sys-
tems are fairly rare, with number densities of ∼ 2− 10× 10−5

Mpc−3 at 3 ∼< z ∼< 7 from extremely deep MUSE observa-
tions, and have typical Lyα line luminosities approximately
three times lower than that of our combined sample. As there
is no correlation between intrinsic line luminosity and ob-
served offset, i.e., offsets are not preferentially seen in galax-
ies with fainter LLyα, it is unlikely that such galaxies are
primarily responsible for the observed offsets.

A second set of scenarios involve Lyα emission from in-
falling or outflowing H I gas. A scenario involving inflowing
gas follows that proposed by Rauch et al. (2011), in which
a z = 3.344 galaxy is observed with a spectrum character-
istic of a damped Lyα (DLA) system at a spatial location
coincident with the broadband rest-frame UV emission and
a spatially asymmetric Lyα emission that protrudes ∼20 kpc
from the UV center, whose main component was observed to
be offset at level comparable to the largest offsets observed
in our sample. This galaxy, which has an HST/ACS F814W

magnitude of mF814W = 26.3 (Coe et al. 2006) translating to
LUV ∼0.3L∗

UV
assuming a beta slope of β = −2 and L∗

UV
of

Bouwens et al. (2015), has a UV brightness comparable to
the median LUV of our sample. Under the scenario proposed
in that work, the gaseous halo was supposed to be split open
by beamed ionizing radiation or other anisotropic process,
or, alternatively, a part of the galaxy containing young stars
might have been exposed through tidal interaction with an
unseen companion. With the gas no longer being capable
of resonantly scattering Lyα photons due to its removal or
ionization, Lyα photons were free to propagate and scat-
ter off of infalling filaments. Additionally, ionizing radiation
is similarly able to escape through these channels resulting
in Lyα fluorescence off of infalling or nearby gas (see, e.g.,
Mas-Ribas & Dijkstra 2016). Such cavities are similarly sug-
gested to induce Lyα and Lyman continuum escape in the
rare class of Lyman continuum emitting galaxies observed at
high redshifts (see, e.g., Shapley et al. 2016; Vanzella et al.
2016, 2018, 2020).

This phenomenon is potentially more likely to occur
in the brighter sample due to the potential excess cluster-
ing, or, as we will discuss below, the potential for stronger
stellar feedback. In addition, any activity due to an active
galactic nuclei (AGN) could help facilitate and enhance this
effect (e.g., Windhorst et al. 1998). While the Lyα emit-
ting regions of the galaxies observed in our sample do not
appear as large as those seen in Rauch et al. (2011), this
lack does not necessarily preclude such a possibility. Deeper
Lyα spectroscopy to observe the full spatial extent of the
Lyα emitting region along with an estimate of the sys-
temic redshift and, possibly, the nuclear activity of each
galaxy through, e.g., the detection of the CIII] λ1907,1909Å
doublet, HeII λ1640Å emission (e.g., Cassata et al. 2013),
or, constraints on the systemic redshift the [CII] λ158µm
transition (e.g., Pentericci et al. 2016; Bradač et al. 2017;
Cassata et al. 2020) would be necessary to test this scenario
more fully. Deep IFU data in which the astrometry is suf-
ficiently precise to allow for the measurement of small off-
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sets (e.g., Bacon et al. 2015) could be used as a basis for
such a test if accompanied by measures of systemic redshifts
through deep NIR spectroscopy or ALMA observations.

Alternatively, or in addition, anisotropic outflows due to
stellar feedback could entrain Lyα photons, either through
resonant scattering or fluorescence, or otherwise facilitate
their escape from the galaxies by decreasing the covering
fraction of H I gas through the opening of channels in the
gaseous halo. It has been shown at z ∼ 1 − 2 that, in lower-
mass star-forming galaxies such as those studied here, stel-
lar feedback is capable of altering the velocity structure of
in situ gas (Hirtenstein et al. 2019; Pelliccia et al. 2020) es-
pecially for galaxies with the highest star-formation rates
(SFR). Additionally, pervasive large outflow velocities have
been observed in ∼L∗ star-forming galaxies at 2 ∼< z ∼< 6 de-
void of AGN activity (e.g., Steidel et al. 2010; Talia et al.
2017; Sugahara et al. 2019; Ginolfi et al. 2020). Such out-
flows result in extended halos of chemically-enriched gas ex-
pelled from the galaxy (e.g., Fujimoto et al. 2020).

In order to estimate the average level of stellar feedback
in the galaxies in our two sub-samples, we began by taking
the median rest-frame UV absolute magnitude of our fainter
and brighter sample, MUV = −18.33 and −20.49, respectively,
and coverted them to an average SFR for each sample using
the relation of Jaacks et al. (2012):

log(SFR) = −0.41MUV − 7.77 (4)

with a scatter of ∼ 0.2 dex. This relation is derived from a
suite of hydrodynamical simulations of galaxies at similar
redshifts to those in our sample and is broadly consistent
with estimates from a variety of observational works on high-
redshift galaxies (e.g., de Barros et al. 2014; Faisst et al.
2020)12 and yields values that, for the purposes of this ex-
ercise, do not meaningfully depart from more traditional es-
timates (Kennicutt 1998). This relation assumes a stellar
extinction of E(B − V)∗ = 0.1 for all galaxies, a value con-
sistent with estimates of the average dust extinction prop-
erties of high-redshift galaxies (e.g., Bouwens et al. 2012;
Huang et al. 2016; Strait et al. 2020). The resultant aver-
age SFRs are 0.6±0.3 and 4.3±1.9 M⊙ yr−1 for the fainter
and brighter samples, respectively. Assuming outflow rates
of atomic gas induced by stellar feedback scale linearly
with SFR with only a mild stellar mass dependence (e.g.,
Fluetsch et al. 2019; Ginolfi et al. 2020, though see also
Marchi et al. 2019 for an alternative view), the outflow rate
in the brighter sample is ∼ 7.5× larger than the fainter
sample. Similarly, under the assumption that the outflow
velocity of atomic gas scales as

√
SFR with, again, only

a weak dependence on stellar mass (e.g., Heckman et al.
2015; Cicone et al. 2016), the outflow velocity induced by
stellar feedback in the brighter sample is ∼ 2.75× that of
the fainter sample. While it is possible that dust content
may increase with increasing UV-brightness for high-redshift
galaxies, the increase is likely mild (e.g., Bouwens et al.
2011, 2014; Smit et al. 2012; Álvarez-Márquez et al. 2016;

12 While the level of concordance of the normalization with ob-
servational works depends on the exact star-formation history as-
sumed, the slope of the Jaacks et al. (2012) relation is consistent
with these works, which, for this exercise, is the relevant concern.

Khusanova et al. 2020), and would anyways only serve to
enhance this disparity. These more powerful outflows would
have the potential to push more gas to larger galactocentric
distances, allowing for the possibility of larger observed spa-
tial offsets of fluorescing gas. In addition, if such outflows
were anisotropic, the ionizing radiation would likely pref-
erentially beam in the direction of the outflow, due to the
lower covering fraction of neutral gas in that direction, which
would result in a natural conduit through which to light the
interface between the galaxy and its circumgalatic medium.
The various relations used for this scenario, MUV − SFR,
SFR − ÛMout , or SFR − vout , have been shown to not vary
strongly as a function of redshift, satisfying the requirement
that the evolution in the process or processes inducing the
offsets must be mild or nonexistent over the redshift range
2 ≤ z ≤ 7 (see §3.1).

Such scenario is also broadly consistent with the results
presented in Ribeiro et al. (2020). In that study, the percent-
age of galaxies with considerable Lyα-UV offsets, classified
as “Offset” emitters in that work, generally increased with
increasing UV brightness (see their Figure 4) and the spe-
cific star formation rate of that class was, on average, the
highest amongst all of the galaxy classes studied (though
their SFR was statistically indistinguishable from the other
classes). Additionally, while the velocity offset between sys-
temic and the interstellar medium (ISM) lines was similar in
the Offset class relative to all other LAEs analyzed in that
work, the velocity offset between the systemic and the Lyα
line was the largest in the Offset emitters, suggesting that
the Lyα emission originated from backscattering off of out-
flowing gas or from an anisotropic gas distribution allowing
for Lyα fluorescence from background gas in close proximity.
Note again, however, while that study probed four magni-
tudes in UV brightness, the faintest galaxies in Ribeiro et al.
(2020) would still be considered part of our brighter sub-
sample, precluding a more comprehensive comparison.

3.4 Induced Slit Losses

While blind (or pseudo-blind) observations of high-redshift
LAEs are becoming common with grism observations (e.g.,
Pirzkal et al. 2004; Malhotra et al. 2005; Rhoads et al. 2009;
Schmidt et al. 2014, 2016; Treu et al. 2015; Tilvi et al. 2016;
Larson et al. 2018) and IFUs such as KCWI mounted on
Keck II and MUSE mounted on the VLT Yepun Unit Tele-
scope (e.g., Bacon et al. 2015, 2017; Karman et al. 2015;
Richard et al. 2015; Lagattuta et al. 2017, 2019; Cai et al.
2018; Vanzella et al. 2020; Nielsen et al. 2020), the tar-
geting of high-redshift candidates with slit spectrographs
remains a common observational strategy to census the
high-redshift universe. Further, modern IFU studies from
MUSE, for all but those with the deepest observations,
lack the the astrometric precision needed to reliably mea-
sure |∆Lyα−UV | at the level observed in the samples pre-
sented in this paper (see, e.g., Urrutia et al. 2019). In a
census of the high-redshift universe using slit spectroscopy,
slits are almost always placed at the barycenter of the rest-
frame continuum UV emission and integrated only long
enough to detect galaxies if they have appreciable emis-
sion in Lyα (in the absence of other rest-frame UV emis-
sion lines). The resultant observations are used to derive
the Lyα fraction at a fixed EW limit for various sub-samples
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Figure 6. Left: Normalized slit throughput (ωslit ≡1-slit loss) of Lyα emission of a simulated LAE as a function of the Lyα-UV offset
( |∆Lyα−UV |) for slit-spectroscopic observations using a variety of different instruments and telescopes. In each case, the slit is assumed to
be placed directly on the UV barycenter along both axes and the offset is assumed to be perpendicular to the major axis. The simulation
uses the methodology described in §3.4 and Lemaux et al. (2009). We adopt an exponential profile with rh = 1.2 kpc to characterize the
Lyα emission and translate the angular offset to physical ones assuming z = 6. The light blue dot-dashed and solid green lines indicate
ωslit as a function of |∆Lyα−UV | for ground-based slit observations employing 1.0′′- and 0.7′′-wide slits, respectively, under 0.8′′ seeing.
The orange and red dot-dashed lines show those values for JWST -NIRSpec medium resolution single slit and high-resolution multi-object
spectroscopic observations, respectively. The light and dark vertical dashed lines indicate the average and maximum |∆Lyα−UV | for our
sample. Right: Indentical to the left panel, but the emitting region of Lyα is now assumed to be three times the UV size of the galaxy.

of galaxies or to otherwise probe the Lyα properties of
the observed population to make inferences on the evo-
lution of galaxy properties and the properties of the in-
tergalactic medium at early times (e.g., Ota et al. 2008;
Pentericci et al. 2011; Stark et al. 2011; Treu et al. 2013;
Tilvi et al. 2014; De Barros et al. 2017; Mason et al. 2018,
2019; Pentericci et al. 2018b; Hoag et al. 2019b; Fuller et al.
2020). As is discussed in detail in Hoag et al. (2019a), offsets
between the UV and Lyα emission of target galaxies will, if
severe, modulate the Lyα properties of the targeted pop-
ulation due to slit losses, which can, in turn, considerably
modulate inferences on the nature of reionization.

In order to quantify such losses for our sample, we relied
on identical simulations to those described in Lemaux et al.
(2009). In these simulations, the Lyα halo is described by
an exponential profile with rh = 0.2′′, roughly the average
(circularized) size of the UV continuum for galaxies at this
redshift (e.g., Venemans et al. 2005; Overzier et al. 2006;
Ribeiro et al. 2016; Pentericci et al. 2018b). Note that none
of the conclusions in this section change appreciably if we
instead adopt the slightly smaller size characterized by the
average measured re value in our sample (see §2.4). We will
return to the case where the Lyα halo is considerably larger
than the UV continuum later in the section. The simulated
galaxies are well centered in a slit of length 10′′, convolved
with a Gaussian seeing kernel of varying sizes, and shifted
along the minor axis in increments of 0.0125′′. Slit widths
are set to 1′′, a typical width employed for FORS2/DEIMOS
slits. The ratio between the light entering the slit and the
total output of the galaxy, ω, is considered the slit through-

put, with 1-ω defining the slit loss. For a seeing kernel of
full width at half maximum equal to 0.8′′, a typical value
for Mauna Kea in the i band and also similar to the condi-
tions required at Cerro Paranal for our bright sample, the slit
loss only increases13 by ∼2% for the average offset measured
in our full sample, a negligible difference. This depreciation
does not vary meaningfully if we use the average offset in
the brighter or fainter samples observed in the previous sec-
tion, nor if average projection effects are taken into account.
It appears, as a whole, and differentially as a function of
UV luminosity, the Lyα properties of our DEIMOS/FORS2
sample are largely unaffected by the average observed off-
sets.

However, for individual offsets, the increase in slit loss,
even with the relatively wide DEIMOS slits, can be devas-
tating if the offsets unfortuitously manifest perpendicular to
the major (spatial) axis of the slit. For the largest offsets ob-
served in our combined sample (∼3.5 kpc), offsets that are
observed to varying degrees both in our fainter and brighter
sample, additional slit losses exceed 50% and increase to over
75% if average projection effects are taken into account. As

13 Here and throughout the section, unless noted otherwise, we
are characterizing additional slit losses induced by the spatial
offset between the UV and Lyα emission. We do not additionally
consider the slit losses that already occur when the Lyα emission
is perfectly centered in the slit along its minor axis (see, e.g.,
Lemaux et al. 2009 and Figure 6 for a characterization of absolute
slit losses).

MNRAS 000, 1–21 (2020)



16 B. C. Lemaux et al.

such, it is clear that observations of large samples of galaxies
at these redshifts are necessary to mitigate this stochastic-
ity in order to draw robust conclusions about the nature of
galaxy populations and reionization at these redshifts.

The above results remain broadly applicable for in-
struments that employ slightly smaller slit widths such
as the Multi-Object Spectrograph for Infrared Exploration
(MOSFIRE; McLean et al. 2012). For typical MOSFIRE slit
widths, 0.7′′, the additional slit losses induced by the av-
erage offset in our sample are ∼ 5%, again a negligible
amount. However, large offsets, if perpendicular to the ma-
jor axis of the slit, become an even larger hindrance, ex-
ceeding 70% even under the assumption of modest projec-
tion effects in our sample. These losses are further exacer-
bated in the case of targeted observations with the medium-
resolution setting for the James Webb Space Telescope NIR-
Spec instrument, which employs 0.4′′-wide slits. For the
JWST -NIRSpec simulations we do not convolve the sim-
ulated galaxy with an atmospheric seeing kernel, but rather
were convolved with the NIRSpec F110W PSF generated
by the Python-based WebbPSF14 In such observations,
while additional slit losses are only ∼10-15% for the aver-
age |∆Lyα−UV | measured in our sample, the amount of Lyα
entering the slit is severely reduced for the largest offsets ob-
served in our sample, with > 90% additional slit losses when
the offset is parallel to the slit minor axis and ∼95% total
slit loss. For large samples it will be important to account
for this bias in order to properly quantify, e.g., Lyα escape
fractions and to make inferences on kinematics from the Lyα
line.

The situation gets more dire for multi-object NIRSpec
spectroscopy (NIRSpec-MOS), which employs both nar-
rower (0.2′′) and shorter (1.38′′) slits in its nominal mode.
For such observations, even the relatively modest average
|∆Lyα−UV | measured in our sample results in additional slit
losses of ∼60% (75% on an absolute scale) and slit losses
approach complete at the largest offsets, with, at minimum
98% of the total Lyα flux lost for offsets perpendicular to
the major axis of the slit. In the left panel of Figure 6, we
plot the absolute slit losses as a function of |∆Lyα−UV | for the
two ground-based and two JWST cases presented above.

If we instead assume in these simulations that the Lyα
halo is considerably larger than the average size of the UV
continuum (as in, e.g., Wisotzki et al. 2016; Leclercq et al.
2017; Erb et al. 2018), the additional slit losses reported
above are mitigated somewhat. For instance, if we assume
that the half light radius of the Lya halo is three times that
of the UV continuum, rh, Lyα = 0.6′′, the additional slit loss

drops to negligible levels16. However, in the case of the maxi-
mal offsets observed in our sample, even in the case of larger
Lyα halos, the additional slit losses reach 60-70% for JWST-
NIRSpec MR observations if the offsets are parallel to the
minor axis of the slit. Similarly, the slit losses remain near

14 https://www.stsci.edu/jwst/science-planning/proposal-

planning-toolbox/psf-simulation-tool tool. Additionally,
we change the length of the slit in the simulation to 3.65′′,
the nominal length for MR slit spectroscopy with NIRSpec15,
though, in practice, this makes no appreciable difference.
16 Though, note that the larger halo increases total amount of
slit loss due to the larger size relative to the slit aperture.

total for NIRSpec-MOS observations for galaxies with the
largest offsets, with, at minimum, ∼97% of the total Lyα
flux incident lost, and 85% of total for the average observed
offset. Clearly, regardless of the properties of the Lyα ha-
los at high redshift, such offsets are crucial to quantify for
observations of individual galaxies if the Lyα line is to be
meaningfully used to place physical constraints.

4 CONCLUSIONS

In this paper, we analyzed the projected spatial offsets of the
UV continuum and the Lyα emission for a sample of 36 high-
redshift (5 ∼< z ∼< 7) lensed LAEs taken from Fuller et al.
(2020) and 30 high-redshift non-lensed LAEs drawn from
Pentericci et al. (2011) and Pentericci et al. (2018b). This
sample spans more than three orders of magnitude in in-
trinsic UV brightness and represents the first such mea-
surements performed on galaxies at these redshifts. The
measured spatial offsets of these samples were compared
internally for evidence of dependence on various physical
parameters. A comparison was also made to a variety of
lower-redshift samples compiled by Ribeiro et al. (2020),
Hoag et al. (2019a), and Khusanova et al. (2020) to inves-
tigate the possible redshift evolution of these offsets over a
broad baseline (2 ∼< z ∼< 7). Various scenarios were proposed
for the observed offsets and simulated spectroscopic observa-
tions employing slits of various sizes appropriate for ground-
based and future space-based spectrographs were performed
to estimate the loss of Lyα light induced by these offsets.
We list our main conclusions below:

• While ∼40% of the LAEs in our sample have observed
UV continuum to Lyα projected spatial offsets, |∆Lyα−UV |,
significant at the ≥3σ, the median offset was found to be
relatively modest, |∆̃Lyα−UV | = 0.61 ± 0.08 kpc.

• A small fraction of our sample, ∼10%, exhibited Lyα
offsets of ≥ 2 kpc, and the largest Lyα offsets were observed
nearly 4 kpc from the UV barycenters.

• Within our own sample, and in comparisons to large
samples of lower-redshift LAEs, no significant evolution was
observed in |∆Lyα−UV | as a function of redshift over the red-
shift range 2 ∼< z ∼< 7.

• Splitting our sample into UV-brighter (�LUV/L∗
UV

=

0.67) and UV-fainter (�LUV/L∗
UV

= 0.10) sub-samples, a
significant difference was observed in |∆Lyα−UV |, with UV-
brighter galaxies exhibiting offsets ∼3× larger than their UV-
fainter counterparts (0.89±0.18 vs. 0.27±0.05 kpc, respec-
tively). Despite the heterogeneous selection methods and the
complications of lensing differentially affecting the primary
constituents of the two sub-samples, we found this difference
to persist through a variety of complementary approaches to
measuring the disparity in the offsets. As such, we argued
that the differences observed in |∆Lyα−UV | between these
samples represent a true difference rather than an artifact
of the differing observing strategies, measurements, or lens-
ing effects. A reasonably strong positive correlation was also
observed between |∆Lyα−UV | and the intrinsic UV half-light
radii of galaxies in our sample.

• A variety of scenarios were discussed to explain the
larger observed offsets in the brighter sample. Merging was
found to be an unlikely cause, though we could not rule
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out the possibility of late-stage merging activity and violent
disk instabilities being responsible for some of the modest
offsets observed in our sample. Rather, scenarios involving
Lyα fluorescence and/or backscattering appeared the most
consistent with the observations.

• From mock spectroscopic observations it was shown
that the relatively small average |∆Lyα−UV | offsets observed
in our sample resulted in small additional slit losses (∼2%)
for a DEIMOS-like setup with 1′′-wide slits, losses which
did not meaningfully change if we instead used those aver-
age offsets measured at other redshifts or for the brighter or
fainter sub-samples. Employing smaller slit widths, e.g., a
MOSFIRE-like 0.7′′-wide slit or a JWST -NIRSpec-like sin-
gle 0.4′′-wide slit, only increased the average additional slit
losses moderately (∼5-15%). However, for galaxies observed
with a nominal JWST -NIRSpec MOS setup, with slit sizes
of 0.2′′×1.38′′, even the relatively modest average offsets
have a large effect, with slit losses increasing ∼60%. Fur-
ther, galaxies with the largest observed offsets were found
to have their Lyα line fluxes depreciated ∼>70% for 0.7-1′′-
wide slits in cases where the offset is perpendicular to the
major axis of the slit. For 0.2′′- and 0.4′′-wide slits, such
offsets would cause a >95% loss of flux, which effectively
renders Lyα unobservable for all but the brightest galaxies
if mitigating measures are not taken. Both slitless and IFU
observations will be crucial to contextualize these observa-
tions on an individual and statistical level.

Given the relatively small average offsets observed over a
large redshift baseline, it is unlikely that inferences on the
Epoch of Reionization using the LAE fraction or other ob-
served properties of Lyα (e.g., Mason et al. 2018; Hoag et al.
2019b) are altered meaningfully by these offsets as long as
the samples used are large enough. However, in smaller sam-
ples or studies of individual galaxies, it is clear that such
offsets can have a severe deleterious effect on attempts at
accurately measuring Lyα properties. While the ability to
measure rest-frame optical emission lines in galaxies at the
Epoch of Reionization will come with the launch of JWST,
the Lyα properties of such galaxies will still be crucial to
constrain considerable aspects of both the internal physics
of galaxies and that of their surrounding medium. As such,
care must be taken to quantify UV-Lyα offsets properly and
account for them in either the observational strategy or mit-
igate the confusion they induce when making inferences on
such populations.

ACKNOWLEDGEMENTS

This material is based upon work supported by the National

Science Foundation under Grant No. AST-1815458 to M.B.

and grant AST1810822 to T.T., and by NASA through grant

NNX14AN73H to M.B. and grant HST-GO-13459 (GLASS) to

T.T.. C.M. acknowledges support provided by NASA through the

NASA Hubble Fellowship grant HST-HF2-51413.001-A awarded

by the Space Telescope Science Institute, which is operated by

the Association of Universities for Research in Astronomy, Inc.,

for NASA, under contract NAS5-26555. This work is based on

data obtained from ESO program 190.A-0685. TT acknowledge

support by NASA through grant “JWST-ERS-1324”. BCL grate-

fully acknowledges Olga Cucciati and Ricardo Amoŕın for careful
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Bradač M., Schneider P., Lombardi M., Erben T., 2005, A&A,

437, 39
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APPENDIX A: CORRECTIONS FOR

DIFFERENTIAL ATMOSPHERIC

REFRACTION

In §2.1.1 it was discussed that a correction to the observed
Lyα position for our magnified sample was required to ac-
count for the effects of differential atmospheric refraction
(DAR). We describe that DAR correction here as well as
DAR and astrometric effects on the estimate of the UV lo-
cation of galaxies in our magnified sample.

For each mask that contained a LAE candidate used in
our final sample, we compiled all slits that contained filler
targets, typically potential cluster members, with apparent
magnitudes17 brighter than mAB < 22.5. For every such tar-
get on a given mask, the two dimensional spectrum was
collapsed along the spectral axis in eight individual mostly
airglow-free 40Å-wide windows running from ∼6600Å to ∼
9700Å. For a given target, the spatial centroid was measured
using the Gaussian fit method described above in each of
the windows where the spectrum was defined, with typical
centroid uncertainties being smaller than 1/10th of a pixel.
This process was visually supervised and any windows with
strong artifacts, astrophysical issues (e.g., an emission line
appearing in a window), or other issues that prevented the
spatial location from being measured robustly were excised.
For all remaining windows, a first-order polynomial was fit
to the object location vs. the central wavelength of the win-
dow using least-squares. Then, for each mask, the first-order
term (i.e., slope) was averaged for all bright objects on that
mask in order to parameterize the movement due to DAR
as a function of wavelength. Between one and 49 bright ob-
jects per mask, with an average of 12, were used in this
process. Despite our observations being extremely red for
optical data, this correction could be somewhat large rela-
tive to the effect we are attempting to measure, with typical

17 These slits were typically outside the HST coverage. While
for such slits the magnitudes were measured on a wide variety
of observations across the different fields, these magnitudes were
typically measured on some form of R- or I-band images.
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slopes of ∼ 3 × 10−4 pix Å−1. Finally, the raw Lyα spatial
location for a candidate on a given mask was corrected us-
ing the measured slope and the difference between the Lyα
wavelength and that of the central wavelength. Note that
the formal uncertainty in the slope in all cases is dominated
by other sources of error and is not included in our final
error budget.

A second DAR issue arises when attempting to esti-
mate the UV location of the magnified sample, as none of
the galaxies in the magnified sample had sufficiently strong
continuum in the DEIMOS observations. As discussed in
§2.1.2, the DEIMOS design software, dsim, provides a pre-
dicted location of an object at the central wavelength of
the observations. However, the true location of an object
can differ slightly due to observations being taken under
different conditions and at different times than those used
to generate the design file. In order to test the magnitude
of this difference, we compared the predicted object loca-
tion, called “CAT OBJP” in the header of the spec2d data
products, with the measured spatial centroid of each of the
∼400 bright objects as described in §2.1.1. This spatial cen-
troid was estimated at the spectral window that most closely
matches that of the central wavelength of the mask on which
a bright object was observed. After accounting for an index-
ing issue that causes CAT OBJP to overestimate the pixel
location by ∼1 pixel, the median of the difference between
CAT OBJP and the measured location was zero with a nor-
malized median absolute deviation (NMAD; Hoaglin et al.
1983) scatter of ∼ 1.5 pixels18. The UV location for each
candidate was then set to the index-corrected CAT OBJP

value.

For the three candidates that were in our sample that
were not targeted but which were fortuitously subtended by
one of our slits (“secondaries” adopting the terminology of
Fuller et al. 2020), the UV object location is not estimated
by the mask design software. In order to estimate a UV
location that is methodologically consistent, we first esti-
mated the location of the secondary from its (α,δ) in the
ASTRODEEP catalog. This value was then corrected to an
equivalent CAT OBJP by using the median of the offset be-
tween CAT OBJP and the location estimate using the α/δ
of all targets on a given mask. This equivalent CAT OBJP

was then treated the same as the CAT OBJP values for
the targeted candidates. An additional consideration in this
process is the precision of the astrometry for all targets and
secondaries, as any issues with the astrometry will manifest
themselves in the expected location of the candidate galaxy.
However, comparing our original design α/δ values for all
targeted bright objects (mAB < 22) across all fields to astro-
metric standards (e.g., GAIA2, SDSS, USNO), the NMAD
scatter in α/δ is ∼ 0.04′′, small enough to ignore for this
analysis.

18 While the scatter here could be thought of as a systematic
uncertainty, none of the main conclusions of this paper are mean-
ingfully changed if we use a per-mask correction to the UV spatial
location.

APPENDIX B: ALTERNATIVE

METHODOLOGY TO INFER THE INTRINSIC

1D OFFSET DISTRIBUTION

In this Appendix we adopt an alternative approach to in-
ferring the intrinsic distribution of ∆Lyα−UV to that used in
§3.2. As in §3.2, while we will refer to this distribution as
intrinsic, we remind the reader that the values are still one-
dimensional and projected, and thus represent a lower limit
to the true three-dimensional offsets. For this calculation we
again assume that the underlying distribution can be char-
acterized by a convolution of two Gaussians, one with spread
σerr resulting from errors in the observation, measurement,
and analysis processes, and one with spread σint resulting
from astrophysically-induced offsets. In this approach, we
estimate the likelihood of given σint for all measurements of
a given sample by:

L(σint ) =
N∑

j=1

1
√

2π
√
σ2
∆Lyα−UV, j

+ σ2
int

e

−(∆Lyα−UV )2

2(σ2
∆Lyα−UV, j

+σ2
int

)
(B1)

where ∆Lyα−UV,j is the j th measurement of the Lyα-UV offset
and σ∆Lyα−UV, j is its associated uncertainty. This likelihood
is calculated for a finely-gridded array of σi values running
from 0 ≤ ∆Lyα−UV ≤ 4 for each sample. The resultant likeli-
hood distributions on σi are shown in Figure B1 for the full,
lower-luminosity, and higher-luminosity samples along with
the median values and the 16th/84th percentiles represent-
ing the effective 1σ bounds of the distribution. The resul-
tant values, while systematically larger than those in §3.2,
are statistically consistent with the values measured with
the methods in that section for each sample. As in other
analyses, we find that the most likely σint value using this
method for the lower-luminosity sample (σint = 0.82+0.16

−0.13
)

is lower than that of their higher-luminosity counterparts
(σint = 1.43+0.20

−0.17
) formally at the ∼2.5σ level, with very little

overlap seen in the two likelihood distributions. The value
for the higher-luminosity sample is now well in line with
those measured by Hoag et al. (2019a) at all redshifts save
their lowest redshift measurement, again suggesting little to
no redshift evolution of ∆Lyα−UV for such galaxies.
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Figure B1. Likelihood distribution of the intrinsic projected
one-dimensional spread of ∆Lyα−UV for the full (solid teal), lower-
luminosity (dashed light blue), and higher-luminosity (dot-dashed
green) samples. The the likelihood is calculated by the expression
given in Equation B1. The median of the likelihood distribution
for each sample along with their corresponding effective 1σ con-
fidence interval is shown in the top right. As in other analyses,
offsets are found to be significantly higher for galaxies that are
brighter in the UV.
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dad Diego Portales, Av. Ejército 441, Santiago, Chile
15Scientific Support Office, Directorate of Science and
Robotic Exploration, European Space Research and Tech-
nology Centre (ESA/ESTEC), Keplerlaan 1, 2201 AZ
Noordwijk, The Netherlands

This paper has been typeset from a TEX/LATEX file prepared by
the author.

MNRAS 000, 1–21 (2020)


	1 Introduction
	2 Data and Analysis
	2.1 Magnified Sample
	2.2 Unmagnified Sample
	2.3 Associated Quantities
	2.4 Rest-frame UV Morphology and Galaxy Sizes

	3 Results
	3.1 Size and Pervasiveness of Ly-UV Offsets
	3.2 An Estimate of the One-Dimensional Intrinsic Ly-UV Offset Distribution
	3.3 Explaining the Ly-UV Offsets
	3.4 Induced Slit Losses

	4 Conclusions
	A Corrections for Differential Atmospheric Refraction
	B Alternative Methodology to Infer the Intrinsic 1d Offset Distribution



