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ABSTRACT OF THE DISSERTATION 

 

Chemical Sensor Development in Oceanography 

 

by 

 

Yuichiro Takeshita 

 

Doctor of Philosophy in Oceanography 

 

University of California, San Diego 2014 

 

Professor Todd R. Martz, Chair 

In situ autonomous chemical sensors, combined with the right deployment 

platforms provide novel, powerful tools for oceanographers to observe 

biogeochemical processes on unprecedented spatial and temporal scales. However, 

many aspects of chemical sensor technology have not yet reached full maturity, 

preventing routine use by the community at large. This dissertation aims to fill this 

critical need in ocean observing technology, with a focus on Ion Sensitive Field Effect 

Transistor (ISFET) pH sensors for profiling float applications. Following a brief 

introduction to the current status of marine chemical sensor technology, the four 

chapters address the various steps involved in sensor development: sensor 
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characterization, calibration, data quality control (QC), and a modeling effort using 

sensor data. 

Chapter 2 introduces a simple QC protocol for profiling float oxygen data by 

comparison to a monthly climatology. This protocol can constrain O2 at the surface to 

better than 3%, and detect sensor drift with high confidence. Similar approaches can 

be taken to QC other chemical sensors data from profiling floats. 

Chapter 3 characterizes the response of the ISFET pH sensor and the Chloride-

Ion Selective Electrode by comparison to the hydrogen electrode and the silver-silver 

chloride electrode, respectively. Both electrodes showed near-Nernstian response, thus 

the error in pH due to non-theoretical behavior of the electrodes is negligible over the 

oceanic range of pH and salinity. 

Chapter 4 quantifies the effect of pressure on the pH of certified tris buffer 

prepared in synthetic seawater. Assignment of pH values to certified buffer solutions 

is essential for sensor calibration. As the number of pH sensors deployed under high 

pressures is expected to increase, this chapter will fill a critical need in sensor 

validation and traceability. 

Chapter 5 presents habitat-specific ocean acidification projections between 

2012 and 2100 for 4 habitats in the upper 100 m of the Southern California Bight. The 

projections were generated by combining high frequency pH sensor data, a regional 

empirical relationship of the CO2 system, and hydrographic data to characterize the 

properties of upwelled waters. Habitat specific acidification signals were predicted, 

and implications for future ocean acidification research are discussed. 



 

1 

 

CHAPTER 1: INTRODUCTION 

 

In situ chemical sensors are changing the landscape of monitoring chemical 

distribution and variability in the marine ecosystem [Johnson et al., 2007; Prien, 2007; 

Moore et al., 2009]. Combined with the right deployment platforms, they are capable 

of providing chemical data with temporal and spatial resolution never before attainable. 

Profiling floats are one of the best monitoring platforms available for studying the 

seasonal evolution of biogeochemical cycles on regional to global scales. Given their 

potential, significant progress has been made to equip profiling floats with a limited 

number of chemical and bio-optical sensors [Johnson et al., 2009], and the resulting 

data have been used to study pelagic production [Riser and Johnson, 2008], nutrient 

supply in subtropical gyres [Johnson et al., 2010], carbon export [Bishop et al., 2002, 

2004], air-sea gas flux [Kihm and Körtzinger, 2010], and oxygen minimum zone 

dynamics [Prakash et al., 2012]. However, many aspects of this technology have not 

yet reached full maturity. For example, one major limitation is the lack of an 

established calibration protocol for chemical sensors on profiling floats. This is partly 

due to the fact that in some cases, there is no consensus among the community as to 

which sensor should be integrated onto floats, or the chemical sensing technology is 

still evolving, making it difficult, or impossible to establish calibration protocols. 

Nevertheless, the lack of such protocols prohibits the wide-use of chemical sensor data 

from profiling floats, and limits the use of data to the individual research groups 

deploying the sensors. Improvements in chemical sensor technology, calibration, and 
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data quality control protocols would greatly benefit the oceanographic community by 

providing new, powerful tools to monitor the ocean.  

Over the course of my dissertation, I have had the great privilege of being 

involved in the development of the Deep Sea Durafet, a pH sensor designed to be 

equipped on profiling floats. This collaborative effort led by Ken Johnson between the 

Monterey Bay Aquarium Research Institute, Honeywell, University of Washington, 

and the Scripps Institution of Oceanography led to the successful deployment of the 

first pH profiling float at the Hawaii Oceanic Time-series (HOT) station ALOHA. My 

involvement in this project has guided my dissertation, and three of the four chapters 

are designed to complement the development of the Deep Sea Durafet.  

Role of Chemical Sensors for Ocean Monitoring  

In order to study oceanic biogeochemical processes, observations should be 

made at the same, or higher temporal and spatial resolution than the phenomenon of 

interest [Prien, 2007]. Almost all chemical measurements in the ocean are made by 

capturing discrete samples in the field, and analyzing them in laboratories. This is 

largely because chemical oceanographers are faced with the painstaking task of 

measuring chemicals that occur in very low concentrations (nM - µM) in a solution 

containing other ions with similar chemical properties but in much greater abundance 

[Johnson et al., 1992]. As a result, analysis often requires sophisticated instruments 

with high sensitivity and specificity that need to be operated by skilled technicians, 

making analysis time consuming, labor intensive, and expensive. Furthermore, large 

areas of the ocean require long transit time from shore (weeks), and often require 
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working under harsh environments. These challenges result in no observations, to 

perhaps 1-2 samples per decade (e.g. repeat hydrography cruises) over the majority of 

the ocean. Many important biogeochemical processes that occur on much shorter time 

scales (e.g., annual, seasonal, tidal, and diurnal) go completely unobserved. Even well-

monitored areas such as the coastal ocean or oceanographic time-series stations (e.g. 

HOT and Bermuda Atlantic Time-Series Study) are monitored only monthly at best. 

Although the value of these datasets is considerable, it is becoming widely recognized 

that traditional discrete sampling methods are insufficient for understanding many of 

the underlying processes responsible for the chemical variability in marine ecosystems 

[Daly, 2000]. This problem, often referred to as the “undersampling problem”, has 

always been one of the largest challenges for the oceanographic community, and will 

require new technologies to overcome. 

In situ chemical sensors can vastly improve the temporal resolution of 

chemical measurements in the ocean by providing high-frequency measurements 

(minutes to hours) for months, to potentially years. Furthermore, the spatial resolution 

can be improved when combined with effective monitoring platforms, such as gliders 

[Davis et al., 2008; Nicholson et al., 2008], profiling floats [Johnson et al., 2007, 

2009], and biological platforms [Boehme et al., 2008]. However, chemical sensor 

technology is not as mature as other sensors that are commonly deployed on 

oceanographic platforms such as those for temperature, salinity, and pressure [Byrne 

and Diamond, 2006; Moore et al., 2009]. Rapid strides in chemical sensing 

technology have been made in the past decade [Daly et al., 2004], and use of chemical 
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sensors for quantitative biogeochemical analysis is becoming more common [Emerson 

et al., 2008, 2011; Harris et al., 2013; Martz et al., 2014]. Further development of 

robust chemical sensor technologies will dramatically increase the temporal and 

spatial resolution of chemical observations in the ocean.  

Profiling Floats 

Profiling floats are Lagrangian platforms designed to observe oceanic 

processes on a basin to global scale [Davis, 1991a, 1991b]. The first floats were 

deployed during the World Ocean Circulation Experiment to study deep ocean 

circulation patterns [Davis et al., 1992]. The success from the small array deployed in 

the 1990’s triggered an international effort to create a global array of profiling floats to 

monitor the physical processes in the upper 2000 m of the world’s oceans in real time. 

This was the birth of the program now famously known as ARGO. The program 

reached full maturity in 2007 when the float array reached the target size of ~3000 

floats, or 1 float every 3 × 3 latitude/longitude grid. The ARGO program has 

maintained, or slightly increased their float array size since, and has proven to be one 

of the most successful oceanographic observing systems.  

Each float contains a hydraulic pump that compresses and inflates an external 

bladder to control the density of the float in situ for autonomous profiling through the 

upper 2000 meters of the water column. Once every 5-10 days, the profiling float 

ascends from its park depth (1000-2000 meters) while measuring temperature, salinity, 

and pressure. At the surface, the float transmits its data to a satellite, and then 

descends to its park depth. The float repeats this cycle for usually 4-5 years, providing 
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several hundred profiles throughout its lifetime. Currently, there are approximately 

3500 floats operating in the ocean, providing publicly available data in near real-time 

from around the globe (www.argo.ucsd.edu).  

Floats offer several distinct advantages as observing platforms. First, the 

spatial and temporal coverage of the data is unprecedented. They are not limited to 

ship tracks and repeat hydrography transects, or by hostile conditions in austral 

winters in the southern ocean, for example. This largely eliminates potential spatial 

and temporal biasing issues during analysis. Furthermore, advancements in ice-

avoiding algorithms now allow floats to operate reliably under areas with seasonal ice-

cover [Wong and Riser, 2013], allowing observations in locations that were previously 

inaccessible. Second, sensors on profiling floats seem to be minimally impacted by 

biofouling, especially when compared to near-surface monitoring platforms. This is 

because floats spend the majority of their time in the deep, dark ocean, and only 

surface periodically to the euphotic zone, where biofouling is most intense This allows 

for long term observations without the expenses and complications involved in 

combating biofouling. Finally, the economic benefits of using profiling floats are 

significant. For example, a typical repeat hydrography cruise obtains approximately 

four profiles a day, and costs anywhere between $20,000 and $40,000 to operate daily. 

This simple calculation estimates the cost of each profile at $5,000-$10,000. On the 

other hand, a profiling float costs approximately $20,000 and provides over a hundred 

profiles during its lifetime, costing under $200 per profile.  

Chemical Sensors on Profiling Floats 
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Development of chemical sensors for profiling floats faces unique obstacles 

such as strict requirements for size, weight, power, reagent consumption, fast response 

time, and long-term stability. Despite these challenges, a number of prototype sensors 

have been successfully equipped onto profiling floats, including those for particulate 

organic carbon [Bishop et al., 2002, 2004; Bishop and Wood, 2009], total gas pressure  

[McNeil et al., 2006], pCO2 [Fiedler et al., 2013], and colored dissolved organic 

matter [Xing et al., 2014]. Furthermore, improvements in profiling float technology 

has made much of this integration possible: efficient piston motors for reduced power 

consumption; introduction of the Iridium satellite communication system that enables 

significantly accelerated data transfer rates and increased data load; and increased 

payload capacities. However, very few or perhaps, no sensors currently exist for 

measuring inorganic carbon parameters in seawater that meet the requirements listed 

above. This represents a critical gap in sensor technology given the immense 

importance of the oceanic carbon cycle.  

An equally important, yet often overlooked aspect of sensor development is the 

establishment of rigorous calibration protocols. Proper calibration and characterization 

of sensors is essential in meeting the stringent requirements of data quality desired by 

the oceanographic community. Deploying sensors that has undergone a tenuous 

calibration process makes interpretation of data difficult, and in the worst case, may 

lead to irrecoverable data. For example, several hundred profiling floats equipped with 

oxygen sensors were deployed worldwide using factory calibration coefficients, and as 

a result, much of the data could not be used for quantitative biogeochemical analyses. 
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I applied a post-deployment correction to the global oxygen profiling float dataset in 

chapter 2. Although significant improvements were made to the dataset, there were 

limitations to this approach such as basin-dependent differences in the quality of the 

corrections. The obvious alternative is to calibrate chemical sensors prior to 

deployment to the highest quality, thus ensuring a dataset that does not require large 

post-deployment corrections, if at all. One of the major goals for the development of 

the Deep Sea Durafet was to establish a comprehensive calibration protocol to avoid 

pitfalls that oxygen sensors on profiling floats encountered. Two chapters in my 

dissertation describe in detail the characterization and calibration of the Deep Sea 

Durafet.  

Ocean Acidification 

The ocean has absorbed roughly 40% of the anthropogenic CO2 since the 

industrial revolution  [Sabine and Tanhua, 2010], and as a result the surface ocean pH 

has declined by roughly 0.1 since pre-industrial times [Caldeira and Wickett, 2003]. 

This phenomenon, known as anthropogenic ocean acidification, is expected to have 

detrimental effects on marine organisms [Doney et al., 2009], especially to those with 

calcium carbonate shells and skeletons [Langdon et al., 2000; Barton et al., 2012]. 

Although studies on the effects of elevated CO2 on organisms based in the laboratory 

and the field are abundant, [e.g. Yates and Halley, 2006; Hall-Spencer et al., 2008; 

Kroeker et al., 2011; Frieder et al., 2014; White et al., 2014] direct observations of the 

acidification trend is relatively scarce [e.g. Dore et al., 2009; Leinweber and Gruber, 

2013; Bates et al., 2014]. One of the major challenges of detecting the acidification 
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signal is the expense and expertise that is required to sustain monthly to seasonal 

measurements for multiple years to decades. An observation system of this magnitude 

is required because pH of seawater experiences large natural fluctuations on diel 

[Hofmann et al., 2011; Price et al., 2012], seasonal [McNeil and Matear, 2008], and 

decadal [Nam et al., 2011] time scales. As the rate of decrease of pH is expected to 

have significant regional variability [Cai et al., 2011; Gruber et al., 2012], direct 

observations of ocean acidification and the development of robust region to habitat 

specific acidification models is a critical necessity to accurately assess the impacts of 

ocean acidification on marine ecosystems. 

Dissertation Outline 

Each chapter in this dissertation addresses a different aspect of chemical sensor 

development: (in order of chapters) post deployment data quality control, sensor 

characterization, sensor calibration, and a modeling effort using sensor data. 

In Chapter 2, I describe a simple QC procedure for profiling float oxygen data 

using a monthly climatology. This study takes the first step of establishing a QC 

protocol for profiling float oxygen data; a critical component of a global 

biogeochemical sensor array. Similar approaches can be taken for other chemical 

parameters in the future. 

Chapter 3 presents thorough characterization of the Nernstian response of 

ISFET and Cl-ISE to the activity of proton and chloride ion, respectively. Results from 

3 ISFETs and 7 Cl-ISE reveal near-Nernstian behavior for both electrodes over a large 

range of hydrogen and chloride ion activity, respectively. The uncertainty due to non-
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Nernstian behavior of the electrodes over the oceanic range of pH and salinity is 

negligible.  

In Chapter 4, the partial molal volume of Tris buffer in artificial seawater 

(      
  ) is reported. Tris buffer has become accepted as the primary pH standard by 

the chemical oceanography community, and has been used to calibrate both 

potentiometric and spepctrophotometric pH measurements in seawater. However the 

buffer solution has only been characterized at 1atm, and the effects of pressure are 

relatively unknown.       
   must be quantified for the development of improved 

calibration protocols for pH sensors intended for high pressure applications, along 

with the capability of validating pH sensor data in situ.  

In Chapter 5, habitat-specific ocean acidification projections between 2012 and 

2100 are generated for 4 habitats in the upper 100 m of the Southern California Bight. 

These projections were generated by combining high frequency pH sensor data, a 

regional empirical relationship of the CO2 system, and hydrographic survey data that 

characterized the source water properties of upwelled waters. Implications for future 

ocean acidification research are discussed. 
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CHAPTER 3: CHARACTERIZATION OF AN ION SENSITIVE FIELD EFFECT 

TRANSISTOR AND CHLORIDE ION SELECTIVE ELECTRODES FOR PH 

MEASUREMENTS IN SEAWATER 

Abstract  

Characterization of several potentiometric cells without liquid junction has 

been carried out in universal buffer, aqueous HCl, and artificial seawater media. The 

electrodes studied include Ion Sensitive Field Effect Transistor (ISFET) pH electrodes, 

and Chloride-Ion Selective Electrodes (Cl-ISE) directly exposed to the solution. These 

electrodes were compared directly to the conventional Standard Hydrogen Electrode 

and Silver-Silver Chloride electrode in order to report the degree to which they obey 

ideal Nernstian laws. These data provide a foundation for operating the ISFET/Cl-ISE 

pair in seawater as a pH sensor. In order to obtain the highest quality pH 

measurements from this sensor, its response to changes in pH and salinity must be 

properly characterized. Our results indicate near-ideal Nernstian response for both 

electrodes over a wide range of H
+
 and Cl

-
 activity. We conclude that the combined 

error due to sub-Nernstian response of the cell ISFET|seawater|Cl-ISE over the range 

of seawater pH and salinity is negligible (<0.0001 pH). The cross sensitivity of the Cl-

ISE to Br
-
 does not seem to be a significant source of error (<0.003 pH) in seawater 

media between salinity of 20 – 35.  

   



28 

 

 

Introduction 

A variety of biogeochemical processes in the ocean result in changes to the 

oceanic CO2 system. Such processes include production/respiration, 

calcification/dissolution, and air-sea gas exchange of CO2, and can be quantified in 

terms of the observed magnitudes of these changes [Smith and Key, 1975; Lee, 2001; 

Feely et al., 2002; Takahashi et al., 2009]. As the CO2 system is the dominant acid-

base system in seawater, these various processes necessarily change the pH; though 

knowledge of pH alone is not sufficient to describe unambiguously the changes that 

occur [Dickson, 2010]. Nevertheless, advances in pH measurement methodology 

[Clayton and Byrne, 1993; Martz et al., 2010; Carter et al., 2013] and calibration 

protocols [Millero et al., 1993; DelValls and Dickson, 1998; Liu et al., 2011; Easley 

and Byrne, 2012] have made pH an effective tool for monitoring the ocean. 

Observations from autonomous sensors are especially powerful, as they are capable of 

providing measurements at time and space scales that are not possible using classic 

sampling schemes [Johnson et al., 2007; Prien, 2007; Moore et al., 2009; Roemmich 

et al., 2009]. Use of such autonomous sensor data for quantitative biogeochemical 

studies is becoming more common [Emerson et al., 2008; Emerson and Stump, 2010; 

Harris et al., 2013; Martz et al., 2014]. 

pH sensors based on the Honeywell Durafet Ion Sensitive Field Effect 

Transistor (ISFET) technology have shown extraordinary stability in seawater, [Martz 

et al., 2010] and have recently seen a dramatic increase in use worldwide [Hofmann et 

al., 2011, 2014; Kroeker et al., 2011; Matson et al., 2011; Frieder et al., 2012; Price 
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et al., 2012; Bresnahan et al., 2014; Kapsenberg and Hofmann, 2014; Martz et al., 

2014]. The ISFET is an active electronic circuit in which the potential between the 

reference electrode and the source of the MOSFET transistor can be made to follow 

the Nernst equation if the amphoteric material on the gate insulator has sufficient 

buffer capacity [Bergveld, 2003a]; insufficient buffer capacity of the gate insulator 

material leads to sub-Nernstian response of the sensor. For example, ISFETs that 

utilize Ta2O5 for the insulator have near-Nernstian response to pH, whereas the 

sensitivity reduces to 30 mV pH
-1

 when using SiO2 [Bergveld, 2003b]. The gate 

material of the Durafet is Honeywell proprietary information.  

Although ISFET pH sensors have been evaluated extensively for their stability 

[Martz et al., 2010], a thorough characterization of the Nernst response of ISFETs 

over the seawater range of pH and ionic composition has not been carried out with the 

low uncertainty desired by chemical oceanographers. For example, near-Nernstian 

response of ISFETs has been documented using NBS buffer solutions [Connery et al., 

1992; Sandifer and Voycheck, 1999; Bergveld, 2003b] and buffers in artificial 

seawater media [Martz et al., 2010]. However, the uncertainty of the response 

estimated in this fashion is too large to enable a meaningful correction to be made for 

oceanic biogeochemical studies. In addition, potential cation interferences to the 

ISFET pH sensor and optimization of the reference electrodes used with the ISFET 

have not been thoroughly examined for seawater applications. Here we demonstrate an 

alternate technique to constrain the Nernst slope to within ±0.1%, and show that any 

cation interference is negligible in seawater media, thus making possible 
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oceanographic applications that desire the ability to measure changes in pH to better 

than 0.005 pH units..  

The most common reference electrode in use today consists of a silver-silver 

chloride (Ag/AgCl) electrode in a concentrated KCl gel saturated with AgCl and with 

a diffusion liquid junction to the test solution. The liquid junction potential associated 

with this junction is essentially uncharacterizable and is often irreproducible, leading 

to systematic errors [Bates, 1973]. Alternatively, a chloride-ion selective electrode 

(Cl-ISE) directly exposed to seawater has been successfully applied as an effective 

substitute to the conventional reference electrode with junction for ISFET pH sensors 

[Shitashima et al., 2002; Martz et al., 2010]. The use of a Cl-ISE as a reference 

electrode eliminates the liquid junction from the electrochemical cell and allows the 

sensor response to be defined in terms of the ion activity product, aH aCl, a well-defined 

thermodynamic quantity. This allows for a potentially more robust calibration and 

accurate measurement of pH. This approach takes advantage of the essentially 

constant ionic composition of seawater [Johnson et al., 1992] to calculate the 

concentration of chloride ion with high accuracy from the measured conductivity of 

the seawater, and therefore infer its effect on the cell potential. In the open ocean, 

salinity varies between 32 and 36 while estuarine environments can reach a salinity of 

near zero. It is therefore essential also to characterize the degree to which the Cl-ISE 

obeys an ideal Nernstian response if it is to be used as a reference electrode in an 

environment with variable salinity. It is also necessary to consider the sensitivity of 

the Cl-ISE to bromide ion in seawater, which could lead to non-Nernstian behavior.  



31 

 

 

Even if a particular ISFET sensor can be shown to be stable in seawater for 

long periods, any deviation from the theoretical response of the sensor to the 

combined effects of analyte ions and temperature results in sensor errors unless 

adequate protocols are outlined to account for such non-ideal behavior. To use ISFET 

devices to obtain the highest quality pH measurements, it is important to characterize 

the behavior of the ISFET and its reference electrode. Here, we present a series of 

experiments that quantify the Nernstian behavior of the ISFET chip used in the 

Honeywell Durafet line of pH sensors and of commercially-available Cl-ISEs. The 

Nernstian response of the ISFET to hydrogen ion was assessed by comparing its 

response to that of a Standard Hydrogen Electrode (SHE) over a pH range of 2 – 12 in 

a universal buffer solution in either a sodium or potassium chloride background. The 

Nernstian behavior of the Cl-ISE was assessed by means of a series of NaCl additions 

to an aqueous HCl solution and comparing its response to that of a standard thermal 

electrolytic Ag/AgCl electrode placed in the same solution without liquid junction, 

and by using the Pitzer model [Pitzer, 1973; Pitzer and Kim, 1974] to allow for the 

changing activity coefficients when interpreting the results. Finally, the overall 

behavior of the cell ISFET|Cl-ISE was assessed in seawater media to evaluate the 

effects of bromide on the electrode response of the Cl-ISE. 

Experimental Section 

Solution Preparation. Universal Buffer (UB) was prepared using a modified recipe 

described by Ellis, 1961 The UB contains 0.1 M of each of the following buffers in a 

0.7 M ionic background of either KCl or NaCl: Tris (2-amino-2-hydroxymethyl-
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propane-1,3-diol); sodium dihydrogen phosphate; citric acid (2-hydroxypropane-1,2,3-

tricarboxylic acid); and sodium borate. The Na2CO3 in the original recipe was replaced 

with borate buffer because continuous bubbling of H2 at lower pHs quantitatively 

removes the carbonate buffer as CO2. 10 L stock solutions of UB were prepared.  

HCl was prepared gravimetrically from a certified 1 M solution (Fisher SA48-

1), and >99.998% pure NaCl was used for the additions (Acros, 31434-1KG-R, Lot 

SZBD0240VN; dried for >24 hours at 180 °C prior to the experiment).  

Tris buffer was prepared following a standard recipe (nominal salinity = 35) 

[DelValls and Dickson, 1998]. The salts were analytical grade, and were used without 

further purification. A certified 1 M HCl solution (Fisher SA48-1, Lot 100167), and 

analytical grade Tris (Fisher T395-1, Lot 100167) were used without further 

purification. KBr was added to the Tris buffer to give [Br
-
] = 840 µmol kg

-1
. The Tris 

buffer used in this study was not calibrated using a Harned cell, as done previously, 

[DelValls and Dickson, 1998] however, spectrophotometric pH measurements of the 

Tris buffer using purified meta-cresol purple [Liu et al., 2011] were used to verify 

agreement with expected pH values [DelValls and Dickson, 1998] to 0.008 .  

Experimental Apparatus. All experiments were performed in a 1 L jacketed beaker 

at 20.000 ± 0.002 °C. A custom lid with an o-ring seal was used to minimize 

evaporation, and to secure the electrodes and titrant and H2 delivery tubes (Figure 3.1). 

A custom set of electronics was used in all experiments to provide a regulated power 

supply to the ISFET sensor, and to buffer the output of the potentiometric voltage 

before recording using a 24-bit ADC. 
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ISFET response to hydrogen ions. The voltage of the cell 

 ISFET | UB, HCl, NaOH | SHE (I) 

(where SHE is a standard hydrogen electrode) was measured while titrating the UB 

with NaOH (2.5 M) over the pH range 2 – 12. Titration of UB with strong base/acid 

results in an approximately linear relationship between added titrant volume and pH, 

allowing stable observations over a wide range of pH. In comparison to measurements 

in certified buffer solutions, this titration technique provides a vastly superior way to 

assess the Nernstian behavior of a pH electrode because it provides ~200 individual 

measurements compared to the usual 3 – 5, and does not require transfer between 

different solutions. However, due to the inconvenience of operating the SHE, this 

technique is rarely employed. The SHE is considered to have a perfect Nernstian 

response [Bates, 1973], thus any systematic changes in the potential of cell (I) indicate 

a non-ideal Nernstian behavior of the ISFET, provided that the SHE is carefully 

prepared, and operated following a strict protocol. Each titration utilized a pair of 

SHEs to confirm proper electrode behavior. The percent theoretical slope (PTS), a 

value that indicates how closely an electrode conforms to ideal Nernstian behavior, 

was calculated as 

           
     

 
     (3.1) 

where b is the slope of E(ISFET|SHE) versus pH [V pH
-1

], and S is the Nernst slope 

(RTln 10)/F), where R is the universal gas constant (8.3145 J K
-1

 mol
-1

), T is the 

temperature in Kelvin, and F is the Faraday constant (96,485 C mol
-1

); least squares 
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regression was used to calculate b. The pH of the solution was estimated using the 

internal reference electrode of the Durafet, which is a Ag/AgCl wire submerged in a 

3.5 M KCl gel solution saturated with AgCl. Systematic errors in estimating the 

solution pH (e.g. a sub-Nernstian response) will contribute to an uncertainty in 

estimating b, and hence PTSISFET. However, since b is small (<0.01) and the cell used 

to estimate pH has a near-Nernstian response, this additional uncertainty can be 

neglected.  

The pH of the UB was lowered to ~2 by adding 10 mL of 1 M HCl into 500 

mL of UB, then H2 was bubbled through the solution for several hours to ensure 

saturation prior to the titration. Ultra High Purity H2 (99.999%) was used, and O2 was 

further removed from the gas stream using an O2 scrubber (Agilent OT-4-SS). O2 was 

removed from the titrant by bubbling with N2 for >24 hours, followed by storage of 

the titrant under a nitrogen atmosphere throughout the titration. Titrant delivery was 

automated using either a syringe pump (Kloehn V6 48K) or a microfluidic gear pump 

(MilliGAT MG-1). 100 µL of titrant was added at each step, and the solution mixed 

for 30 seconds using a magnetic stirrer before measuring the EMF; ten voltage 

measurements were made after each titrant addition. Two hundred additions were 

made over a period of 10 hours. Barometric pressure was monitored with a resolution 

of 1 mbar throughout the titration (Mensor DPG2400), and the EMF of the cell was 

corrected to 1atm of H2 [Bates, 1973]. 

Cl-ISE response to chloride ions. The EMF was measured on two cells without a 

liquid junction immersed in the same solution: 
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 ISFET | 0.01m HCl, NaCl | Cl-ISE (II) 

 Cl-ISE | 0.01m HCl, NaCl | Ag|AgCl (III) 

while adding NaCl(s) so as to change the concentration of NaCl in the solution from 0 

to ~1 M, the upper rating for the Cl-ISE. The silver-silver chloride electrode 

(Ag/AgCl) was prepared using the standard thermal/electrolytic protocol [Bates, 1973]. 

The Cl-ISEs were obtained commercially (see below). Voltages were recorded every 

minute for >15 minutes after each addition of NaCl(s), and the last 5 measurements 

were averaged. The molality of hydrogen ion,   , remains constant throughout this 

experiment, thus the observed changes in EMF can be viewed as largely reflecting the 

response of the Cl-ISE to the changing    , with small yet significant changes 

occurring due to changing activity coefficients as the solution composition changes. 

The EMF of cell (II) follows the Nernst relation:  

where Eref is the reference potential for cell (II) (analogous to a standard potential, E°), 

and γ and m are the activity coefficient and molality of the respective ions. We refrain 

from using the conventional symbol (E°) in equation (3.2) to denote the “standard 

potential” for the cell because of the significant variability in Eref among ISFET pH 

sensors and Cl-ISEs [Martz et al., 2010]. Unfortunately, this variability necessitates 

that Eref must be determined for each individual cell; but once established, Eref seems 

stable for months to years.  

                         (3.2) 
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The mean ion activity coefficient of HCl (     ) is related to the single ion 

activity coefficients:              
   , and has been thoroughly characterized in 

HCl-NaCl mixtures [Harned and Brumbaugh, 1922; Harned and Mannweiler, 1935].  

A framework of equations based on the Pitzer model [Pitzer, 1973] was used to 

estimate       in the HCl-NaCl mixture at 20 °C. The parameters used are given in 

Table 1. The output of the model was used to estimate     
 
after each addition.  

The Nernst response was assessed using Cl-ISEs from two different 

manufacturers: 5 Thermo-Scientific Orion 9417BN ISEs, and 2 based on silver-silver 

chloride pellets purchased from Van London and sealed into a cavity machined on the 

end of a PEEK rod in house; the experiment was also repeated in triplicate on a single 

Orion electrode. Two approaches were employed. The first approach is similar to the 

experiment outlined in the previous section, where trends in the E(Cl-ISE|Ag/AgCl) 

are assessed over a wide range of chloride concentrations. The Ag/AgCl electrodes are 

considered to behave ideally [Baucke, 2002], thus any systematic changes observed in 

E(Cl-ISE|Ag/AgCl) as the solution composition changes indicate non-Nernstian 

behavior of the Cl-ISE. The PTSCl-ISE|Ag/AgCl is calculated using an expression similar 

to equation (3.1), where now b is the slope of E(Cl-ISE|Ag/AgCl) versus –log(    ) 

[V -log(    )
-1

]. Any likely uncertainty in the calculated value of      will only have a 

minor effect on PTSCl-ISE|Ag/AgCl. 

 The second approach uses     
 
estimated using the Pitzer model to calculate 

the expected changes in the EMF of cell (II) resulting from the NaCl additions, and 

compares them to those observed. The       calculated from the Pitzer model was 
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combined with the gravimetrically determined molality of the ions to predict changes 

in EMF (Equation (3.2)). Ideally, the slope of EMF versus –log(    ) should equal S, 

the Nernst value (at 20 °C). As PTSISFET is already known, it is possible to estimate 

PTSCl-ISE (= Sobserved/(S PTSISFET)). Any uncertainty in estimating             is 

directly translated to the calculated PTS for this method.  

Overall response of the cell ISFET|Cl-ISE in seawater media. Equimolar tris buffer 

prepared in artificial seawater (referred to as Tris buffer hereafter) is the pH standard 

for oceanographic pH measurements [Dickson, 1993; Millero et al., 1993; DelValls 

and Dickson, 1998]. The pH of Tris buffer has been characterized (expressed in terms 

of the total hydrogen ion concentration) over a range of temperature and salinity (0 – 

45 °C and 20 – 40, respectively) [DelValls and Dickson, 1998]; the total hydrogen ion 

concentration is defined as   
                , where    is the total sulfate 

concentration (          ) and       is the conditional dissociation constant of 

bisulfate in seawater. This makes Tris buffer a suitable solution to test the overall 

response of the cell ISFET|Cl-ISE and to assess the sensitivity of the Cl-ISE to 

bromide in seawater media. KBr was added to Tris buffer that was prepared in house 

(see above for details) to give [Br
-
] = 840 µmol kg

-1
, the concentration of bromide in 

seawater of salinity 35. The assumption was made that the presence of bromide in Tris 

buffer has a negligible effect on the pH of the solution.  

The EMF was measured on the cell: 

 ISFET | Tris Buffer + KBr |Cl-ISE (IV) 
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and the buffer solution was diluted from salinity 35 to 20 through a series of dilutions 

at ~1 salinity increments. The pH of Tris buffer on the total scale (pHT), as measured 

with cell (IV), can be calculated by: 

     
           (     

  )         
  

     
  (3.4) 

where     
  represents the reference potential corresponding to the total hydrogen ion 

concentration scale, and      
   indicates the trace value of       [Dickson, 1990]; 

information from Dickson, 1990 was used to quantify the latter two terms on the right 

hand side of equation (3.4), and      was determined at the beginning of every 

experiment based on EMF measurements of cell (IV) in Tris buffer with salinity of 35. 

For each dilution step, pHresid was calculated, where pHresid = pHISFET|Cl-ISE – pHS; pHS 

is the value of the certified buffer pH standard, calculated using equation 17 and18 in 

DelValls and Dickson, 1998. Since the pH remains largely constant throughout the 

dilutions (change in pH <0.03), whereas     and     change by almost a factor of 2, 

the pHresid can be interpreted as a measure of how well the cell ISEFET|Cl-ISE 

performs in seawater media, especially in the presence of bromide. Because the 

ISFET|Cl-ISE measurement was first standardized to pHS, pHresid does not include any 

small uncertainty in the value of pHS due to the original solution preparation of the 

buffer solution.  

             
    

       
  

 
          (3.3) 
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 The dilutions were carried out for a subset of Cl-ISEs from the previous 

experiment (Table 3.4), using a single Durafet (Table 3.2). A shift in potential occurs 

when a Cl-ISE is first exposed to a solution containing Br
-
 due to the exchange of Cl

-
 

and Br
-
 in the solid solution [Vaslow and Boyd, 1952]. The electrodes were therefore 

conditioned in Tris buffer containing Br
–-

 for over 2 weeks prior to this experiment.  

Results and Discussion 

Nernstian Response of the ISFET to Hydrogen Ion Activity. The three Durafets 

showed repeatable, Nernstian response to changes in pH between pH 2 – 12 (Table 

3.2). These results are consistent with previous studies that have assessed the 

Nernstian behavior of Durafet electrodes [Connery et al., 1992; Sandifer and 

Voycheck, 1999]. One of the ISFETs (DF3) was created from a different production 

wafer than the other two, suggesting consistency across independently manufactured 

Honeywell ISFET chips; Sandifer and Voycheck, 1999 also reported near-Nernstian 

behavior of ISFETS from four different production wafers.   

Although the entire range of E(ISFET|SHE) was less than 100 µV over 10 pH 

units, a systematic pattern of slightly sub-Nernstian response under acidic conditions 

(pH 2 – 7.5), and super-Nernstian response under basic conditions (pH 7.5 – 12) was 

observed in all cases (Figure 3.2). A possible explanation to this behavior is a small 

cross sensitivity of the ISFET to cations in solution (e.g. a sodium error; the buffers 

used to prepare the UB were sodium salts). The commonly observed sodium error in 

glass electrodes becomes apparent at higher pH, as [H
+
] reaches trace amounts. The 

same pattern was observed between solutions with a 0.7 M NaCl or KCl ionic 
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background (Table 3.2), suggesting that sodium is not the sole source of the super-

Nernstian response at high pH. However, since the buffers were made from sodium 

salts, the experiment was not carried out in a completely Na-free solution, even in the 

KCl background. It is important to note that although these non-ideal behaviors are 

statistically significant, they can be safely ignored. For example, in the pH range 7 – 

8.5, the largest non-Nernstian behavior observed in this study would result in a 

calculated pH bias of < 0.00005; significantly smaller than the precision of the 

electrode. However, since the PTS of ISFETs depend on the insulating material 

[Bergveld, 2003b], results presented here would not be representative of all ISFET 

devices.  

In this study, the PTS can be quantified with low uncertainty for two reasons. 

First, direct comparison of the ISFET to the SHE potential eliminates any need to rely 

on standard buffer solutions. Since all pH measurements are ultimately traced back to 

measurements using a SHE in a Harned cell [Bates, 1973], direct measurements of 

E(ISFET|SHE) over a large range of pH provides unambiguous assessment of the 

Nernstian response of the ISFET to hydrogen ion. Second, stable EMF measurements 

can be made throughout the titration due to the buffering capacity of the UB over a 

wide range of pH. The stability of E(ISFET|SHE) at any point during this experiment 

was around 20 – 30 µV (1 std. dev.). The number of separate data points utilized in the 

regression leads to a robust determination of the PTS.  

As a comparison, we estimate the likely error for the PTS that would result 

from using the “multipoint calibration” approach [Baucke et al., 1993; Buck et al., 
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2002], recommended by IUPAC for the highest quality pH measurements. The 

estimate (Table 3.3) is based on using 4 buffers (pH = 4.1, 6.9, 9.21, and 10.01) and 

standard propagation of uncertainty calculations [EURACHEM/CITAC, 2000]. Three 

sources of error were assumed: errors in the pH assigned to the buffer, in the 

temperature used to calculate the Nernst slope, and in the voltage measurements. The 

effect of temperature was small (<0.01% in PTS for an uncertainty of 0.1°C), thus is 

not considered further. The dominant source of error in the calculated PTS is the 

uncertatinty of the buffer pH, with a smaller yet noticeable influence from the 

uncertainty of the voltage measurements. Even in the best case scenario (pH 

uncertainty of 0.005 and voltage uncertainty of 20 µV), the calculated uncertainty in 

the PTS is larger than the values reported in this study by an order of magnitude. Such 

an error would be noticeable using a state of the art combination glass electrode with a 

resolution of 0.001 if pH measurements were made over a range > 1. However, the 

method used here is significantly more complex to perform, and for many applications 

the multipoint calibration may suffice. But such an approach will necessarily require a 

liquid junction as conventional buffers do not have chloride ion, and the main source 

of error may then be the residual liquid junction potential. 

Response of Cl-ISE to Chloride ion activity: All 7 Cl-ISEs conformed closely to 

ideal Nernstian behavior over a large range of chloride concentration (Table 3.4). 

Typical results from NaCl additions are shown in Figure 3.3. The PTSCl-ISE|Ag/AgCl is 

likely to provide the more accurate assessment of electrode response, because the Cl-

ISE is measured directly against the Ag/AgCl electrode and the result is relatively 
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insensitive to small errors in the calculated     . The results from a triplicate run were 

in agreement within experimental error (Table 3.4, electrode O2). Overall, PTSCl-

ISE_Pitz was lower than PTSCl-SE|Ag/AgCl by 0.56 ± 0.14% (1 std. dev.), suggesting a small 

negative bias when determining PTS by directly estimating      using the Pitzer 

model. Nevertheless, this suggests that the PTS of Cl-ISE can be accurately 

constrained to several tenths of a percent even without using a Ag/AgCl electrode.  

It is known that the silver-silver chloride electrode in acidic solution exhibits a 

slightly different absolute voltage in the presence of O2 [Taylor and Smith, 1939; 

Bates, 1973]. However, there is little evidence that the response to chloride ion suffers 

in the presence of air and therefore our experiment was performed without 

deoxygenating the solution so as to avoid additional experimental complications. For 

example, each addition of NaCl(s) exposes the experiment to the atmosphere and thus 

would require continuous bubbling of the solution with an inert gas such as N2. This 

could cause the solution to splash onto the side of the beaker and possibly evaporate, 

making it difficult to accurately quantify the    with each NaCl(s) addition. Since the 

quality of the calculated PTS is directly dependent on the accuracy of    , the 

experiment was carried out in a way that minimized evaporation, but allowed for 

contact with the atmosphere. The disturbance in the potential of silver-silver chloride 

electrode due to oxygen is attributed to the following reaction [Taylor and Smith, 

1939] 

           
 ⁄               (3.5) 
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which results in a slightly reduced concentration of HCl within the porous electrode. 

The effect of this side reaction on the electrode potential was quantified by: 

      
  

 
         (3.6) 

where C is the concentration of HCl, and δ is the effective decrease in C within the 

silver-silver chloride electrode. The δ was found to be δ ≈ C/200, however, it was only 

estimated at 0.05 m HCl [Taylor and Smith, 1939]. If δ is proportional to C throughout 

the whole [Cl
-
] range, it would not have any effect on the calculated PTS, since all 

points in Figure 3.3 will be subject to the same offset, leaving the calculated slope 

unaffected.  

The error associated with the observed non-Nernstian response of the Cl-ISE is 

negligible when measuring seawater pH. For the salinity range of the open ocean (32 - 

36), even a 98% PTS (worse than any electrode observed in this study) only leads to 

an uncertainty of < 0.0001 pH. This increases to ~0.0003 when the lower limit of the 

range is extended to a salinity of 20. Considering that the short term pH precision of 

the cell ISFET|Cl-ISE is about 0.0005, errors associated with non-Nernstian response 

of Cl-ISE can safely be ignored.   

Overall Response in Seawater Media. The |pHresid| was <0.002 for three of the four 

electrodes, and <0.003 for all four electrodes between salinity 20 – 35, showing 

excellent agreement between the measured and calculated Tris buffer pH (Figure 3.4). 

The effect on pH of diluting the buffer concentration was neglected as this effect is 

small [DelValls and Dickson, 1998]. These results suggest that the presence of Br
-
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does not appear to significantly affect the electrochemical cell performance, so long as 

the Cl-ISE has been conditioned in a solution containing seawater levels of bromide 

ion. Furthermore, electrodes from both manufacturers (Orion and Van London) seem 

to perform equally well, despite the difference in impedance observed between the two 

types of electrodes. We suspect this difference reflects differing compositions of the 

Cl-ISE, however, cannot confirm such suspicions because this information is 

proprietary. Only a small number of electrodes were tested here, and further validation 

of these results using a greater number of electrodes may be warranted.  

Conclusion 

 The Nernstian response of the ISFET to hydrogen ion and Cl-ISE to chloride 

ion have been examined over a wide range of pH and chloride ion concentration. 

Direct comparison to the standard hydrogen electrode over a pH range of 2 – 12 in a 

constant ionic background revealed a near-ideal response of the ISFET to hydrogen 

ion. The Cl-ISE showed a slightly sub-Nernstian response, but all electrodes tested 

here had a PTS >99.4%. The error that can be expected from the observed non-

Nernstian behavior over the seawater range of pH (7 – 8.5) and salinity (32 – 35) is 

negligible (<0.0001 pH). Any cross sensitivity to bromide in seawater media does not 

seem to introduce significant errors into the measured pH for salinities between 20 and 

35. It is important to note that the results presented here refer to the errors associated 

with changing pH and salinity, and do not reflect the combined uncertainty of pH 

measurements which would also include any associated calibration uncertainty. The 

latter will depend – in part – on the uncertainty of a reference pH value, reported for a 
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Certified Reference Material or the pH ascribed to a traceable pH measurement carried 

out alongside an operating sensor [Bresnahan et al., 2014]. Furthermore, uncertainties 

due to rapidly changing environmental conditions (e.g. thermal or salinity) can 

potentially introduce errors not accounted for here. 

The use of ISFET|Cl-ISE pH sensors in oceanography is expected to increase 

in the coming years, as such a sensor adapted for oceanographic observations (based 

on the Durafet) has recently became commercially available (SeaFET
TM

 Ocean pH 

Sensor, Satlantic, Halifax, Canada). In addition to the near-ideal response to chloride 

ion at 1 atm, the Cl-ISE appears to exhibit minimal pressure hysteresis [Shitashima et 

al., 2002], making it an attractive option for profiling applications [Shitashima et al., 

2008]. High pressure tolerant ISFET sensors with Cl-ISE reference electrodes are now 

being deployed on profiling floats of the type used in the Argo array [Johnson et al., 

2007; Roemmich et al., 2009]. These platforms enable pH observations to be made 

throughout the open ocean and the work performed here demonstrates that the sensor 

response to hydrogen ion and chloride concentrations matches the theoretical 

predictions. This is an essential, enabling step for the development of a global pH 

observing system. As the number of ISFET|Cl-ISE sensors increases, it will be 

essential to establish standard calibration protocols, ideally implemented by the 

manufacturer, to ensure data comparability from these sensors. This work 

demonstrates that protocols to correct for non-Nernstian behavior are not necessary, 

allowing for a more simplified calibration procedure and thus a higher rate of sensor 

production at less, potentially making it more accessible for the community.  
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Table 3.1: Pitzer model parameters used to estimate       for HCl-NaCl mixture at 

20 °C. 

Parameter Value (20 °C) Reference 

Aφ 0.3882 kg
1/2 

mol
-1/2 

[Bradley and Pitzer, 1979] 

βHCl
(0)

 0.1788 [Holmes et al., 1987] 

βHCl
 (1)

 0.2956 [Holmes et al., 1987] 

βNaCl
 (0)

 0.0714 [Pitzer et al., 1984] 

βNaCl
 (1)

 0.2723 [Pitzer et al., 1984] 

CHCl
φ
 5.138 × 10

-4 
[Holmes et al., 1987] 

CNaCl
φ
 0.002 [Pitzer et al., 1984] 

θHNa 0.036 [Pitzer and Kim, 1974] 

θHNa´ 0 [Pitzer and Kim, 1974] 

ψHNaCl -0.004 [Pitzer and Kim, 1974] 

α 2 kg
1/2

 mol
-1/2 

[Pitzer, 1973] 
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Table 3.2: Average PTS ± 95% C.I. (n = 6 for each electrode, t = 2.571) of three 

Durafet sensors 

Durafet #ID pH 2-7.5 pH 7.5-12 pH 2-12 

DF1
a

 99.985 ± 0.004% 100.029 ± 0.004% 100.005 ± 0.002% 

DF2
b

 99.976 ± 0.011% 100.032 ± 0.013% 100.007 ± 0.002% 

DF3
b,c

 99.996 ± 0.005% 100.036 ± 0.009% 100.019 ± 0.008% 
a
 Ionic background of KCl 

b
 Ionic background of NaCl 

c
 Electrode used in Tris buffer dilution experiments. 

  



49 

 

 

Table 3.3: Estimated uncertainty of calculated PTS from multipoint calibration using 4 

buffers
 

EMF uncertainty (right) 

pH uncertainty (down) 

 

20 µV 

 

100 µV 

 

200 µV 

 

300 µV 

 

500 µV 

0.005 0.12% 0.15% 0.21% 0.30% 0.47% 

0.010 0.22% 0.24% 0.29% 0.35% 0.50% 

0.015 0.33% 0.34% 0.38% 0.43% 0.56% 

0.020 0.44% 0.45% 0.47% 0.52% 0.63% 
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Table 3.4: PTS (± 95% C.I.) for Cl-ISE and Ag/AgCl reference electrodes 

 PTSISE_Pitz
a 

PTSCl-ISE|Ag/AgCl 

O2
b 99.16 ± 0.18 99.46 ± 0.05 

O2
b 98.83 ± 0.18 99.41 ± 0.08 

O2
b 98.85 ± 0.19 99.43 ± 0.07 

O3
b 99.43 ± 0.41 100.03 ± 0.09 

O4 99.24 ± 0.42 99.72 ± 0.42 

O5 99.20 ± 0.22 99.98 ± 0.09 

O6 99.21 ± 0.19 99.80 ± 0.05 

VL1
b 99.39 ± 0.16 ─── 

VL2
b 99.54 ± 0.16 ─── 

a 
R

2
 > 0.9999 for linear regression 

b
 Electrodes used in Tris buffer dilution experiments. 
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Figure 3.1: Schematic of the custom hydrogen electrode cell. The cell is constructed of 

a 1 L jacketed beaker for temperature control and a custom o-ring sealed cap for H2 

and titrant delivery. The same apparatus was used for the other experiments with the 

ports for H2 and NaOH plugged.   
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Figure 3.2: Average titration results for Durafet #2 (n = 6). A positive and negative 

slope indicates a sub and super Nernstian response, respectively. Circles and triangles 

indicate data for pH <7.5 and >7.5, respectively. Solid lines represent the regression 

used to calculate PTSISFET.   
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Figure 3.3: Results from a typical experiment showing (A) E(ISFET|Cl-ISE) (data for 

the Ag/AgCl electrode not shown), and (B) E(Ag/AgCl|Cl-ISE). Solid lines represent 

the linear regression used to calculate the PTS. Open symbols represent data where 

[Cl
-
] > 1M, and were not used in calculating PTS. 
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Figure 3.4: Effect of salinity on pHresid. One anomalous data point was deleted.  
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CHAPTER 4: THE EFFECTS OF PRESSURE ON TRIS BUFFER IN SYNTHETIC 

SEAWATER 

Abstract 

Equimolar Tris (2-amino-2-hydroxymethyl-propane-1,3-diol) buffer prepared 

in artificial seawater media is a widely accepted pH standard for oceanographic pH 

measurements, though its change in pH over pressure is largely unknown. The change 

in volume (ΔV) of dissociation reactions can be used to estimate the effects of pressure 

on the dissociation constant of weak acid and bases. The ΔV of Tris in seawater media 

of salinity 35        
    was determined between 5 and 40 °C using potentiometry. The 

potentiometric cell consisted of a modified high pressure tolerant Ion Sensitive Field 

Effect Transistor pH sensor and a Chloride-Ion Selective Electrode directly exposed to 

solution. The effects of pressure on the potentiometric cell were quantified in aqueous 

HCl solution prior to measurements in Tris buffer. The experimentally determined 

      
   were fitted to the equation -0.0073TC

2
 + 0.55TC + 4.7, where TC is temperature 

in Celsius; the resultant fit agreed to experimental data within uncertainty of the 

measurements, which was estimated to be 1.4 cm
-3

 mol
-1

. Using the results presented 

here, pH of Tris buffer can be constrained to better than 0.005 at 200 bar.  
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Glossary of Terms 

Cl-ISE Chloride-Ion Selective Electrode 

E Measured electromotive force (EMF) of the cell ISFET|Cl-ISE 

Eref(T,P)  Reference potential for the cell ISFET|Cl-ISE at T and P on the free 

hydrogen ion concentration scale 

    
       Reference potential for the cell ISFET|Cl-ISE at T and P on the total 

hydrogen ion concentration scale  

F Faraday Constant (96485 C mol
-1

) 

f(T,P) Change in E due to pressure induced strain on the ISFET 

ISFET Ion Sensitive Field Effect Transistor 

  
   Acidity constant for species i at P 

   Molality of species i 

  
  Molality of hydrogen ion on the total scale;   

    (  
    

     
) 

RG Gas constant (83.145 cm
3
 bar mol

-1
 K

-1
) 

R Universal gas constant (8.3145 J K
-1

 mol
-1

) 

P Gauge Pressure (Bar)  

pH pH on the free hydrogen ion concentration scale; pH = -log(  ) 

pHT pH on the total hydrogen ion concentration scale; pHT = -log(  
 ) 

k Nernst Slope; k = RTK∙ln(10)/F 

     Total sulfate concentration; SO4T =      
  +     

   

TK Temperature in Kelvin 

TC Temperature in Celsius  

    Difference in partial molal volume of the acid dissociation reaction for 

species i 

[cm
3
 mol

-1
] 

   
   Difference in partial molal volume of the acid dissociation reaction for 

species i in seawater media (salinity = 35) [cm
3
 mol

-1
] 

 ̅   Partial molal volume of species i at infinite dilution [cm
3
 mol

-1
] 

 ̅   Partial molal volume of species i in the ionic medium [cm
3
 mol

-1
] 

 ̅ 
    Partial molal volume of species i in seawater media (salinity = 35) [cm

3
 

mol
-1

] 

   Activity coefficient for species i  

      Mean activity coefficient of HCl, where              
    

    Difference in partial molal compressibility of the acid dissociation reaction 

for species i [cm
3
 mol

-1
 Bar

-1
] 
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   Difference in partial molal compressibility of the acid dissociation reaction 

for species i in seawater media (salinity = 35) [cm
3
 mol

-1
 Bar

-1
] 

 ̅   Partial molal compressibility of species i at infinite dilution [cm
3
 mol

-1
 bar

-

1
] 

 ̅   Partial molal compressibility of species i in the ionic medium [cm
3
 mol

-1
 

bar
-1

] 

 ̅ 
   Partial molal compressibility of species i in seawater media (salinity = 35) 

[cm
3
 mol

-1
 bar

-1
] 
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Introduction 

Open ocean pH is declining at rates between -0.001 to -0.002 pH yr
-1

 as 

atmospheric CO2 increases and the surface ocean equilibrates with larger partial 

pressures of CO2 [Dore et al., 2009; Byrne et al., 2010; Bates et al., 2014]. Decreases 

in  pH may have large impacts on ocean ecosystems, particularly on organisms that 

make calcium carbonate skeletons and shells [Barton et al., 2012; Bednaršek et al., 

2012]. It is expected that rates of pH change will not be uniform [Feely et al., 2008; 

Wootton et al., 2008], and different regions will experience varying degrees of impact. 

The rate of decrease has been observed directly at a few long-term time series stations 

[Bates et al., 2014] using highly reproducible spectrophotometric pH measurements 

[Clayton and Byrne, 1993; Liu et al., 2011]. The expense and expertise required to 

sustain such observations prevent them from being scaled to large areas of the ocean. 

Alternatively, a monitoring system that utilizes autonomous chemical sensors may 

alleviate such problems and greatly improve our understanding of the spatial and 

temporal variability of the rate of pH decline in the ocean. However, in order to 

establish such a chemical sensor network, the development and implementation of 

stringent calibration protocols are necessary.  

The assignment of proper pH values to a suitable buffer solution is essential in 

obtaining accurate pH measurements [Bates, 1973]. Equimolar Tris (2-amino-2-

hydroxymethyl-propane-1,3-diol) buffer prepared in artificial seawater (referred to as 

just Tris buffer hereafter) has been widely accepted as the primary pH standard for 

oceanographic pH measurements [Dickson, 1993; DelValls and Dickson, 1998], and 
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has been used to calibrate potentiometric pH measurements [Millero et al., 1993; 

Martz et al., 2010], and to characterize indicator dyes used in spectrophotometric pH 

measurements [Clayton and Byrne, 1993; Liu et al., 2011]. Although the temperature 

and salinity dependence of the dissociation constant of Tris has been quantified at 0 

gauge pressure (     
 ) [DelValls and Dickson, 1998], its pressure dependence has yet 

to be determined in seawater media. As the number of in situ pH measurements at 

high pressures is expected to increase rapidly in the next decade due to improvements 

in robust pH sensor technology, characterizing Tris buffer in seawater under high 

pressures will meet a crucial need in sensor calibration and traceability. 

The relationship between the dissociation constant at in situ gauge pressure 

(  
   and at 0 gauge pressure (  

   is given by 

    (
  
 

  
 )  

             
 

           
 (4.1) 

where ΔVi [cm
3
 mol

-1
] and Δκi [cm

3
 mol

-1
 bar

-1
] are the differences in partial molal 

volume and compressibility of the acid dissociation reaction, respectively, RG is the 

gas constant (83.145 cm
3
 bar mol

-1
 K

-1
), TK is temperature in Kelvin, and P is gauge 

pressure in bar [Byrne and Laurie, 1999; Millero, 2001]. The ΔVTris at infinite dilution 

and in low ionic strength solutions (≤ 0.1 mol dm
-3

 NaCl) has been reported using 

dilatometry [Katz and Miller, 1971; Kitamura and Itoh, 1987] and spectrophotometry 

[Neuman et al., 1973]. However, since ΔV is dependent on ionic strength and solution 

composition [Byrne and Laurie, 1999], ΔVtris must be quantified in seawater media for 

high accuracy in situ pH sensor calibration.  
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Here, we report       
   between 5 – 40 °C, where the superscript SW refers to 

seawater media of salinity 35. A potentiometric cell consisting of an Ion Senstive 

Field Effect Transistor (ISFET) pH sensor and a Chloride-Ion Selective Electrode (Cl-

ISE) was utilized to quantify the effects of pressure on KTris up to 200 bar. Sources of 

uncertainty for the reported values are explored.   

Background and Theory 

The pressure dependence of KTris can be calculated by monitoring the solution 

pH over a range of pressures. The left hand side of equation (1) is equivalent to the 

difference in solution pH at 0 and experimental P (pH
0
 – pH

P
), given that the 

concentration of H
+
 and OH

-
 is negligible compared to the buffer concentration: 

           
             

 

           
 (4.2) 

Therefore       
   and       

   can be quantified from a second order polynomial 

regression between RG∙TK∙ln(         versus pressure.  

The pH of the solution was quantified using the cell ISFET|Cl-ISE. The 

operating principle of ISFET pH sensors is based on potentiometry, though 

significantly differs from conventional potentiometric electrodes such as the glass 

electrode. The ISFET is an active electronic circuit, in which the potential between the 

reference electrode and the source of the transistor follows the Nernst equation, given 

that the gate insulator material has sufficient buffer capacity [Bergveld, 2003]. The 

ISFET utilized in the Honeywell Durafet line of pH sensors (referred to as ISFET 

hereafter) with a Cl-ISE directly exposed to solution as the reference electrode have 
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been shown to produce extremely stable measurements in seawater for months to 

years at 1 atm [Martz et al., 2010]. The Cl-ISE is especially well suited for high 

pressure applications, as it seems to exhibit minimal pressure hysteresis [Shitashima et 

al., 2002]. These traits make ISFET|Cl-ISE a good candidate for characterizing Tris 

buffer over periods of weeks to months.  

The electromotive force (EMF) of the cell ISFET|Cl-ISE can be explained by 

the Nernst relation: 

                                   
        (4.3) 

where           is the reference potential at experimental T and P, k is the Nernst 

slope, m is the molality of the respective ions, and       is the mean activity 

coefficient of HCl (              
   ); the Nernst slope is defined as k = 

RTKln(10)/F, where R is the universal gas constant (8.3145 J K
-1

 mol
-1

), and F is the 

Faraday constant (96485 C mol
-1

). Although the Eref is analogous to the “standard 

potential”, it is referred to as the reference potential because of the large variability 

between ISFET sensors [Martz et al., 2010]. Rearranging equation (4.3) for pH, 

defined as the –log(mH), gives 

 

            

  
                                    

     

 
 

(4.4) 
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In order to calculate pH at experimental conditions, the T-P induced changes on 

          and       must be quantified (   , however, is independent of T and P).  

The relationship between the activity coefficient of species i at experimental 

pressure,   
 , and its activity coefficient at 0 bar,   

 , is given by 

   (
  
 

  
 )  (

   ̅   ̅   

    
)  (

     ̅   ̅   

    
)   (4.5) 

where  ̅  and  ̅  are the partial molal volume and compressibility in the ionic medium, 

respectively, and the ° symbol refers to the reference state at infinite dilution [Byrne 

and Laurie, 1999]. By convention, the partial molal quantities of H
+
 are 0 under all 

conditions [Millero, 2001], thus for this study, we assume      
      

 ⁄     
    

  . 

Characterizing Eref(T,P) 

The Eref(T,0) can be quantified using a linear relationship [Connery et al., 

1992; Martz et al., 2010], however, the pressure response deviates from a simple 

linear response, and must be determined for every sensor individually. Furthermore, 

the pressure response of Eref, induced by strain on the ISFET and mounting 

mechanism, is slightly temperature dependent and must be characterized over the 

temperature range of interest. The pressure response of Eref at a given temperature can 

be expressed as 

 
                           

                     
 

   
 (4.6) 

where f(T,P) is the pressure response of the ISFET, and the 10 in the denominator 

converts units for the gas constant. The second term on the right describes the pressure 

induced change in solubility of the Cl-ISE, and ΔVAgCl and ΔκAgCl refer to the 
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difference in partial molal volume and compressibility of the redox reaction of the Cl-

ISE:  

 AgCl(s) + e
-
 ↔ Ag(s) + Cl(aq)

-
 (4.7) 

Since partial molal quantities of solids are 0, ΔVAgCl and ΔκAgCl are equivalent to  ̅   

and  ̅  , respectively; note that these partial molal quantities are solution dependent. 

The  ̅  
   and  ̅  

   is known [Millero, 1982], thus, pH of Tris buffer can be quantified 

at experimental P, if f(T,P) is characterized.  

The f(T,P) can be quantified by measuring EISFET|Cl-ISE in a solution where the 

activity of HCl,  ̅  , and  ̅   are known over the desired range of T and P. Combining 

equations (4.3) and (4.6) gives 

 

                                
                 

 
  ̅          ̅   

 

   
 

(4.8) 

Aqueous HCl is an ideal solution for this approach since HCl is fully dissociated, thus 

   and     are independent of T and P,       is well characterized over a wide range 

of temperature [Harned and Ehlers, 1932; Harned and Owen, 1963], and the partial 

molal quantities of Cl
-
 in HCl media are known [Millero, 1982]. Furthermore, the 

effect of pressure on       in 0.01 m HCl solution is negligible (<10 µV at 200 bar) 

[Harned and Owen, 1963]. Once f(T,P) is quantified for a given ISFET|Cl-ISE cell, 

then it can be used to measure pH of Tris buffer at experimental T and P (equation 

(4.4) and (4.6)) to quantify       
   (equation (4.2)). 
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Determining       
  . 

The pH of Tris buffer is reported on the total hydrogen ion concentration scale 

[DelValls and Dickson, 1998], and is defined as pHT = –log(  
 );  

where SO4T is the total sulfate concentration (     
  +     

  ), and        is the 

acidity constant for bisulfate. Therefore the pH on the total scale at experimental 

pressure (   
 ) must be determined to quantify       

   and       
   using equation (4.2). 

pHT can be calculated by:  

where     
       is the reference potential on the total hydrogen ion concentration 

scale, and is defined as 

 
    
                      (  

    

     
 

) (4.11) 

The SO4T was quantified assuming salinity = 35 [Dickson et al., 2007], and      
  

was calculated from equation (4.1), using      
  from Dickson, 1990, and       

  and 

      
   from Millero, 1982. Eref(T,P) was calculated using  ̅  

   and  ̅  
  , [Millero, 

1982]) and the f(T,P) quantified in aqueous HCl (equation (4.6)). Finally, the pressure 

   
    (  

    
      

) (4.9) 

 

            
  

  
                  

                 
     

 
 

(4.10) 
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effect on       is not negligible in Tris (~ 200 µV at 200 bar), thus equation (4.5) was 

used to calculate      
 . 

Materials and Methods 

Experimental Apparatus 

Temperature and pressure cycles were carried out in a custom system capable 

of reproducing a T-P range of 0 - 40 °C, and 0 – 200 bar. The ISFET|Cl-ISE cells were 

placed into a vessel consisting of a titanium housing with an inert PEEK insert as the 

wetted material. The T and P of the housing is controlled by a temperature bath 

(Thermo Scientific, RTE-7) and an ISCO 260D Syringe pump, respectively. The 

pressure chamber was placed in an air bath (controlled by the same water bath) in 

order to improve temperature stability. Temperature was measured using a YSI 4600 

thermometer with an Omega thermistor (P/N ON-410-PP), and pressure was measured 

using an Omega analog pressure sensor (P/N: PX409-5.0KG5V-XL). The thermistor 

was calibrated between 0 – 40 °C using a Hart 5611T thermistor (estimated accuracy 

of 0.01 °C). The factory calibration was used for the pressure sensor (accuracy of 

0.03%).  

Modified, high-pressure tolerant ISFETs were used for this study, since 

commercially available Durafets are only capable of withstanding pressures up to 6.9 

bar (100 psi). Cl-ISE pellets were purchased from Van London, and packaged in-

house. Two ISFET|Cl-ISE cells (DF52 and DF53) were simultaneously operated in 

either a 0.0100 ± 0.0001 m HCl or Tris buffer solution; HCl was prepared 

gravimetrically using a 1 mol dm
-3

 HCl standard solution (Fisher, SA48-1), and a 
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certified Tris buffer distributed by the Dickson lab (batch 8) was used. A 24-bit 

Analog to Digital Converter (NI-9219) was used to measure EISFET|Cl-ISE every 45 

seconds. All electronics except for the water bath were powered through an isolation 

transformer to eliminate potential ground loop issues.  

Experimental Procedure 

The T and P were controlled through a LabView interface, and pressure was 

cycled between 0 – 200 bar at a rate of 0.016 ml min
-1

, taking approximately 8 hours 

for a full compression/decompression cycle. This resulted in > 600 discrete 

measurements per pressure cycle. Pressure cycles were performed at 9 different 

temperatures at 5 °C intervals between 0 and 40 °C (n = 6 for HCl, n = 9 for Tris 

buffer at each temperature). This was repeated twice, to serve as replicate estimates for 

f(T,P) and       
  . The first pressure cycle at a new temperature was discarded due to 

incomplete thermal equilibration of the housing. Furthermore, only the data collected 

during increasing pressure were used in the analysis, since EISFET|Cl-ISE showed better 

agreement between different pressure cycles than using data from the entire pressure 

cycle (agreement was better than  60 µV; 1 σ).  

The f(T,P) at each temperature was quantified as the average of 5 pressure 

cycles, and its repeatability and stability were assessed by comparing results from 

replicates. We assumed that f(T,P) remained constant between HCl and seawater 

media, though this assumption was not tested. The       
   was quantified as the 

average of 8 pressure cycles.  

Results and Discussion 
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Characterization of f(T,P) 

DF52 and DF53 had distinct, yet repeatable f(T,P) at each temperature (Figure 

4.1). The mean f(T,P) at each temperature were binned into 5 dbar intervals to produce 

a look up table to prevent the small yet significant biases resulting from a high order 

polynomial fit. The stability of f(T,P) was assessed by comparing replicate estimations 

of f(T,P) at each temperature; depending on the temperature, these replicate 

measurements could have taken place weeks to months apart. Both cells showed 

adequate stability and repeatability. Agreement of f(T,P) between replicates between 0 

– 200 bar and 0 – 40 °C was 50 µV for DF53, and 200µV for DF52, demonstrating the 

long term stability of the sensor performance. 

A general trend of greater |f(T,P)| at lower temperatures for pressures < 170 bar, 

and the reverse at pressures > 170 bar, was observed for both cells. The effects of 

temperature are not completely independent of pressure, and vice versa. Failure to 

account for this small, yet detectable, cross-sensitivity could lead to errors up to ~370 

µV (e.g. when comparing f(0°C,P) and f(40°C,P). These results imply errors of up to 

0.005 pH, if, for example, f(T,P), quantified at a single temperature is extended over 

the entire pressure and temperature range; this would lead to an uncertainty in       
   

of 1.5 ml mol
-1

. As stated above, the calibration process employed in this work leads 

to pH stability of 200 µV or ~0.003 pH, which translate into an uncertainty in       
   

of 0.9 ml mol
-1

. 

Determination of       
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The       
   was calculated as the slope of a regression for –RGTKln(pH

0
 - pH

P
) 

versus P (equation (4.2)) between 30 and 200 bar (Figure 4.2) over the range 5-40 °C. 

The magnitude and sign of the change in pHT of Tris buffer between 0 and 200 bar is 

highly dependent on temperature. For example pHT of Tris buffer increases by ~0.03 

at 25°C, whereas it decreases by ~0.007 at 5 °C. Sensor noise often increased with a 

full depressurization of the sensors, theorized to be due to nucleation of an air bubble 

in the open gate of the FET. Therefore, regression was limited to data above 30 bar. 

The       
   was not calculated because the fit of the data did not improve the quality of 

the fit from a linear to quadratic regression. This is most likely because the effects of 

partial molal compressibility are usually not significant at pressures below 1000 bar 

[Byrne and Laurie, 1999].  

Unfortunately, following several weeks of good operation, both DF52 and 

DF53 malfunctioned before       
   could be quantified at temperatures below 5 °C. 

Both DF52 and DF53 failed or began to exhibit erratic behavior partway through the 

second set of replicate pressure cycles. In summary,       
   was quantified a total of 15 

times at 8 temperatures between 5 – 40 °C, with replicates at temperatures ≥ 25°C 

(Table 4.1). The mean       
   was fitted to the equation  

    
        (4.12) 

where TC is temperature in Celsius, A = -0.0073, B = 0.55, and C = 4.70. This 

quadratic equation agrees to experimental data within the uncertainty of the 

measurements (see below). 
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The uncertainty in the determined       
   is directly associated to our ability to 

quantify the relative change in pH between atmospheric and experimental pressure 

(equation (4.2)). The sources of error and their contribution to the uncertainty at 200 

bar based on standard propagation of uncertainty calculations [EURACHEM/CITAC, 

2000], are listed in Table 4.2. These results indicate that the change in pH of Tris due 

to change in pressure of 200 Bar can be constrained to 0.0048, which translates to an 

uncertainty in       
   of 1.4 cm

3
 mol

-1
; the effect of temperature on this value is small, 

and changes by < 0.1 cm
3
 mol

-1
 between 5 – 40 °C. It is apparent that the two 

dominant sources of error in our study, i.e., uncertainties in f(T,P) and sensor stability, 

account for 86% of the overall uncertainty.  

The ΔVTris reported in the literature cannot be directly compared to the results 

here, because previous studies have either determined volumetric properties at infinite 

dilution [Neuman et al., 1973; Kitamura and Itoh, 1987; Ford et al., 2000] or at ionic 

strengths significantly lower than seawater (0.1mol dm
-3

 NaCl) [Katz and Miller, 

1971]. The ΔVTris reported at infinite dilution and 25°C (1-4.3 cm
3
 mol

-1
) were lower 

than those found in this study, 4.6-5.9 cm
3
 mol

-1
. This is consistent with expectations, 

since partial molal volumes of cations increase with ionic strength (i.e. protonated 

form of Tris) [Millero, 2001]. Furthermore, Ford et al., 2000 observed a positive 

correlation between temperature and ΔVTris as well, though their trend was 

significantly smaller than this study. Overall, the       
   at 25°C seems to be consistent 

with reported values, however, the small effects of temperature reported in this study 
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are near the detection limit of the methodology and should be confirmed using other 

approaches. 

Conclusion 

The       
   was quantified between 5 and 40 °C at 5 °C intervals, using a 

modified high pressure tolerant ISFET pH sensor and a Cl-ISE as a reference electrode. 

A custom system was utilized to control temperature and pressure between 5 – 40 °C, 

and 0 – 200 bar. The pressure response of the cell ISFET|Cl-ISE (f(T,P)) was 

quantified in aqueous HCl solution prior to measurements in a certified Tris buffer 

solution. The       
   were fit to a second order polynomial regression as a function of 

temperature; the formulation agrees to experimental data within the experimental 

uncertainty, which was estimated to be 1.4 cm
3
 mol

-1
. Potential uses of this 

information include benchtop and in situ calibration of pH sensors at elevated 

pressures in a widely accepted seawater pH standard (Tris in artificial seawater). The 

pH of Tris buffer at pressures up to 200 bar can be calculated with a combined 

uncertainty of 0.005 using the results presented in this study.  
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Table 4.1:       
   [cm

3
 mol

-1
] between 5 – 40 °C 

Temperature Trial DF52_1
a 

DF52_2
a 

DF53 

5 1 ― ― -1.4 

10 1 ― ― -0.4 

15 1 ― ― 1.1 

20 1 ― ― 2.9 

25 1 5.9 4.9 4.6 

30 1 5.8 5.5 7.0 

35 1 4.9 5.3 7.0 

40 1 4.7 ― 5.5 
a 
Number after the underscore indicates repetition number. 
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Table 4.2: Summary of Propagation of Uncertainty for Calculated pH at Experimental 

Conditions 

Source of Error Error Uncertainty in pH
 a 

Sensor Stability 200 µV 0.0034 

f(T,P) 200 µV 0.0034 

      
  

 0.1
b
 cm

3
 mol

-1
 0.0001 

      
  

 0.001
d
 cm

3
 mol

-1 
bar

-1 
0.0001 

 ̅   0.1
b
 cm

3
 mol

-1
 0.0005 

   ̅̅ ̅   0.3
c
 cm

3
 mol

-1
 0.0007 

 ̅   3×10
-4d

 cm
3
 mol

-1 
bar

-1
 0.0000 

 ̅    2×10
-5d

 cm
3
 mol

-1 
bar

-1
 0.0001 

Total   0.0048 
a
 pH calculated at 200 bar and 25 °C 

b
 Error from [Poisson and Chanu, 1976] 

c 
Error from [Millero, 1982] 

d
 Error was estimated using 50% relative uncertainty 
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Figure 4.1: f(T,P) characterized between 0 – 40 °C using DF52 (top) and DF53 

(bottom).  
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Figure 4.2: Typical results of a set of pressure at a constant temperature used to 

determine on the       
   (data were collected using DF52 at 30 °C).  
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Figure 4.3:       
   versus temperature. The mean (closed circles), and values 

determined by DF52 (open triangles) and DF53 (open circles) are shown. The result of 

a 2
nd

 order polynomial regression is represented by the black solid line, and the shaded 

area represent experimental uncertainty (1.4 cm
3
 mol

-1
).   
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CHAPTER 5: UNIQUE HABITAT-SPECIFIC OCEAN ACIDIFICATION 

PROJECTIONS FROM HIGH-FREQUENCY PH OBSERVATIONS 

Abstract 

Assessing the impacts of anthropogenic ocean acidification requires 

knowledge of present-day and future environmental conditions. Here, we present a 

simple model for upwelling margins that projects anthropogenic acidification 

trajectories by combining high-temporal resolution sensor data, hydrographic surveys 

for source water characterization, empirical relationships of the CO2 system, and the 

atmospheric CO2 record. This model characterizes CO2 variability on timescales 

ranging from hours (e.g. tidal) to months (e.g. seasonal), bridging a critical knowledge 

gap in ocean acidification research. A density-watermass age relationship was derived 

for the study region, and was combined with the 2013 Intergovernmental Panel on 

Climate Change CO2 emission scenarios to add density-dependent anthropogenic 

carbon to the sensor time series. The model was applied to four autonomous pH sensor 

time series’ from the surf zone, kelp forest, submarine canyon edge, and rocky bottom 

in the upper 100m of the Southern California Bight. All habitats were within 5 km of 

one another, and exhibited unique, habitat-specific CO2 variability signatures and 

acidification trajectories, demonstrating the importance of making projections in the 

context of habitat-specific CO2 signatures. In general, both the mean and range of 

pCO2 increase in the future, with the greatest increases in both magnitude and range 

occurring in the deeper habitats due to reduced buffering capacity. On the other hand, 

ΩAr, the saturation state of Aragonite decreased in both magnitude and range. This 
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model can be applied to the entire California Current System, and upwelling margins 

in general, where sensor data are available.  

Introduction 

It has become increasingly apparent that the California Current System (CCS) 

is particularly vulnerable to anthropogenic ocean acidification due to its unique 

physical and chemical traits [Feely et al., 2008; Gruber et al., 2012; Hauri et al., 

2013a, 2013b]. First, since upwelled waters are naturally elevated in CO2, 

anthropogenic carbon may have an increased potential to push carbonate conditions 

past critical biological thresholds. The equilibrium saturation level with respect to 

aragonite or calcite (ΩAr or Ca = 1) is an example of a commonly used threshold for 

calcifying organisms. The saturation horizon has shoaled by approximately 50 m since 

pre-industrial times, and undersaturated waters (Ω < 1) have been observed at the 

surface during strong upwelling events [Feely et al., 2008]. Second, the rate of 

acidification (i.e. Δ pH yr
-1

) is expected to be significantly higher along upwelling 

margins than that observed in the surface open ocean [Gruber et al., 2012; Bates et al., 

2014], due to the reduced buffering capacity of seawater at higher levels of CO2 

[Frankignoulle, 1994]. This effect has caused parts of the CCS to venture beyond the 

envelope (mean ± 1 s.d.) of pre-industrial ΩAr conditions [Hauri et al., 2013a]. This is 

significant because organisms must now survive outside of environmental conditions 

they are adapted to. The evolutionary potential for key ecological species to adapt to 

such rapid and unprecedented changes is poorly understood.  
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The CCS is an eastern boundary upwelling system, and supports a rich 

ecosystem that is of great ecological and economic value. In particular, there is great 

habitat and species diversity, which includes a large number of commercially 

important invertebrates and fishes. Habitats in the region include bays and estuaries, 

rocky and sandy intertidal, eel grass beds and kelp forests, sub-tidal reefs, canyons and 

extensive sandy sea floor. There are many endangered and harvested benthic 

organisms that inhabit only one or a subset of these habitats. For instance, the urchins 

Strongylocentrotus purpuratus and S. francsicanus are associated with rocky habitat in 

the intertidal and subtidal, while embryos of the market squid Doryeteuthis opalescens 

are laid along sandy bottom and canyon-edge features.  

The high productivity of the CCS is fueled by the upwelling of cold, nutrient-

rich waters to the surface. These upwelled waters have spent several decades in the 

ocean interior, isolated from the atmosphere [Feely et al., 2008], during which they 

accumulate CO2 and nutrients from remineralization of sinking organic particles. 

Generally, upwelling is strongest during the spring and summer seasons (upwelling 

season), but episodic upwelling/relaxation events occur throughout the year [Send and 

Nam, 2012] and near-bottom thermocline shoaling occur even at higher (e.g., diurnal 

and semidiurnal) frequencies during the upwelling season [Pineda, 1995; Woodson et 

al., 2007; Noble et al., 2009; Nam and Send, 2011], particularly in the southern region 

of the CCS.  

 A critical component in making accurate impact assessments of ocean 

acidification is the development of robust, habitat-specific projections of future CO2 
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conditions [McNeil and Matear, 2008; Feely et al., 2009, 2010; Cai et al., 2011; 

Sunda and Cai, 2012; Andersson et al., 2013]. Development of surface open 

acidification projections for the surface open ocean has been relatively straightforward, 

as they rely on well-defined chemical principals of CO2 equilibrium at the air-sea 

interface [Byrne et al., 2010]. The projections become more convoluted when 

outstanding biological and physical processes contribute significantly to the natural 

variability of the system. For example, biologically mediated “enhanced acidification” 

was identified in the northern Gulf of Mexico, causing significantly faster rates of 

acidification than the open ocean [Cai et al., 2011]. In upwelling margins, both 

biological and physical processes contribute to the observed natural variability of 

carbonate conditions [Fassbender et al., 2011], and must be properly parameterized. 

 One approach to develop region-specific ocean acidification projections is to 

apply an eddy-resolving regional ocean model system (ROMS) coupled with a 

biogeochemical component – as has been developed for the CCS [Gruber et al., 2012]. 

Such models have highlighted the importance of capturing physical and biological 

processes in highly dynamic upwelling systems. The model simulations show complex 

spatiotemporal variability in the CCS [Hauri et al., 2013a], and predict that the 

frequency of corrosive upwelling events will intensify in both magnitude and duration 

[Hauri et al., 2013b]. Furthermore, the pH envelope of the upper 100 m for most 

regions of the CCS is already significantly lower than preindustrial levels, and is 

expected to depart from present-day conditions within the next several decades [Hauri 

et al., 2013a]. However, the eddy-resolving ROMS project pCO2 and Ω on a 5-km 
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grid-scale, whereas many marine organisms experience the environment on the scale 

of centimeters to meters. This discrepancy in space incorporates processes that can 

confound the straightforward interpolation from global and regional ocean models to 

the microclimate of organisms. To improve the validity of stepping from the global 

and regional to the microclimate requires a quantitative assessment of the features that 

couple these two scales in a given environment.  

 To transition from region-specific to habitat-specific ocean acidification 

projections, high temporal resolution data from autonomous chemical sensors can be 

used to directly quantify the full range of present-day carbonate conditions [Hofmann 

et al., 2011, 2014; Harris et al., 2013; Martz et al., 2014; Sutton et al., 2014]. Sensor 

data provide key observations for the mechanistic understanding of the controls on 

environmental conditions, and are particularly needed for coastal marine environments 

where complex physical and biological processes influence the observed variability. 

For example, sensor data from a near-shore kelp forest in the southern CCS revealed 

that local biologic feedbacks and episodic upwelling events were the dominant drivers 

of CO2 variability, with pCO2 fluctuating by 600 µatm at 17 m water depth [Frieder et 

al., 2012]. This scale of variability associated with near-shore environments is not 

captured by regional model systems, but is most relevant for organisms living in the 

kelp forest. 

Here, we present an anthropogenic ocean acidification model to project CO2 

chemistry into the future by combining autonomous chemical sensor data, regional 

empirical relationships for the CO2 system [Alin et al., 2012], hydrographic data, and 
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the atmospheric CO2 record [Keeling et al., 2005]. This model was applied to 4 

habitats in the Southern California Bight within 100-m water depth, and within a 5 km 

× 5 km grid. Each site showed distinct CO2 variability signatures and acidification 

trajectories, highlighting the importance of interpreting ocean acidification projections 

in the context of present and future habitat-specific CO2 signatures. Implications for 

future ocean acidification research are discussed.  

Methods 

Study Sites 

Moored autonomous sensor packages (SeapHOx or SeaFET; see section 0) 

were deployed at four depths (4, 17, 30, and 88 m) at several distinct habitats on the 

San Diego continental shelf for 1 year starting June 2012 (Figure 5.1). All sensors 

were deployed near the seafloor; the three shallowest sensors were deployed within 3 

m of the bottom, and the deepest sensor was moored 12 m above the seafloor (Table 

5.1). 

A SeaFET was deployed at the Scripps pier 2 m above the benthos as a part of 

the Scripps Water Acidity Monitoring Program. The sensor was located approximately 

400 m from the shore in the surf zone. Weekly discrete samples for total alkalinity 

(TA) and dissolved inorganic carbon (DIC) were taken alongside the sensors for 

calibration and quality control. The sensor was serviced every couple of months to 

combat biofouling. 

The La Jolla kelp forest is part of the South La Jolla state marine reserve and is 

characterized by a dense population of Macrocystis pyrifera. The chemical variability 
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in this ecosystem is strongly influenced by regional physical processes (e.g., upwelling 

and stratification) and local biological feedbacks (e.g., production and respiration). A 

SeapHOx was deployed at 17 m in the kelp, 3 meters above the bottom.  The reader is 

referred to Frieder et al., 2012 for further details on site and deployment description.  

The La Jolla canyon is a submarine canyon plunging from approximately 20 m 

to a depth of 1000 m within several km from shore. A SeapHOx was deployed at the 

southern canyon edge at 30 m depth. Regional physical processes (e.g. upwelling, 

internal waves/tides, and bores) are expected to be the dominant source of the 

observed variability at this site [Navarro et al., 2013]. 

The Del Mar Buoy was first deployed in 2006 at 100 m off of Del Mar in 

northern San Diego over a rocky bottom (http://mooring.ucsd.edu), and has provided 

continuous time series data (e.g. temperature, salinity, oxygen, and current) at discrete 

depths [Frieder et al., 2012; Send and Nam, 2012]. The mooring was typically 

serviced annually. A SeaFET sensor was on the mooring at 88 m in 2011, and has 

provided a near-continuous time series of pH since. Co-located sensors include 

temperature, salinity (SBE 37), and O2 (Aanderaa Optode).  

Cruise data 

Hydrographic data were collected during the student-led San Diego Coastal 

Expedition cruises in July and December of 2012 (Figure 5.1). These cruises 

correspond with the upwelling and non-upwelling seasons, respectively. Discrete 

samples were analyzed for dissolved oxygen (O2), pH, and DIC. Samples collected at 

the same depth by independent Niskin bottles were treated as duplicate samples to 
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assess precision of measurements, duplicates were collected during every cast. 

Hydrographic data are available at BCO-DMO project SeapHOx. 

Discrete samples for O2 were collected and analyzed following standard 

procedures [Dickson, 1996] The endpoint was determined photometrically [Bryan et 

al., 1976] using a custom titration cell [Martz et al., 2012]. The titrant concentration 

was quantified prior to and after each cruise using KIO3 standard solutions prepared in 

house (Fisher, lot 105595); no detectable drift was observed for either cruise. 

Precision based on duplicates was ± 0.6 µmol/kg (n = 62), and the accuracy was 

estimated to be ± 0.5% because KIO3 standards were not recrystallized [Emerson, 

1999]. 

Samples for DIC and pH were collected in 150 or 250 ml pyrex serum bottles 

(13 mm neck) following standard procedures [Dickson et al., 2007]. However, rather 

than leaving headspace, the bottle was filled completely, and a gray butyl stopper was 

inserted to prevent gas exchange. Samples were typically analyzed within 4 hours of 

collection.  

DIC samples were analyzed using an infrared analyzer (LI-COR 7000) based 

on systems described in O’Sullivan and Millero, 1998 and  Friederich et al., 2002. 

The DIC measurements were calibrated using Certified Reference Materials provided 

by the Dickson Lab at SIO, by applying a gain correction (slope), and assuming an 

offset of zero (intercept). The reference material were stored in CO2 impermeable bags 

(3L Scholle DuraShield®), and were measured frequently throughout the cruise. The 

stability of the reference material in the bag was verified by daily measurements of a 
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new bottle; no drift was observed. Precision and accuracy of the measurements were ± 

2.5 µmol/kg (n = 67, 1σ). Samples for pH were analyzed spectrophotometrically 

[Clayton and Byrne, 1993] using an automated system [Carter et al., 2013] and are 

reported on the total hydrogen ion concentration scale (at in situ temperature and 

pressure). The indicator dye (m-cresol purple, ACROS Lot A0264321) was used as 

received from the manufacturer without further purification. An offset was applied 

based on measurements in certified Tris buffer provided by the Dickson Lab. The 

precision and accuracy of the measurements were estimated to be ± 0.0015 (n = 86) 

and ± 0.02 [Liu et al., 2011], respectively. TA and pCO2 were calculated using 

CO2SYS [van Heuven et al., 2011] using pH and DIC as inputs, and carbonic acid 

dissociation constants from Mehrbach et al., 1973 refit by Lueker, 2000. 

Phosphate concentrations were estimated (PO4
est

) for the hydrographic data by 

establishing a regional empirical relationship from historical data using the approach 

described in Juranek et al., 2009 and Alin et al., 2012. The data from the North 

American Carbon Program 2007 West Coast Cruise data at all depths were used to 

calculate the coefficients for the equation:  

 

   
         (       )             (       )

        
(5.1) 

where the subscript r refers to a mean reference value (O2,r = 156.7 µmol kg
-1

 and Tr = 

9.045 °C). The PO4
est

 were in excellent agreement with measured values (Figure 5.2), 

with a root mean squared error (RMSE) of 0.15 µmol/kg. This error in PO4
est

 

propagates to a ~4µmol kg
-1

 uncertainty in preformed TA (see section 0). The 
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coefficients of the regression were α0 = 1.758, α1 = -6.52 × 10
-3

, α2 = -0.102, and α3 = -

1.88 × 10
-4

.  

Sensor Data 

The SeapHOx and SeaFET sensor packages utilize a modified Honeywell 

Durafet III pH combination electrode for high frequency pH measurements [Martz et 

al., 2010]. These sensor packages have been successfully deployed in ecosystems 

worldwide [Hofmann et al., 2011; Kroeker et al., 2011; Frieder et al., 2012; Price et 

al., 2012; Martz et al., 2014], and have been shown to have excellent stability in 

seawater for months to years [Bresnahan et al., 2014]. The SeapHOx is an integrated 

sensor package that also consists of an Aanderaa 3835 oxygen optode, and a Seabird 

SBE 37 Conductivity-Temperature sensor, all plumbed into a pumped flow stream; the 

SeaFET only measures pH using a passively flushed cell. Sampling frequencies were 1 

hr
-1

 or greater at all depths. 

All pH measurements were calibrated based on discrete TA and DIC samples 

taken alongside the sensor (n > 4 for every depth) [Bresnahan et al., 2014]. The 

resolution of the pH measurements is better than 0.0005 pH, stability is estimated to 

be better than 0.005, and accuracy is estimated to be ± 0.02. Sensors were removed 

periodically for maintenance, but all were deployed for > 50 days during both the 

upwelling and relaxation season. 

At the surf zone, a constant TA value of 2240 µmol/kg was assumed, since 

discrete TA samples showed low variability (2240 ± 7 (1 s.d.) µmol/kg, n = 57). For 

the three subsurface sensors, TA was estimated (TA
est

)  using a regional empirical 
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relationship [Alin et al., 2012]. An offset of +8 µmol/kg was applied to TA
est

 based on 

discrete samples to account for a regional surface TA influence that is not incorporated 

in the empirical relationship developed for the whole CCS (RMSE = 6 µmol/kg, n = 

25). pH sensor data were converted to DIC and pCO2 using CO2SYS [van Heuven et 

al., 2011]. 

Modelling Future Carbonate Chemistry 

The carbonate conditions were modeled between 2012 – 2100 by increasing 

DIC while using TA
 
conditions from 2012. It was assumed that the increase in DIC is 

due to anthropogenic CO2 invasion through the air-sea interface, and the biological 

and physical processes that alter DIC and TA in the ocean interior remain constant 

over the modeled period. We also assumed that both the path of a particular water 

mass between the subduction and upwelling site and the rate of remineralization 

processes remain unchanged. Sensitivity to these assumptions is explored in the 

Discussion. 

The DIC of the modeled year t (DICt) is calculated by  

                       (5.2) 

where DIC2012 is the DIC observed in 2012 derived from sensor data, and ΔDICant is 

the additional anthropogenic CO2 that the water mass would have absorbed since 2012. 

Different formulations for ΔDICant were used for surface waters (i.e., above the 

seasonal mixed layer depth, defined here as σθ ≤ 25.2 kg m
-3

) and subsurface waters 

(σθ > 25.2 kg m
-3

), and are outlined below. 
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For surface waters, ΔDICant is the difference in surface DIC between year t and 

2012, where surface DIC is calculated by assuming atmospheric equilibrium under 

2012 TA conditions, and using pCO2,atm projection under the 2013 IPCC RCP6 

scenario [Hijioka et al., 2008]. Although large deviations from equilibrium conditions 

are often observed in the coastal ocean due to upwelling and biological production 

[Hales et al., 2005], the mean pCO2 at the surf zone was 394 µatm, suggesting that the 

surface water at the study site was near atmospheric equilibrium over an annual cycle.  

For subsurface waters, ΔDICant is quantified as the increase in DIC due to 

anthropogenic CO2 when the waters were last in contact with the atmosphere. The 

mass balance of DIC for subsurface waters is: 

                             (5.3) 

where DICeq is the DIC if it were in equilibrium with the atmosphere when it was last 

at the surface, ΔDICdiseq is the offset from the equilibrium value caused by slow gas 

exchange kinetics and biological production, and ΔDICbio is the DIC added by 

remineralization processes in the ocean interior. The preformed DIC (DIC°), or the 

DIC of the water when it subducted, is the sum of the first two terms in equation (5.3): 

                      (5.4) 

Since anthropogenic CO2 only enters the ocean at the surface, the increase in DICeq 

represents the anthropogenic ocean acidification signal. Therefore, ΔDICant for 

subsurface waters can be expressed as the difference in DICeq between the modeled 

year t and 2012:  
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 (5.5) 

where the superscripts represent the year the water was last in contact with the 

atmosphere; age is the number of years since the water parcel was at the surface. This 

approach assumes that ΔDICdiseq remains constant during the modeled period. 

     
        

 is calculated from cruise data by removing ΔDICbio (equation (5.6)), and 

     
     

 is calculated from TA° and atmospheric pCO2 projections during the year the 

water mass was last in contact with the atmosphere (t - age). As an alternative to using 

independent tracers such as 
14

C or CFCs to quantify water mass age, we developed a 

simplified tracer by matching the preformed pCO2 from the hydrographic data to the 

mean annual atmospheric CO2 record [Keeling et al., 2005]. A σθ - modeled age 

relationship was established, and used for the projections between 2012 and 2100. 

This relationship was used to establish a density dependent ΔDICant that was applied 

to sensor data. The following steps were used to calculate ΔDICant for subsurface 

waters. 

Step 1. Calculate      
        

, TA°, and        
        

  from cruise data.  

The      
        

 was calculated from hydrographic bottle data using equation 

(5.3). ΔDICbio was quantified following formulations in [Sabine et al., 2002]: 

                                             (5.6) 

where AOU = Apparent Oxygen Utilization = (O2,sat – O2,obs), TA° is the preformed 

alkalinity, and the r’s are the elemental remineralization ratios [Anderson and 

Sarmiento, 1994]. The oxygen saturation concentration (O2,sat) was calculated using 
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the equations in Garcia and Gordon, 1992, and TA° was estimated based on historical 

near-surface TA data in the Pacific (equation 3 in [Sabine et al., 2002]); TA° for 

surface waters was set to 2240 µmol kg
-1

. The ΔDICdiseq was estimated as -6 µmol kg
-1

 

based on θ and salinity [Sabine et al., 2002]. The        
        

, or the fugacity of CO2 

of the sample when it was in equilibrium with the atmosphere at the time of 

subduction, was calculated using      
        

 and TA° (Figure 5.3).  

Step 2: Determine age of water as a function of σθ. 

The atmospheric CO2 concentration when the sample was last at the surface 

was determined from        
        

, assuming 100% relative humidity and barometric 

pressure of 1 atm [Dickson, 2007]. The year that the water parcel subducted was 

determined by matching the calculated CO2,atm to the mean annual CO2,atm record 

[Keeling]; the age is the difference between 2012 and this calculated year (Figure 5.3). 

A relationship between σθ and the age was established by fitting a second order 

polynomial to the subsurface data (n = 186, R
2
 = 0.92), and assuming the age of the 

surface water (σθ < 25.2) is 0 (Figure 5.3). The age of the water ranged between 0 - 50 

years between σθ 25.2-26.5 kg m
-3

.  

Step 3. Determine      
     

 and calculate ΔDICant. 

The      
     

 was calculated from TA° and the projected CO2,atm from the 

IPCC RCP6  scenario [Hijioka et al., 2008] when the water mass was last at the 

surface. For example, atmospheric CO2 projections for the year 2020 would be used to 

calculate      
     

 for a 30-year-old water mass when t = 2050. ΔDICanth was 
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calculated using equation (5.5). CO2,atm was converted to fCO2 for surface seawater 

using the same assumptions as above. The ΔDICant for subsurface waters was modeled 

for each projection year as a linear function of σθ. The surface and subsurface ΔDICant 

were connected assuming a two end member linear mixing between σθ 25.2 – 25.5 kg 

m
-3

 to prevent step changes (Figure 5.4). Preindustrial pCO2 and ΩAr were calculated 

using the same model, and assuming that subsurface waters equilibrated with pCO2,atm 

of 280 µatm when it was last at the surface.  

Results 

Carbonate Chemistry Variability Observed in 2012 

The results are presented using pCO2 [µatm] or ΩAr, since pCO2 and ΩAr are 

commonly used stress indicators for respiration [Brewer and Peltzer, 2009] and 

calcification [Langdon et al., 2010]. Generally, pCO2 increased with depth; the mean 

pCO2 in the surf zone was near atmospheric equilibrium (394 µatm), while the mean 

pCO2 at 88 m was 839 µatm, and reaching a maximum of 1100 µatm (Table 5.2). The 

range of pCO2 also increased with depth (indicated by the s.d. of the time series), 

which was only 43 µatm in the surf zone, but was 120 µatm at 88 m depth. The mean 

ΩAr decreased with depth; the mean ΩAr in the surf zone was 2.4, where it was 1.09 at 

88m. Undersaturated conditions (ΩAr < 1) were observed roughly 20% of the time at 

88 m. However, unlike pCO2, the range of ΩAr decreased with depth; the s.d. of the 

time series in the surf zone and rocky bottom was 0.25 and 0.16, respectively (Table 

5.2). 
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Distinct, habitat-specific CO2 signatures were observed at the four deployment 

sites (Figure 5.5). A clear seasonal pattern was apparent at the canyon edge (30 m) and 

the rocky bottom (88 m), where higher pCO2 was observed during the spring and 

summer months (upwelling season) and lower pCO2 was observed during the fall and 

winter (relaxation season). The pCO2 differs by roughly 300 – 400 µatm between the 

upwelling and relaxation seasons at 88 m, compared to 200 – 300 µatm at 30 m. In 

addition to seasonal changes, variability on higher frequencies such as tidal or event 

(days to weeks) time scales were observed (lower panels in Figure 5.5). Upwelling on 

event time scales have been documented in this study region [Frieder et al., 2012; 

Send and Nam, 2012], and was observed at all three subsurface habitats (kelp forest, 

canyon edge, and rocky bottom). During event-scale upwelling, greater changes in 

pCO2 were observed at the kelp forest and canyon edge compared to the rocky bottom 

(lower panels in Figure 5.5), which is opposite than what was observed on seasonal 

time scales. Finally, the canyon edge experienced significantly greater variability on 

higher frequencies (e.g. tidal) than the other sites, where fluctuations of pCO2 of 

greater than 300 µatm were observed over the course of a day.  

Similar trends were observed for ΩAr between the habitats, with the exception 

of the magnitude of the seasonal changes in ΩAr (Figure 5.6). Greater seasonal changes 

for ΩAr occurred at 30 m (~ 1) compared to 88 m (~0.5), which was opposite of what 

was observed for pCO2. Event scale upwelling affected ΩAr at the subsurface sites, and 

large variability at high frequencies were observed at the canyon edge. It is important 

to note that all sites were within 5 km of one another, demonstrating the wide variety 
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of habitat-specific CO2 signatures that exist over a small spatial scale, especially in 

near shore environments.  

Modeled Carbonate Chemistry Variability 

Changes in the modelled carbonate parameters were consistent with increasing 

levels of anthropogenic DIC, i.e. higher pCO2 and lower Ω (Table 5.2). However, each 

habitat showed distinct trends in both modelled mean and range of pCO2 and ΩAr. For 

example, the mean pCO2 at 88 m and 30 m increased by factors of two to three greater 

than that observed at the surf zone, respectively. The increase in range was also larger 

at 88 m compared to the surface, although the largest increase occurred at the canyon 

edge at 30 m. The largest decrease in the mean ΩAr occurred at the surface relative to 

the deeper sites, whereas the decrease in range was equivalent across all depths.  

The time series for pCO2 and ΩAr at 88 m for the year 2012 and 2100 is shown 

in Figure Figure 5.7and Figure 5.8, respectively. The variability of pCO2 increases by 

approximately two fold; the seasonal change increases to 600 – 700 µatm, and 

variability on higher frequencies (e.g. tidal) can be as great as 300 – 400 µatm. This 

greater variability is in addition to an increase in mean pCO2 of > 700 µatm. On the 

other hand, the variability of ΩAr on both seasonal and shorter time scales decreases. 

However, the habitat experiences undersaturated conditions almost exclusively.  

Pre-industrial pCO2 and ΩAr were calculated using the same model, and 

assuming that subsurface waters equilibrated with pCO2,atm of 280 µatm when it was 

last at the surface. The mean and standard deviation of carbonate parameters for the 

pre-industrial period are reported in Table 5.2. At most sites, the observed pCO2 and 
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ΩAr in 2012 were already outside of its pre-industrial variability envelopes (defined as 

mean ± 1 s.d.), which is consistent with results from a previous ROMS simulation in 

the CCS [Hauri et al., 2013a]. These results suggest that all habitats studied here have 

left, or are about to leave the carbonate conditions that were experienced during pre-

industrial times. This is significant as organisms at these sites are now surviving in 

conditions that are significantly different than what they are adapted to. The pCO2 

variability envelope will leave 2012 conditions between 2055 and 2080, whereas ΩAr 

follows about 5 to 10 years later (Table 5.3).  

The modeled habitat-specific pCO2 and ΩAr conditions for pre-industrial, 2012, 

2060, and 2100 are shown in Figure 5.9. The histograms represent the full range of 

carbonate conditions at each habitat that was captured by the sensors, which includes 

both the seasonal and high-frequency variability. The kelp forest and canyon edge will 

start to experience undersaturated conditions (Ω < 1) about 10 % of the time by 2060. 

A negative trend between increased range and proportional time at a given carbonate 

condition is apparent. The shape of the distribution skews towards more “corrosive” 

conditions (i.e. higher pCO2 and lower ΩAr) at all sites, as the model steps forward into 

the future. This means that not only will each habitat experience elevated levels of 

CO2 in the coming decades, but they will spend disproportionately higher amounts of 

time in unfavorable carbonate conditions.  

Discussion 

Model Assessment 
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The sensitivity of the projected carbonate conditions to the assumptions made 

in the model is explored. Sea surface temperature has increased over the past century 

due to climate change [Smith et al., 2008], and is expected to continue. This will affect 

the CO2 equilibrium concentration (DICeq), but the effects are small and will only 

reduce DICeq by several µmol kg
-1

, thus can be safely ignored. Both pCO2 and ΩAr are 

dependent on in situ temperature; the effects on ΩAr are negligible (ΔΩ/ΔT < 0.01 °C
-1

), 

whereas ΔpCO2/ΔT increases at higher pCO2 levels, and can be as large as 30 

µatm °C
-1

 at the end of the century. However, it is important to note that this effect 

will affect the mean conditions, but the magnitude of the variability will be relatively 

unaffected.  

TA conditions from 2012 were used to calculate pCO2 and ΩAr for all years. 

Changes in TA affect the buffering capacity of seawater, thus, alterations in TA 

distribution will either speed up, or slow down the progression of ocean acidification. 

However, trends in TA along the CCS on decadal time scales are unknown due to lack 

of observations. Reduced ventilation in high latitude seas, altered precipitation 

patterns, and changes in surface calcification and water-column dissolution rates 

would all lead to changes in TA conditions. Quantifying these processes is very 

difficult and out of the scope of this study. Nevertheless, to demonstrate the magnitude 

of the uncertainty due to using TA conditions from 2012, pCO2 was projected for the 

year 2100 by applying a +20 µmol kg
-1

 bias to TA. The effects were strongly 

dependent on DIC: mean pCO2 was reduced by approximately 240, 130, and 70 µatm 

at 88 m, 30 m, and the surface, respectively.  
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Finally, the model presented here projects future carbonate conditions by 

assuming the dynamics that control the variability at each habitat (e.g. seasonal and 

episodic upwelling events, internal waves and tides, biological production/respiration) 

remain the same as 2012 conditions, leading to uncertainties in our projections. Severe 

O2 and pH changes associated with interannual climate events on the Southern 

California Bight has been observed [Nam et al., 2011]. Since 2012 did not correspond 

with a strong El Niño or La Niña phase, we believe that it was not strongly biased by 

such events. However, at this time, we lack observations with sufficient longevity to 

predict how climate variability on interannual to decadal time scales might modify the 

acidification trajectory over the course of the next century. For example, recent 

evidence suggests that the proportion of Pacific Equatorial Waters in the California 

Under Current has been increasing over the past several decades, thus modifying the 

source water properties for upwelled waters onto the continental shelf [Bograd et al., 

2014]. Since waters of equatorial origin are elevated in DIC [Nam et al., In Prep.], the 

Southern California Bight will experience higher levels of acidification than predicted 

from this study if this trend continues. Sustained, high-frequency time series of 

inorganic carbon parameters are required to elucidate such effects.  

Observed and Modelled Carbonate Chemistry Variability  

The respective changes in these carbonate parameters with depth, i.e. increase 

in pCO2 and decrease in ΩAr, are due to the greater influence of upwelled waters at 

deeper sites. At 88 m, the water is isolated from the atmosphere, thus the variability in 

carbonate chemistry is driven dominantly by subsurface processes such as seasonal 



104 

 

 

and episodic upwelling events [Nam et al., 2011; Frieder et al., 2012; Send and Nam, 

2012] and higher-frequency processes such as internal waves and bores [Pineda, 

1995]. The shallower depth sites (kelp forest and canyon edge) intermittently 

experience waters that are near-atmospheric equilibrium conditions (Figure 5.5), thus 

their variability is controlled by both subsurface processes and periodic exposure to 

near-surface conditions. Furthermore, the kelp forest has significant biological 

feedback that affects carbonate chemistry variability [Frieder et al., 2012], 

highlighting the importance of local processes to the observed variability in carbonate 

chemistry. 

The trajectories are sensitive to the choice of the emission scenario (Figure 

5.10); the trends are similar at all depths, thus only the mean pCO2 and ΩAr projections 

at 88 m are shown. The highest emission scenario (RCP8) diverges the earliest around 

2030, followed by the lowest emission scenario RCP2.5 around 2050. The two 

intermediate scenarios (RCP4 and RCP6) do not diverge significantly until 2070. The 

delayed response to different atmospheric CO2 trajectories occurs because upwelled 

waters have spent several decades since they were last in contact with the atmosphere. 

Therefore the anthropogenic ocean acidification trajectory for the Southern California 

Bight is already determined for the next several decades, and any mitigation due to 

changing CO2 emissions will be delayed.  

Changes in the Buffering Capacity 

The patterns observed in the modeled pCO2 and ΩAr are driven solely by the 

increase in anthropogenic DIC, since TA conditions from 2012 were used. The ability 
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for seawater to buffer changes in pCO2 diminishes under higher concentrations of DIC 

(i.e. higher Revelle factor), thus the same biological and physical forcings cause a 

larger change in pCO2. The buffer factor ΠpCO2 and ΠCO3 are defined as  

 
      

     
    

      
    

  

    
  (5.7) 

and they represent the change in its respective carbonate parameter per change in DIC 

[Frankignoulle, 1994] . (Figure 5.11). The effect of temperature on Π is small (< 10%) 

between 0 – 15 °C for the DIC and TA values analyzed here, thus subsequent values 

were calculated assuming a temperature of 10 °C.  

On average, ΠpCO2 increased from 1.6 to 3.3 at the surface between 2012 and 

2100 under the RCP6 scenario. However, since deeper waters are naturally elevated in 

DIC, this effect is more pronounced: ΠpCO2 increases from 6.2 to 12.3 during the same 

time interval at 88 m. The water at 88 m is isolated from the atmosphere, thus the 

greater increase in both magnitude and range relative to the surface is driven mainly 

by the decreased buffering capacity (Figure 5.9). However, the greater increase in 

range was observed at shallower depths (17 and 30 m) than at 88 m. This is because 

these sites are influenced from both surface waters and upwelled waters, thus 

experiencing near-atmospheric equilibrium conditions to elevated CO2 due to 

remineralization in the ocean interior (Figure 5.5).  

Changes in ΠCO3 can explain the patterns for ΩAr, since [Ca
2+

] and KSP remain 

unchanged. Unlike ΠpCO2, |ΠCO3| decreases at higher concentrations of DIC (Figure 

5.11); |ΠCO3| decreases from -0.62 to -0.57 at the surface, and -0.49 to -0.3 at 88 m 
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between 2012 and 2100. This change in ΠCO3 explains both the decrease in rate and 

range of ΩAr as anthropogenic CO2 continues to infiltrate the ocean.  

Conclusions 

Here we have presented habitat-specific carbonate chemistry projections for 

four habitats within the upper 100 m of the Southern California Bight. The projections 

were generated by combining high frequency sensor measurements, a regional 

empirical relationship for TA, hydrographic survey data to quantify the source-water 

properties of upwelled waters, and the atmospheric CO2 record . Even though the four 

habitats were within 5 km of one another, distinct habitat-specific variability 

signatures and acidification trajectories were observed. These results reveal the 

existence of highly variable CO2 signatures within a small geographic area, and the 

potential for discoveries of habitats that could act as refuges from ocean acidification. 

In addition, when assessing impacts of ocean acidification, it is imperative to quantify 

the history of the organisms under study, and interpret their physiological responses in 

context of current and future environmental conditions. The development of habitat-

specific ocean acidification models is critical in establishing realistic experimental 

conditions to accurately assess the biological impacts of ocean acidification. 

At all habitats, increases in both mean and range of pCO2, and decreases in 

mean and range of ΩAr were observed. Changes in buffering capacity largely 

explained these patterns, however, local biological feedbacks could also produce a 

large acidification signal. In all habitats studied here, carbonate conditions have left, or 

are leaving pre-industrial variability envelopes; under the RCP6 scenario, all habitats 
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are expected to move outside of 2012 conditions between 2060 and 2080. This 

suggests that the anthropogenic ocean acidification will continue to progress in the 

CCS and other upwelling margins over the next several decades regardless of any 

changes in CO2 emissions; any impacts from reduced emissions will only be observed 

mid-century and beyond. This demonstrates the urgency of the situation, and this 

delayed response must be taken into account when assessing the impacts of ocean 

acidification, and developing mitigation and monitoring strategies. 

The model presented in this study can be applied to the whole CCS, and 

upwelling margins in general. The Southern California Bight experiences steady but 

weaker degree of upwelling compared to the northern regions in the CCS, where 

upwelling events are more severe [Feely et al., 2008]. These regions could experience 

more extreme conditions regularly, as well as significantly higher variability of 

carbonate conditions. However, high-frequency observations of carbonate parameters 

are relatively scarce, and such dynamics are poorly understood. Furthermore, source 

water properties will necessarily be different, thus must be characterized for each 

study region. Alternatively, for regions where such data for source waters are not 

available, sensor data can be combined with either Global Circulation Model or 

ROMS outputs. This approach will alleviate the cost associated with characterizing 

source waters, and to a large degree, will incorporate processes (e.g. interannual 

variability, decadal changes in source water properties, and reduced ventilation) that 

are hard to quantify in the projections. It is critical that inorganic carbon sensors (e.g. 
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pH or pCO2) are co-located with basic physical oceanographic measurements (e.g. T 

and S) to determine source water properties, especially for subsurface deployments.  
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Table 5.1: Summary of sensor deployments 

Habitat Type Deployment site DD
a
 
 

BD
b 

Sensor  Days
c 

Surf Zone  Scripps Pier 4 6 SeaFET 122 

Kelp Forest  La Jolla Kelp Forest 17 20 SeapHOx 128 

Canyon Edge  La Jolla Canyon 30 30 SeapHOx
d 

302 

Rocky Bottom  Del Mar Buoy 88 100 SeaFET
 

335 
a 
Sensor deployment depth in meters 

b 
Bottom Depth in meters 

c 
Total deployment days between June 2012 and June 2013. 

d 
A linear drift correction for salinity was applied for 2 of the 4 deployments. 
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Table 5.2. Mean ± s.d. of modelled carbonate parameters at in situ conditions for 

preindustrial, 2012, 2060, and 2100 using the RCP6 projection at each habitat. 

 Year pCO2 (µatm) ΩAr pH 

Surf Zone  Pre-ind. 267 ± 26 3.09 ± 0.21 8.19 ± 0.034 

(4 m) 2012 394 ± 43 2.38 ± 0.25 8.05 ± 0.038 

 2060 473 ± 56 2.09 ± 0.19 7.98 ± 0.041 

 2100 619 ± 80 1.71 ± 0.18 7.88 ± 0.045 

Kelp Forest  Pre-ind. 389 ± 64 2.16 ± 0.33 8.05 ± 0.064 

(17 m) 2012 555 ± 93 1.66 ± 0.28 7.92 ± 0.067 

 2060 739 ± 136 1.32 ± 0.25 7.81 ± 0.076 

 2100 1020 ± 202 1.01 ± 0.22 7.68 ± 0.084 

Canyon Edge  Pre-ind. 365 ± 68 2.29 ± 0.37 8.08 ± 0.068 

(30 m) 2012 529 ± 105 1.75 ± 0.31 7.94 ± 0.075 

 2060 702 ± 155 1.40 ± 0.29 7.83 ± 0.085 

 2100 964 ± 231 1.09 ± 0.25 7.70 ± 0.095 

Rocky Bottom Pre-ind. 602 ± 106 1.44 ± 0.24 7.88 ± 0.070 

(88 m) 2012 839 ± 120 1.09 ± 0.16 7.75 ± 0.060 

 2060 1143 ± 163 0.84 ± 0.13 7.62 ± 0.060 

 2100 1577 ± 204 0.62 ± 0.09 7.49 ± 0.056 
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Table 5.3: Estimated year when projected carbonate parameters leave 2012 envelopes 

under the RCP6 scenario. 

 pCO2 ΩAr 

Surf Zone 2056 2058 

Kelp Forest 2070 2081 

Canyon Edge 2078 2085 

Rocky Bottom 2058 2067 
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Figure 5.1: Map of study region. Hydrographic stations (black dots) and sensor 

deployment sites (black squares) are shown. Initials are: CE = canyon edge, RB = 

rocky bottom, SZ = surf zone, and KF = kelp forest. 
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Figure 5.2: Measured phosphate (PO4
meas

) versus estimated phosphate (PO4
est

) (R
2
 = 

0.98). Solid line represents a 1:1 relationship 
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Figure 5.3:        
        

 calculated from hydrographic data (left) and the calculated 

age –  σθ relationship (right) is shown. Good agreement (R
2
 = 0.87) between the data 

(black open circles) and the fit (black line) is observed (right). Age of surface waters 

(σθ < 25.2 kg m
-3

) was assumed to be 0.  
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Figure 5.4: ΔDICanth as a function of σθ for certain modeled years (indicated above 

line). The three regimes used in this model, surface, mixing, and subsurface are 

labeled.  
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Figure 5.5: Time series sensor pCO2 data between June 2012 to June 2013 (top) from 

the Scripps Pier (green), La Jolla Kelp Forest (red), La Jolla canyon edge (blue), and 

the Del Mar Buoy (black). The bottom figures present two 30-day snippets of the year-

long time series. pCO2 is reported at in situ conditions. 
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Figure 5.6: Same as Figure 5.5 but for ΩAr. 
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Figure 5.7: Observed pCO2 in 2012 (black) and modelled pCO2 using the ICPP RCP 6 

scenario for the year 2100 (red) at the Del Mar Buoy (88 m) over an annual cycle (top). 

A close up for the month of December is shown on the bottom. Note that the range of 

the vertical axes for each figure is the same.  
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Figure 5.8: Same as Figure 5.7 but for ΩAr. 
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Figure 5.9: Histogram of modeled pCO2 (left) and ΩAr (right) distribution at the four 

depths for preindustrial (black), 2012 (green), 2060 (blue), and 2100 (red). 

Atmospheric pCO2 for the years 2060 and 2100 roughly correspond to 510 and 670 

µatm based on the IPCC RCP6 scenario. Initials are: CE = canyon edge, RB = rocky 

bottom, SZ = surf zone, and KF = kelp forest. 
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Figure 5.10: Projections of mean pCO2 (left) and ΩAr (right) at the RB site (88m) based 

on four IPCC projections.  
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Figure 5.11: ΠpCO2 and ΠCO3 versus DIC. Π’s were calculated assuming TA = 2240 

µmol kg
-1

, temperature = 10 °C, and salinity = 33.5.  
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CHAPTER 6: CONCLUSION 

Observing biogeochemical dynamics at the spatial and temporal resolution of 

the ARGO profiling float array would truly revolutionize our understanding of the 

ocean. Currently there are only a handful of chemical sensors that are routinely 

deployed on profiling floats, e.g. dissolved oxygen [Körtzinger et al., 2005; Tengberg 

et al., 2006], nitrate [Johnson and Coletti, 2002; Sakamoto et al., 2009; Johnson et al., 

2013], and bio-optical sensors [Boss et al., 2008]. However, even the most commonly 

utilized sensor (O2) only accounts for less than 7% of the current float array. Although 

a significant obstacle to increasing the number of chemical sensors on profiling floats 

is cost related, the lack of calibration protocols is also inhibiting the progress of the 

integration of chemical sensors into the float array. Establishment of such protocols 

would promote the wide-spread use of chemical sensor data from floats, and gain 

support from the oceanographic community. 

After initial reports demonstraTed the long term stability of oxygen sensors on 

profiling floats [Körtzinger et al., 2005; Tengberg et al., 2006], multiple research 

groups deployed oxygen profiling floats around the world. However, the importance 

of properly calibrating sensors was not yet fully appreciated, and the quality of the 

factory calibration was not verified prior to deployment, leading to large uncertainties 

in the resultant dataset. Some research groups started “calibrating” profiling float 

oxygen data by collecting discrete samples alongside the float at the time of 

deployment; only a handful of floats were corrected using this approach, and the vast 

majority of oxygen profiling floats remained, essentially, uncalibrated. In chapter 2, I 
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quality controlled the global profiling float oxygen dataset by comparison to a 

monthly climatology. The results from this chapter demonstrated that a post-

deployment correction is not a viable alternative to proper calibration of the sensors, 

and highlighted the critical necessity to establish and implement strict calibration 

protocols prior to deployment.  

A large portion of my dissertation was aimed at establishing and improving the 

calibration for the Deep Sea Durafet: the first pH sensor to be integrated onto profiling 

floats. First, the behavior of ISFET and Cl-ISE (the two electrodes that constitute the 

Deep Sea Durafet) over a wide range of pH and salinity was thoroughly characterized 

(chapter 3). This work revealed that non-ideal behavior of the electrodes lead to 

negligible errors in calculated pH for the open ocean; an enabling step for the use of 

the Deep Sea Durafet to monitor pH using profiling floats. Second, a calibration 

protocol for the Deep Sea Durafet over a wide range of temperature and pressure was 

presented (chapter 4). The calibrated Deep Sea Durafets were then used to characterize 

the pressure dependence of Tris buffer, the accepted pH standard for seawater. The 

results from this chapter allow for the calibration of Deep Sea Durafets in seawater 

media, which would expedite the calibration process, and potentially lead to a more 

robust calibration. Establishing calibration protocols for chemical sensors may take 

years to accomplish, and the calibration process may cost as much, if not, more than 

the sensor itself; a fact that is often underappreciated and overlooked. However, in 

almost all cases, the price of not calibrating a sensor is higher than properly calibrating 

the sensor. 
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Initial field results from the Deep Sea Durafet are promising. Excellent 

agreement between sensor and discrete sample pH was observed (Figure 6.1), where 

the mean ± s.d. of the residual (pHsensor - pHdiscrete) below 100 m over two research 

cruises was 0.001 ± 0.009 (n = 206). The Deep Sea Durafet was calibrated months 

prior to the comparison and was not adjusted, demonstrating the robustness, and the 

long-term stability of the calibration coefficients. In September 2012, the first 

profiling float equipped with the Deep Sea Durafet was deployed near the Hawaii 

Ocean Time-series station ALOHA. Again, excellent agreement between float and 

historical pH was observed. Since then, a total of 10 pH profiling floats have been 

deployed worldwide, including 7 in the southern ocean (data available at 

http://www.mbari.org/chemsensor/floatviz.htm). Within several months of deployment, 

the 7 profiling floats have already made more pH observations in the southern ocean 

during the austral winter than have been made historically, demonstrating the power of 

this technology. As the number of chemical sensors on profiling floats continues to 

increase for the coming years to decades, unprecedented data will become available 

for studying biogeochemical processes in the ocean.  

  



132 

 

 

 

Figure 6.1: Depth profile of in situ pH from a Deep Sea Durafet (solid line) and 

discrete samples analyzed using spectrophotometry (closed circle). Discrete pH was 

corrected to in situ temperature and pressure.   
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