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Abstract

Advances in bio-optics for observing aquatic ecosystems

by

Henry F. Houskeeper

The generalized bio-optical transition from oligotrophic blue to mesotrophic green waters

has enabled remote measurement of oceanic ecosystems under conditions in which the

optically relevant water mass constituents covary with the primary phytoplankton pho-

topigment, chlorophyll a (Chl a). This assumption, known as case-1, is generally incorrect

within coastal and inland water bodies, where external factors, such as riverine discharge

and sediment resuspension, also modify the concentrations of organic and inorganic con-

stituents beyond the ranges anticipated for natural oceanic ecosystems. New approaches to

characterize aquatic ecosystems without relying on case-1 criteria are proposed here using

measurements of apparent and inherent optical properties. The methods applied in this

work include bio-optical modeling and analyses of in situ, airborne, and satellite radiomet-

ric measurements of oceanic, coastal, and inland water ecosystems. Key findings are that:

satellite phytoplankton datasets underestimate phytoplankton biomass in coastal ocean re-

gions when default atmospheric correction methods are applied (Chapter 1); the expansion

of spectral range for above-water radiometric measurements improves the accuracy of col-

ored dissolved organic matter algorithms (Chapter 2); and hyperspectral beam-attenuation

meters can accurately predict Chl a without relying on empirical relationships between or-

ganic and inorganic particle populations (Chapter 3). The bio-optical advances presented

here improve measurement capabilities for optically complex waters and are relevant to

global (i.e., oceanic, coastal, and inland) water bodies. Finally, this work supports the

perspective that bio-optical approaches should be consistent with electromagnetic theory

or other fundamental principles — rather than requiring a partition between waters that

satisfy versus fail empirical open ocean criteria — to incorporate a greater diversity of global

aquatic ecosystems.
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Introduction

The basic premise that oligotrophic blue waters transition to mesotrophic green wa-

ters [1] has enabled remote measurement of phytoplankton concentrations and led to the

development of satellite instruments dedicated to recording ocean color [2, 3]. Stable rela-

tionships between the surface ocean’s color and its biogeochemistry depend on the covariance

of the ocean’s optically relevant constituents, a condition defined in optical oceanography

as case-1 or optically simple [4]. Satellite remote sensing often adds an additional criteria

– that the ocean is a dark target at near-infrared (NIR) wavelengths, i.e., the black-pixel

assumption [5] – which helps to separate the atmospheric and oceanic signals.

The success of the case-1 and black-pixel approximations has enabled ocean color

tools to measure the open ocean, but not coastal or inland (i.e., case-2) environments, in

which the natural range in the concentrations of suspended particles is expanded. For ex-

ample, rivers and wave energy add suspended sediments to the coastal ocean, and increased

nutrients fuel dense phytoplankton blooms. Elevated near-surface particle loads brighten

satellite NIR measurements and prevent accurate atmospheric correction, often resulting in

non-physical (negative) derived reflectances. Chapter 1 evaluates the decrease in satellite-

recorded biomass due to the loss of high-phytoplankton pixels by comparing fluorescence

between pixels that fail versus satisfy standard atmospheric correction processing. Differ-

ences in fluorescence, a biomass proxy that doesn’t require atmospheric correction [6], reveal

that high phytoplankton measurements are underrepresented in satellite datasets from two

productive coastal regions.

Legacy remote sensing methods for measuring the primary phytoplankton photopig-

ment chlorophyll a (Chl a) target the high absorption of blue light by Chl a, which manifests

in the ocean color perspective as the transition from oligotrophic blue to mesotrophic green

waters. This simplification requires that the concentrations of other constituents that also

1



strongly absorb blue light are either invariant in the marine environment or are covarying

with Chl a. Colored dissolved organic matter (CDOM) strongly absorbs blue light and is

correlated with Chl a in the marine environment (its main oceanic sources are phytoplank-

ton secretion and decomposition). In coastal waters, CDOM is also added from rivers or

land, and uncertainty in its absorption at 440 nm, aCDOM(440), limits the usefulness of stan-

dard ocean color Chl a algorithms. Chapter 2 describes a band-ratio algorithm for remote

sensing of aCDOM(440) that is based on the perspective that increasing spectral separation

of the band-ratio wavelengths increases the dynamic range and improves the algorithm’s

accuracy in global (i.e., oceanic, coastal, and inland) waters [7,8]. The proposed algorithm

is shown to be consistent with case-1 empiricisms but also to be valid for case-2 conditions.

The results suggest that algorithms using more spectrally separate wavebands outside of the

visible domain (e.g., ultraviolet and NIR wavelengths) are less sensitive to the operational

partition of case-1 and case-2 water types.

In-water instruments equipped with an independent light source can directly measure

the absorption, scattering, and attenuation properties of seawater, i.e., the inherent optical

properties [9]. These instruments are generally deployed as packages of combined sensors

(e.g., packages that contain separate beam-attenuation and absorption meters) in order to

adequately characterize the marine environment. For example, spectral absorption meters

can reliably estimate Chl a [10] but cannot describe the particle size distribution. Spectral

beam-attenuation (beam-c) meters enable estimation of the particle size distribution but

cannot distinguish between organic (e.g., phytoplankton) and inorganic (e.g., sediment)

particle types [11]. The combination of multiple sensors raises instrument costs and increases

the risk that an instrument fails (e.g., absorption meters are more prone to fouling than

beam-c meters). Chapter 3 describes a new method to accurately estimate Chl a absorption

using only hyperspectral beam-c measurements based on changes in the complex index of

refraction in the spectral vicinity of the Chl a red absorption peak [12].

Future technological advances are anticipated that will expand the spectral range and

resolution of in situ, airborne, and satellite sensors to mitigate the current challenges for

remote sensing of coastal and inland waters, but corresponding algorithm improvements

that move beyond the black-pixel and case-1 assumptions will be required. The following

dissertation outlines fundamental challenges to remote sensing of coastal and inland waters,

and it proposes new methods in optical oceanography intended to overcome some of the

current problems.
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Chapter 1

Atmospheric correction effects on

coastal ocean satellite datasets

Overview: Atmospheric correction of satellite imagery is more difficult in coastal (versus

oceanic) waters due in part to the presence of non-maritime aerosols, as well as increases

in the natural ranges of various oceanic constituents, such as algal and non-algal particles.

Higher suspended particle loads elevate water-leaving reflectances at near-infrared wave-

lengths, in which the ocean is assumed to be a dark target. The increased near-infrared

signals can cause atmospheric correction failures during image processing and result in the

removal of bright pixels. This chapter compares biomass measurements for satellite pixels

that satisfy versus fail standard atmospheric correction processing. Many users of satel-

lite imagery rely on temporal and spatial composites, and this work provides suggestions

for determining whether composite products in coastal waters are strongly influenced by

atmospheric correction failures.

The following contains material that was published in Remote Sensing in September 2019:
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Ocean color quality control masks contain the high-phytoplankton frac-

tion of coastal ocean observations

Henry F. Houskeeper & Raphael M. Kudela

Abstract: Satellite estimation of oceanic chlorophyll a content has enabled characterization of

global phytoplankton stocks, but the quality of retrievals for many ocean color products (including

chlorophyll a) degrades with increasing particle concentrations. Quality control of ocean color prod-

ucts is achieved primarily through the application of masks based on standard thresholds designed to

identify suspect or low-quality retrievals. This study compares the masked and unmasked fractions

of ocean color datasets from two Eastern Boundary Current upwelling ecosystems (the California

and Benguela Current Systems) using satellite proxies for phytoplankton biomass that are applica-

ble to satellite imagery without correction for atmospheric aerosols. Evaluation of the differences

between the masked and unmasked fractions indicates that high biomass observations are preferen-

tially masked in National Aeronautics and Space Administration (NASA) ocean color datasets as

a result of decreased retrieval quality for waters with high concentrations of phytoplankton. This

study tests whether dataset modification persists into the default composite data tier commonly

disseminated to science end-users. Further, this study suggests that statistics describing a dataset’s

masked fraction can be helpful in assessing the quality of a composite dataset and in determining

the extent to which retrieval quality is linked to biological processes in a given study region.

1.1 Introduction

Ocean color remote sensing has greatly improved our ability to monitor global scale

biological processes of ocean systems [1,2], but the potential for conventional satellite ocean

color tools to characterize coastal ecosystems is limited by the assumptions used in various

algorithms, for example that diverse phytoplankton communities match global bio-optical

relationships [3] or that backscattered light from particles does not strongly elevate signals

at near-infrared (NIR) wavelengths [4]. Although these assumptions are often invalid for

coastal waters [5], satellite assessment of coastal marine ecosystems is an area of intense

focus in part because of reported increases in the frequency of coastal phytoplankton blooms

that are harmful to humans and wildlife [6–10].

Fundamental challenges for ocean color remote sensing of coastal marine ecosystems

arise from the increased complexity of constituents, as well as the difficulty in separating
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the atmospheric and oceanic signals. Next-generation ocean color satellite missions aim

to overcome these difficulties in part by increasing the sensor spectral resolutions to re-

solve variability in phytoplankton pigmentation [11] and by increasing the spectral range

to discern the effects of absorbing and non-absorbing aerosols [12]. Nonetheless, data from

existing satellite platforms is presently required to assess coastal marine ecosystems. When

next-generation sensing platforms become operational, interpreting legacy measurements of

coastal waters and detecting regional biases will still be necessary in order to construct and

interpret climate-quality data records [13–15]. For coastal targets, constructing climate-

quality datasets will require an approach to maintain atmospheric correction efficacy across

variable phytoplankton concentrations.

Conventional approaches for atmospheric correction of ocean color satellite imagery

take advantage of the strong light absorption by water at NIR wavelengths to estimate

that the water-leaving radiance, LW (λ), is negligible in the NIR [16]. After removal of

glint and white capping effects, the derived top-of-atmosphere NIR radiance is attributed

to the atmospheric contributions by Rayleigh scattering, aerosol scattering and multiple

interactions between Rayleigh and aerosol scattering [17], which enables the estimation

of aerosol thickness. The approximation that LW (λ) is zero at NIR wavelengths, or the

black-pixel assumption [4], is often incorrect, frequently so in coastal waters where high

near-surface particle loads (organic or inorganic) can strongly backscatter light. Because

top-of-atmosphere signals at NIR wavelengths are attributed to atmospheric constituents,

aquatic contributions cause overestimation of atmospheric aerosols and thus result in in-

correct (often negative) derivation of LW (λ) in the visible domain, particularly in the blue

bands used for, among others, chlorophyll a (Chl a) derivation [18]. As a result, ocean color

satellite retrievals are more problematic for water masses with high particle loads (including

phytoplankton cells), and high biomass pixels are frequently removed during quality control

processing of satellite datasets (Fig. 1.1).

Alternate atmospheric correction methods have been developed with the goal of im-

proving LW (λ) retrieval in coastal waters, for example by estimating aerosol contributions

from longer (i.e., short-wave infrared) wavebands [19], by assuming stable NIR reflectance

ratios within a scene [20], or by neural network determination of atmospheric contribu-

tions [21]. Alternate methods for atmospheric correction of coastal imagery have generally

improved performance of nearshore ocean color retrievals compared with the conventional

(NIR-based) methods [22], although users must still decide when these methods are prefer-
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Figure 1.1: MODIS Aqua imagery of phytoplankton blooms obtained on 26 October 2016 in
Monterey Bay, California (upper) and 27 September 2011 near Cape Columbine, Western
Cape (lower). (a) Pseudo-true color images with clouds masked in grey; (b) Red Band
Difference algorithm (a proxy for phytoplankton biomass) with clouds masked in grey; and
(c) Red Band Difference algorithm with clouds and suspect atmospheric correction (defined
as maximum aerosol iterations reached and low water-leaving radiances) masked in grey.

able given tradeoffs of noisy wavebands, non-analytical solutions, and increased difficulty in

obtaining alternate processing for National Aeronautics and Space Administration (NASA)

imagery. Another explanation for widespread use of default NIR-corrected imagery, evalu-

ated in detail within this work, is that the degradation of satellite datasets by atmospheric

correction errors is obscured by the default quality control masks.
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Quality control of NASA ocean color imagery is achieved in part through flag as-

signments that trigger masking (i.e., removal) of individual pixels that do not satisfy pre-

defined thresholds. Increasingly rigorous flag criteria remove observations from sequential

data tiers based on the quality requirements of each tier’s expected end-users. Pixels within

atmospherically-corrected imagery (Level 2 data tier, L2) are masked by default when the

derivation of meaningful products is severely inhibited, for example when the sensor satu-

rates or is viewing land or clouds. L2 datasets contain shifting pixel coordinates, frequent

data gaps (i.e., from clouds), and large file sizes inconvenient for users requiring continu-

ous or less computationally expensive products [23]. To satisfy these user needs, statistical

composites of geophysical variables binned in space and time (Level 3 data tier, L3) are

provided by the NASA Ocean Biology Processing Group (OBPG) and are valuable to users

beyond the ocean color community, for example as inputs into biogeochemical models. In

order to provide higher quality composites for a larger end-user community, the default

masks applied during L3 processing are more rigorous than during L2 processing, for ex-

ample removing observations flagged for likely or known errors in atmospheric correction.

Spatial distortions may also arise during compositing, and although not evaluated here, are

likewise relevant to L3 end-users [24].

In this study, we compare estimates of phytoplankton biomass – obtained without

applying aerosol corrections – between observations that satisfy (versus fail) standard qual-

ity control thresholds for two Eastern Boundary Current (EBC) ecosystems. We assess

whether observations that satisfy quality control methods, hereafter the masked fraction,

provide an unbiased perspective of phytoplankton biomass in coastal ecosystems. Finally,

we provide examples for L3 end-users to consider when determining whether to apply stan-

dard composite products for a specific study region.

1.2 Methods

1.2.1 Site selection

The mid-latitude eastern margins (or EBCs) of the world’s oceans are regions of

heightened biological primary production due to coastal upwelling, or the wind-driven trans-

port of nutrient-rich subsurface waters to the illuminated surface layer. Heightened nutrient

availability, coupled with the persistence of seed stocks supplied from the shelf and retained
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in the lee of headlands, supports high phytoplankton concentrations that periodically form

blooms, some of which are harmful to humans and wildlife [7, 25]. Here we consider EBC

ecosystems of Monterey Bay (MB), California, United States and St. Helena Bay (SHB),

Western Cape, South Africa. MB is within a marine sanctuary and is partially sheltered

from the predominant alongshore winds of the central California Current System (CCS) by

coastline geometry. Phytoplankton in the region follow a distinct climatology, with spring

onset of upwelling-favorable winds supporting diatom-rich phytoplankton blooms, followed

by a mid-summer reduction in phytoplankton, possibly associated with rapid advection to

offshore waters [26]. Fall relaxation of upwelling-favorable winds and increasing vertical

stratification of the surface layer facilitate a community shift towards dinoflagellates, which

periodically form dense red tides with concentrations that may reach or exceed those of

spring diatom blooms [25].

SHB is an upwelling ecosystem in the lee of Cape Columbine within the southern

Benguela Current System (BCS). The region’s proximity to the Cape Peninsula upwelling

cell, its shelter from the lee, and its widened shelf support persistently high phytoplankton

production [27]. In addition, sea surface temperature is relatively high within SHB com-

pared with other EBCs, allowing elevated phytoplankton populations to persist through-

out all seasons [28]. As with MB, phytoplankton succession in the southern BCS, includ-

ing within SHB, is primarily controlled by the intensification and relaxation of alongshore

winds, with characteristic diatom and dinoflagellate regimes dominating in the spring and

fall, respectively [29].

1.2.2 Atmospheric dataset

Climatological datasets for Ångstrom exponent and aerosol optical depth (500 nm)

were obtained from the Aerosol Robotic Network (AERONET; aeronet.gsfc.nasa.gov)

for Monterey, California, United States (36.59◦N, 121.85◦W) and Simonstown, Western

Cape, South Africa (34.18◦S, 18.43◦E), shown in Fig. 1.2. The Monterey AERONET site

is located to the southeast of MB and separated from a nearby agricultural region by a

coastal mountain range, although diurnal sea breeze north of this range may increase mixing

between terrestrial and marine air masses. The Simonstown AERONET site is located

on the eastern slope of the Cape Peninsula, roughly 150 km south of Cape Columbine.

Predominant windstress is equatorward (towards SHB) with summer intensification [30].
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Figure 1.2: Location of biological and atmospheric measurements used in this study for (a)
Monterey Bay, California and (b) St. Helena Bay, Western Cape. Chl a and fluorometer
measurements were obtained at sites denoted with red circles, and atmospheric measure-
ments at sites denoted with orange triangles. Regions of satellite L2 datasets used in this
analysis are indicated by dashed black lines.

1.2.3 Biological field data

Weekly fluorometric Chl a measurements were obtained from the Southern Califor-

nia Coastal Ocean Observing System portal (sccoos.org/data/habs/) for the Santa Cruz

Wharf (SCW; 36.958◦N, 122.017◦W) in northern MB. Daily mean in situ surface (1 m

depth) fluorescence measurements were obtained from a HydroScat-2 fluorometer (HOBI

Labs) mounted on an oceanographic mooring in central MB (M1; 36.750◦N, 122.000◦W),

maintained by the Monterey Bay Aquarium Research Institute (MBARI; mbari.org). Mea-

surements of Chl a within SHB were obtained from the European Space Agency (ESA)

Ocean Colour Climate Change Initiative (OC-CCI) dataset, available on the Pangaea por-

tal (doi.pangaea.de). Only fluorometric measurements (not pigment analyses) were used

for matchups with satellite products for SHB since the majority of Chl a estimates in the

database were based on that methodology. The locations of the sampling sites are indicated

in Fig. 1.2.
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1.2.4 Satellite data

MODIS Aqua (MODISA) calibrated, non-atmospherically corrected imagery (L1A)

were obtained from the NASA Ocean Color website (oceancolor.gsfc.nasa.gov) for dates

spanning July 2002 to September 2018 within MB (36.50 – 37.00◦N; 121.75 – 122.25◦W) and

SHB (31.80 – 32.80◦S; 17.90 – 18.35◦E) for matchup validation and for analysis of L2 datasets

(Fig. 1.2). Surface reflectances, ρs(λ), were obtained for both regions from geo-referenced

and atmospherically corrected imagery produced using the NASA OBPG software SeaDAS

(version 7.5) with observations removed if viewing land or clouds or for non-physical re-

trievals, such as ρs(λ) outside of the range 0–1. Spatial subsets used for comparison with

AERONET results were selected from the MB and SHB domains based on the AERONET

site locations and the local topography (south of 36.65◦N and east of 121.92◦W for MB;

south of 32.10◦S and east of 18.10◦E for SHB). Datasets for L3 analyses were obtained for

the same timeframe and for similar regions in MB (36.50 – 37.00◦N; 121.75 – 122.25◦W) and

SHB (32.20 – 32.80◦S; 17.90 – 18.35◦E), as well as for two nearby transects placed in regions

with relatively north-south coastlines of the CCS (37.10 – 37.50◦N, 122.40 – 123.40◦W) and

BCS (31.80 – 32.20◦S, 17.30 – 18.35◦E). Processing for the L3 products applied additional

SeaDAS software l2bin and l2mapgen to form daily, 4 km standard map grid composites.

Quality control flags were assigned to all pixels during the L2 processing chain accord-

ing to standard OBPG L2 flag thresholds. Masks were applied (i.e., the data was removed)

for one identical set of the L2 data if flag assignments indicated likely errors in atmospheric

correction. Flags chosen included warnings for low LW (λ), maximum iterations exceeded

during atmospheric correction processing, and out-of-range spectral slope of derived aerosol

radiances. This combination of flags will be hereafter referred to as AC flags. More detailed

information on thresholds and applications of default flags can be found in the SeaWiFS

postlaunch documentation [31].

Neural network Chl a estimates were included for evaluating satellite products us-

ing processing tools provided by the Coast Colour project (coastcolour.org). In short,

MODISA images were georeferenced and calibrated using SeaDAS. Atmospheric correc-

tion and derivation of Chl a was performed for each image using the Sentinel Applica-

tion Platform (SNAP; step.esa.int) with the Case-2 Regional Coast Colour (C2RCC;

brockmann-consult.de) plugin.
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1.2.5 Remote estimation of phytoplankton biomass

Remote measurements of the spectral radiance anomalies generated by sun-induced

fluorescence of the Chl a molecule have been applied as proxies for phytoplankton biomass

for over four decades [32,33]. The fluorescence line height approach (FLH), which subtracts

a red to NIR baseline from the Chl a fluorescence peak to correct for brightness effects, is the

most widely used of these satellite tools. FLH has been proposed to complement traditional

Chl a satellite algorithms in high biomass coastal waters [34, 35] and a normalized version

(nFLH) is disseminated in standard L2 and L3 OBPG data. Another FLH-type method, the

Red Band Difference algorithm (RBD), subtracts the signal derived at the nearest shorter

wavelength from the signal measured at the Chl a fluorescence peak and was chosen for this

work because of its relative robustness to sediment effects [36]. Fluorescence line height

products, including RBD, may be derived from top-of-atmosphere (TOA) measurements,

thus bypassing the potential errors arising during the atmospheric correction procedure.

Here we derive RBD from ρs(λ), a partial atmospheric correction product that accounts for

Rayleigh but not aerosol effects, defined as follows:

ρs(λ) =

(
π

F0 µ0

)(
LTOA

tsolar tsensor

)(
t′solar t

′
sensor t

′
O2
t′H2O

)−1
, (1.1)

where F0 is the solar downward irradiance, µ0 is the cosine of the solar zenith angle, t

and t′ are the direct and diffuse atmospheric transmittances, respectively, for the sun-to-

surface and surface-to-sensor path lengths and for the atmospheric effects of oxygen and

water vapor. RBD was derived as the difference between MODISA surface reflectances, as

follows:

RBD = ρs(678 nm) − ρs(667 nm) , (1.2)

where ρs(678 nm) corresponds to the Chl a fluorescence maximum (nominally 683 nm) and

ρs(667 nm) provides an adjacent baseline to account for overall spectral brightness.

1.2.6 Matchups, climatological averages, and error statistics

Validation statistics for all satellite products were derived using only same-day, 3×3

pixel median matchups centered on the in-water samples due to high spatial and temporal

variability at the matchup sites. Climatologies were derived as the mean monthly values

for each region. Composite datasets were compared using standardized bias (SB), defined
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as follows:

SB =

(
X − Y

σY

)
, (1.3)

where X and Y correspond to the mean RBD composite values for datasets with AC

flagged pixels masked or not masked, respectively. The difference in composite means were

normalized by the standard deviation of the unmasked (AC flagged pixels retained) dataset.

1.3 Results

1.3.1 Association between RBD and phytoplankton biomass

Satellite matchups at both MB and SHB indicate that the RBD algorithm associ-

ated more strongly (based on Pearson correlation) with in situ proxies for phytoplank-

ton concentrations than either a standard NASA blue-green Chl a algorithm (OC3M) or a

neural-network-based Chl a algorithm (Coast Colour), shown in (Table 1.1). An attempt

to model surface Chl a from satellite measurements (using a linear, least-squares approach)

resulted in higher accuracy of the RBD method versus the other remote products in most

instances. More valid matchups were possible at the M1 buoy (MB) location because of

increased distance from land and because of the greater number of in situ records. More

valid matchups were also possible for RBD versus OC3M because the use of the ρs(λ) prod-

uct prevented retrieval failures related to aerosol overestimation. Visual inspection of Coast

Colour matchup scenes suggested that common culprits for the reduction of valid matchups

were both the out-of-range inputs to the atmospheric neural network as well as incorrect

cloud mask assignments.

The lowest Pearson correlation coefficients for all remote products occurred at the

Santa Cruz Wharf (in northern MB), where matchups were more difficult because of the

increased spatial and temporal heterogeneity of the near-shore environment, and because

fewer adjacent oceanic pixels were available due to obstruction by shore. The Pearson cor-

relation coefficient for the RBD product was highest relative to the other products at this

site, suggesting that the nearshore matchups were also strongly affected by resuspended

sediment, riverine discharge or terrestrial aerosols given the relative robustness of RBD to

signal brightening effects and to absorption by riverine constituents, such as colored dis-

solved organic material. Error between modeled and in situ Chl a for the OC3M algorithm

was lowest at the M1 buoy (in central MB), the site with the greatest prevalence of optically
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Table 1.1: Matchup statistics for three MODIS Aqua phytoplankton biomass proxies in
Monterey Bay, California, USA and St. Helena Bay, Western Cape, South Africa where n
is the number of valid matchups, r is the Pearson correlation coefficient and nRMSE is the
root mean square error of the linear fit of the satellite data to the in situ data, normalized
by the in situ data range.

Location Product n r nRMSE

Monterey Bay, Red Band Difference 1012 0.4190 14.4%

California Blue-Green Chl a Algorithm1 773 0.3344 14.8%

M1 Buoy Neural Network Chl a Algorithm2 840 0.2179 17.0%

Monterey Bay, Red Band Difference 361 0.2055 14.1%

California Blue-Green Chl a Algorithm1 8 0.0359 28.8%

Santa Cruz Wharf Neural Network Chl a Algorithm2 132 0.0488 17.3%

St. Helena Bay, Red Band Difference 90 0.5493 19.2%

South Africa Blue-Green Chl a Algorithm1 74 0.4283 20.8%

Various Locations Neural Network Chl a Algorithm2 75 0.3973 19.9%

1NASA OBPG standard Chl a product (OC3M algorithm). 2Coast Colour standard Chl a product.

simple (case-1) water types among our validation sets. The highest Pearson correlation co-

efficient for each product was derived from SHB matchups, with RBD showing the strongest

association with in situ Chl a among the evaluated remote products. The SHB matchups

were unique from the two MB sites in that the in situ measurements were obtained by

ship at various distances from shore, allowing the SHB matchup dataset to include a wider

diversity of water types than either the wharf or mooring datasets in MB.

1.3.2 Climatology of atmospheric correction flags

Comparison of AERONET and satellite climatologies did not reveal similarities be-

tween atmospheric constituents and satellite atmospheric correction flags. In particular,

Pearson correlation coefficients were non-significant between AC flags and either aerosol op-

tical depths or Ångstrom exponents for the Monterey or Simonstown sites, respectively. AC

flag assignments indicated positive, significant correlation with RBD in MB (P (r) < 0.01),

and positive although non-significant correlation in SHB. AERONET sites revealed local

maxima of both aerosol optical depths and Ångstrom exponents during summer that did
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Figure 1.3: Climatology of atmospheric and satellite products near Monterey Bay and St. He-
lena Bay, shifted for the phase timing of northern and southern hemispheres (Monterey:
solid black line, March-February; Simonstown: dashed black line, September-August). Pan-
els indicate: (a) Aerosol optical depth; (b) assignment frequency of AC flags; (c) Ångstrom
exponent; and (d) Red Band Difference.

not correspond to spikes in AC flag assignments during the same month. The Monterey site

summertime peak in atmospheric complexity coincided with a local minimum in AC flag

assignments, which suggests that pollution and aerosol characteristic of summer months

are not dominant mechanisms for low atmospheric correction efficacy in this sample. The

seasonality of AC flags in the Simonstown region was more uniform than in the Monterey

region but was similarly incongruous with the AERONET results (Fig. 1.3).

Although not elucidated by this analysis, the relatively higher Ångstrom exponent

and aerosol optical depths measured from spring through fall at the Monterey AERONET

station may in part be responsible for the decreased performance in the OC3M matchups
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within MB compared with SHB. Other differences between the Monterey and Simonstown

results may be due to the AERONET locations, with the Monterey site nearer the sheltered

retentive zone in southern MB, and the Simonstown site located near a headland with more

exposure to wind and further from the SHB study site.

1.3.3 Impact of atmospheric correction masks on RBD datasets

Satellite retrievals with higher RBD values were more frequently assigned AC flags,

with 33.8% and 33.1% of observations assigned AC flags within the upper quartile of RBD

data, compared with only 5.3% and 8.2% within the lower quartile at MB and SHB, respec-

tively. As a result, masking of AC flagged retrievals decreased the right-hand tails of the

RBD dataset distributions at both sites (Fig. 1.4). The resulting masked fractions describe

lower average RBD values (mean: −18.1% and −11.0%; median: −14.7% and −8.0%) with

less variability (standard deviation: −13.3% and −13.0%) compared with the initial (AC

flagged pixels not masked) datasets for MB and SHB, respectively.

L3 spatial composites (4 km, 1 day) were compared between the masked and unmasked

RBD datasets using SB. The greatest magnitude in SB occurred in the lee of the retentive

features that outline MB and SHB, regions prone to frequent phytoplankton blooms due to

recirculation of water masses and protection from offshore advection during upwelling pulses

(Fig. 1.5). SB was more negative in near-shore composite grids within the BCS compared

to the CCS, with near-shore RBD composites approximately a fifth of a standard deviation

lower in the masked versus unmasked dataset. Similar differences were observed in the SHB

and MB regions.

Composites within the CCS and BCS transects were partitioned by longitude to de-

rive SB as a function of distance from shore. Transect regions were chosen to be adjacent

to relatively north-south coastlines and were each greater than 50 km equatorward of the

largest nearby coastline points (e.g., Point Reyes and Cape Columbine). The BCS tran-

sect showed more rapid improvement of data quality as a function of distance from shore,

with the magnitude in SB reduced to within a tenth of one standard deviation beyond

approximately 30 km from shore, compared to within 15 km from shore in the CCS tran-

sect (Fig. 1.6). The differences in the offshore persistence of SB may be due in part to

regional circulation, for example due to differences in coastline geometries and proximities

to upwelling hot spots. Beyond approximately 50 km from shore, both transects indicate
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Figure 1.4: Fraction of pixels assigned atmospheric correction (AC) flags as a function of
Red Band Difference, with Monterey Bay and St. Helena Bay shown with solid and dashed
black lines, respectively. The range shown encompasses greater than 98% of the data for
both regions.

low magnitude of SB, although the signs remain negative across both datasets.

From each of the four masked and unmasked L3 datasets, composites were also par-

titioned by the number of underlying L2 pixels that were assigned AC flags. Fig. 1.7 shows

a steady increase in the magnitude of SB corresponding with more L2 pixels assigned AC

flags, with the masked datasets indicating, on average, about four tenths of one standard

deviation less fluorescence than the unmasked datasets for the most frequently masked com-

posites. The similarity in the slopes shown in Fig. 1.7 implies that despite the atmospheric

and ecological differences between the regions considered, the relationship between fluores-

cence and the likelihood of atmospheric correction failure was consistent. About 4% of the

L3 transect composites were generated from at least 25% flagged L2 pixels. For the MB and

SHB sites, which didn’t extend offshore, 8% and 10% of the L3 composites were generated

from at least 25% flagged L2 pixels.
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Figure 1.5: Standardized bias in Red Band Difference from MODISA composites (L3) due to
the removal of underlying (L2) pixels, shown for standard map grids within: (a) a transect
within the central California Current System; (b) a transect within the southern Benguela
Current System; (c) within Monterey Bay; and (d) within St. Helena Bay.

1.4 Discussion

1.4.1 Performance of satellite products at matchup sites

Based on the matchup results, RBD is a reasonable proxy to describe relative changes

in Chl a within the study regions, although this comparison is not intended as a validation
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Figure 1.6: Standardized bias in Red Band Difference composites (L3) across longitudinal
transects due to the removal of underlying (L2) pixels assigned AC flags. The Califor-
nia Current System transect is indicated by a solid line and the Benguela Current System
transect is indicated by a dashed line.

activity to assess OC3M, C2RCC or other alternate processing methods. For the OC3M

products, atmospheric correction errors were common in the matchup regions, but rigorous

quality screening of the matchups would have been counter to the goals targeted by this

study, namely, to characterize the observations that fail such screenings. C2RCC performed

marginally worse than RBD in the comparisons, but the development of C2RCC was not

primarily aimed at use with NASA products. In addition, a recent inter-comparison of

atmospheric correction methods for coastal waters found strong improvements for C2RCC

after the updates from an expanded training set [22].

FLH algorithms such as RBD are useful for scene comparisons and for simplistic Chl a

proxies, but fluorescence approaches are not a satisfactory solution to remote sensing chal-

lenges in coastal waters. Although Chl a fluorescence and concentration generally covary,

their relationship is inconsistent. Factors that may alter the relationship between Chl a

fluorescence and concentration include phytoplankton species composition, pigment pack-
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aging effects, physiology, limitation by nutrients or light, and solar-induced fluorescence

quenching [37]. The ability to measure fluorescence is also strongly affected by attenuation

from water and its constituents, particularly by non-algal particles [38] and from sensor-

specific response functions, for example, if the fluorescence peak shifts between response

bands [38,39]. However, despite the inherent difficulties in quantifying phytoplankton con-

centrations with Chl a fluorescence, such proxies are reasonable for the analysis shown here

because of their robustness to atmospheric correction errors and because the RBD biomass

comparison is not used across large spatial domains. Comparisons here are assumed to be

relative within the region, and this work did not focus on modeling RBD onto Chl a.

Products that use inputs from blue wavelengths (such as OC3M) were considered the

most sensitive to poor atmospheric correction and therefore were not reasonable options

for comparing the masked and unmasked observations. Similarly, products such as OC3M
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often cannot be derived for AC flagged pixels, for example, when overestimation of aerosol

thickness causes derivation of negative radiances at blue wavelengths. Finally, while RBD

was preferred here over the OBPG default nFLH product because of robustness to sediment

effects, nFLH is expected to be a reasonable alternative for users who intend to perform

a similar analysis of their study region but who require direct downloads of default L2

products.

1.4.2 Variability of atmospheric constituents and ocean color AC flags

Mitigating the atmospheric correction errors that arise from elevated LW (λ) at NIR

wavelengths has been a major challenge to remote sensing of sedimented or phytoplankton-

rich waters. The associations shown here between AC flags and phytoplankton concen-

trations within MB and SHB are intended to demonstrate that satellite retrieval quality

is linked to biology. In our study areas, the dataset fractions that satisfy default quality

control criteria (i.e., are not assigned AC flags) describe ecosystems which are generally

reduced in biomass and have lower variability than described by the parent dataset. The

results of this study, however, do not suggest that users relax AC flag criteria, because the

flag assignments are in most cases reasonable indicators of degraded data quality, particu-

larly in the portion of the spectrum relevant to blue-green band-ratio Chl a algorithms (i.e.,

OC3M).

The removal of high biomass observations from the satellite record additionally screens

out important biological processes, such as the formation of phytoplankton-dense fronts, and

removes regions that may be disproportionately important to an ecosystem’s dynamics and

species succession. For example, a northern MB retentive zone, which maintains dinoflag-

ellate stocks that play an important role in species succession by seeding the surrounding

waters [40], was most frequently masked from the MB satellite record.

1.4.3 Potential for user evaluation of Level 2 and 3 datasets

Defining the transition zone between regions where default NIR-based atmospheric

correction methods can and cannot be used is challenging, as evidenced by the different

composite transect results for the two EBC ecosystems. The effects of the atmospheric

correction errors may extend farther offshore than anticipated given the physics of the

region (e.g., advection offshore by mesoscale eddies or jets). For regions where the removal
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of ephemeral high-biomass pixels may be more infrequent, research targeting ecosystem

processes may still suffer from the loss of rare but important events.

How can L2 and L3 end-users test whether satellite datasets contain a strong bias

from the removal of high phytoplankton observations? In regions where the biology is well-

studied, L2 users can compare flag assignment climatologies with expected phytoplankton

dynamics to determine whether flag assignments covary with phytoplankton concentrations.

For some flags, seasonality due to the Earth-sun geometry or regional cloud dynamics

may resemble biological parameters without tracking phytoplankton biomass within an

individual image. Interpretation of the flag assignment frequency should be considered

cautiously, because infrequent flag assignments can have outsized effects in regions with high

environmental variability. In the absence of a priori knowledge of a region, fluorescence

products are anticipated to provide useful comparisons of the masked and unmasked data

fractions, as shown herein. L3 end-users could make use of compositing statistics in order

to assess the representativeness of spatial or temporal, quality-controlled averages. The

similarity between all regions shown in Fig. 1.7 suggests that L2 flag assignments are useful

parameters for interpreting L3 composites. As such, metadata that includes flag assignment

statistics may be a beneficial addition for disseminated L3 products, particularly for users

requiring inputs for coastal ocean biogeochemical models.

1.5 Conclusion

Decreased performance of satellite ocean color products in coastal waters has encour-

aged the development of alternative atmospheric correction methods. However, satellite

imagery processed using standard oceanic (i.e., black NIR) approaches are still commonly

used in coastal ocean research. This work compares non-aerosol-corrected satellite biomass

proxies to test whether the high-quality portion of satellite retrievals are representative of

the complete set of retrievals in coastal regions. Key findings shown are that, for produc-

tive ecosystems like MB and SHB, the masked satellite record underreports phytoplankton

biomass due to the difficulty of removing the atmospheric signal over phytoplankton-rich

waters. The changes to recorded biomass for L2 datasets due to atmospheric correction

failures persist into L3 composites, and the distances that the changes extend offshore are

variable even among broadly similar systems (i.e., EBCs). Finally, users may assess the

sensitivity of a satellite product to atmospheric correction failures for a specific study site
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by comparing FLH products between the masked and unmasked fractions of their dataset

or by retaining flag assignment statistics when generating L3 products. In cases where the

fluorescence of the masked fraction is dissimilar to the unmasked fraction, users may prefer

alternative atmospheric correction methods regardless of the performance of matchup tests,

which are generally obtained from the masked fraction only. Research directed towards

coastal ocean ecosystems should evaluate whether quality-controlled satellite estimates of

phytoplankton concentrations are representative compared to the statistics of the parent

dataset. When possible, TOA proxies are useful tools for such comparisons.
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Chapter 2

Remote sensing of colored

dissolved organic matter for

oceanic, coastal, and inland waters

Overview: Next-generation satellite and airborne missions aim to measure key biogeo-

chemical constituents, including aCDOM(440), within smaller and more optically complex

inland water bodies. This will require new algorithms that quantify aCDOM(440) without

relying on the case-1 assumption of covariance between various constituents and Chl a. The

following work evaluates bio-optical parameterizations, in situ data, and airborne matchups

to test the importance of spectral range for two-channel aCDOM(440) remote sensing algo-

rithms. The findings indicate that the dynamic range of band-ratio algorithms and their

correlation to aCDOM(440) increase with greater spectral separation of the waveband ratio

toward ultraviolet and near-infrared wavelengths. The approach does not require regional

tunings to various inland water bodies, and it confers additional advantages to sensing of

inland waters, including mitigation of bottom reflectance (as ultraviolet and near-infrared

wavelengths are strongly attenuated by water) and decreased spectral sensing requirements.

The following contains material that was submitted to Remote Sensing of Environment on

10 February 2020:
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Spectral range within global aCDOM(440) algorithms for oceanic, coastal,

and inland waters with application to airborne measurements

Henry F. Houskeeper, Stanford B. Hooker, & Raphael M. Kudela

Abstract: The optically active component of dissolved organic material in aquatic ecosystems, or

colored dissolved organic matter (CDOM), is represented by the coefficient of absorption due to

the dissolved aquatic constituents at 440 nm, aCDOM(440). Remote sensing of aCDOM(440) enables

characterization of ecosystem processes and aids in retrieval of chlorophyll a, a proxy for phyto-

plankton biomass, which overlaps in spectral dependencies with aCDOM(440). Spectrally adjacent

band-ratios, e.g., blue to green, have previously been applied for remote sensing of aCDOM(440)

in coastal and oceanic waters with similar results compared to more complex semi-analytical algo-

rithms. Estimation of aCDOM(440) from ratios of the most spectrally separate ocean color bands

(end-members), e.g., ultraviolet to near-infrared, termed end-member analysis (EMA), has been

shown to increase the accuracy of aCDOM(440) retrievals from in-water measurements and to enable

a unified algorithmic perspective without requiring regional adjustment of internal bio-optical pa-

rameters. EMA of above-water measurements is evaluated herein, with a focus on coastal and inland

waters in which increasing optical complexity and higher incidence of bottom reflectance challenge

the oceanic algorithms developed for deep and optically simple (case-1) waters. Analysis herein of

three independent bio-optical datasets indicates strong association between aCDOM(440) and end-

member band-ratios (320 and 780 nm or 412 and 670 nm) with a coefficient of determination, R2,

of 0.82 or higher based on a global waters dataset. For applicable wavelengths, EMA algorithms

are shown to agree with case-1 relationships and to produce consistent log-scale uncertainties across

nearly three orders of magnitude in aCDOM(440). EMA is applied to airborne measurements and

satisfies a 25% log-scale uncertainty criteria within each of three dissimilar matchup sites ranging

in aCDOM(440) from 0.02 – 0.57 m−1. Results suggest that EMA is a useful and robust approach

for remote sensing of aCDOM(440) in coastal and inland waters, which generally are more optically

diverse and span a greater range in aCDOM(440) than oceanic waters.

2.1 Introduction

Aquatic dissolved organic matter (DOM) modifies the solar heat flux to surface waters,

provides carbon storage on ephemeral to geologic timescales, and fuels the microbial pump

that recycles nutrients to maintain global phytoplankton stocks [1–3]. Oceanic sources of
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DOM include microbial degradation of phytoplankton [4, 5] and phytoplankton secretions

for photo-protection [6], e.g., mycosporine-like amino acids, or MAAs [7, 8]. Weathering of

terrestrial material injects DOM into aquatic ecosystems, and rivers transport DOM from

inland to estuarine and coastal waters [9]. The optically active component of DOM, termed

colored dissolved organic matter (CDOM), has been used as a DOM tracer [10, 11] and

enables remote sensing (space or airborne) of ecosystem processes, e.g., for analysis of large

runoff events [12] or for measurement of oceanic circulation rates [13].

Decadal analysis of satellite imagery reveals global fluctuations in ocean color related

to basin-scale oscillations in oceanic CDOM content [14]. Improving remote measurement

of CDOM has been a key objective for ocean color remote sensing, because the accuracy

of chlorophyll a concentration (Chl a; a proxy for phytoplankton biomass) derived by satel-

lites degrades in waters with elevated CDOM loads [15–20]. Traditional satellite Chl a

algorithms, i.e., blue-green band-ratios [21], target high Chl a-specific absorption of blue

light, a spectral characteristic that also describes CDOM absorption, in which spectral

dependencies are modeled as follows [22]:

aCDOM(λ) = aCDOM(440) e−S(λ− 440) , (2.1)

where λ is wavelength, aCDOM(440) is the absorption coefficient of CDOM at 440 nm, and

S is the spectral slope of CDOM absorption. Natural variability in S corresponds to dif-

ferences in lability (humic versus fulvic) or source (marine versus riverine) of DOM [15].

S values ranging from 0.015 – 0.03 nm−1 are common among oceanic waters [14], although

wide discrepancies exist in the literature due, in part, to differences in wavelength intervals

and fitting [23]. An expanded range of 0.0095 – 0.0410 nm−1 for oceanic, coastal, and inland

waters was reported in [24].

Remote measurement of aCDM(440), or the combination of aCDOM(440) and detrital

absorption at 440 nm, has been most successful in the optically simple oligotrophic ocean

using inversion, e.g., the Garver-Siegel-Maritorena algorithm (GSM), or semi-analytical,

e.g., the Quasi-Analytical Algorithm (QAA), methods [25, 26]. Regional optimizations of

existing quasi- or semi-analytical algorithms have enabled ocean color observations of spe-

cific coastal ecosystems [27–29], and method updates to the GSM and QAA have been

proposed for separating the dissolved and detrital signals [30, 31]. Band-ratio approaches

for estimating aCDOM(440) using spectrally adjacent wavelengths (e.g., 412 – 443 nm or 443 –
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555 nm) have produced similar results as algorithms with greater spectral and computational

requirements in oceanic environments [32] and have been applied to coastal [33,34] and la-

custrine [35, 36] environments. The performance of band-ratio algorithms is anticipated to

improve by using more spectrally separate ocean color bands because the dynamic range of

ocean color measurements as a function of aCDOM(440) increases with greater separation

between waveband ratios, e.g., ultraviolet (UV) to near-infrared (NIR), as shown by [37].

This algorithmic approach, hereafter referred to as end-member analysis (EMA), also has

the advantage of minimizing the effects of photosynthetic pigments, which have strong spec-

tral dependencies across visible (VIS) wavelengths [38]. For in situ measurements of global

water masses (e.g., oceanic, estuarine, lacustrine, riverine), EMA of diffuse attenuation co-

efficients for spectral downward irradiance, Kd(λ), enables estimation of aCDOM(440) within

a 2% root mean square error (RMSE), with consistent log10-scale accuracy for aCDOM(440)

values spanning over three decades in range [24]. The efficacy of an EMA algorithmic ap-

proach derived from above-water measurements, i.e., the normalized water-leaving radiance,[
LW (λ)

]
N

, is evaluated herein using theoretical, in situ, and airborne matchup results.

2.2 Methods

2.2.1 Derivation of synthetic case-1 bio-optical datasets

The radiance distribution and constituents of natural, optically simple waters may

be estimated first-order based solely on the Chl a content, because the optically active

constituents (including algal and non-algal particles, CDOM, etc.) covary; a condition

defined in optical oceanography as case-1 [39], and all other conditions described herein as

case-2. Under this scenario, biogeochemical relationships between aCDOM(440) and Chl a,

e.g., [40], enable derivation of a case-1 model relating aCDOM(440) to bio-optical constituents

and therefore to the theoretical light field of a natural water mass. A synthetic, case-1

aCDOM(440) dataset is derived using the parameterizations of [41] as follows:

aCDOM(440) = 0.032 [Chl a]0.63 . (2.2)

Although the case-1 scenario is not upheld in optically complex waters, algorithmic agree-

ment with case-1 relationships may be considered as a baseline for evaluating whether an

algorithm is internally consistent with the predefined bio-optical relationships of case-1 wa-
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ters. The parameterizations used in this study are intended to provide a general framework

for considering the basis of an EMA algorithm within the parameterized ranges in Chl a

and are not intended as a thorough review of bio-optical models. The derivations for two

Kd(λ) and one
[
LW (λ)

]
N

synthetic case-1 datasets are briefly described below, with more

detail on the case-1 parameterizations provided in this chapter’s appendix.

The scattering and absorption coefficients of seawater are obtained from [42] for red

and NIR wavelengths and from [43] for blue and UV wavelengths, with the backscattering

contribution of seawater approximated as one-half of the total scattering coefficient. The

absorption by particles (including algal and non-algal) are parameterized with spectral

dependencies according to [44], with coefficients selected from the HydroLight Mid-range

UV option of the New Case-1 Model [45]. The scattering contributions of particles are

parameterized according to [41], with the effects of backscattering efficiencies considered by

sensitivity testing.

2.2.2 Biogeochemical parameterizations of Kd(λ)

Kd(λ) has been parameterized as a power-law function of Chl a within the VIS wave-

length range for waters spanning Chl a of 0.035 – 5.45 mg m−3 [46] and 0.02 – 30 mg m−3 [47],

as:

Kd(λ) = Kw(λ) + χ(λ) [Chl a]e(λ) , (2.3)

where Kw(λ) is the diffuse attenuation coefficient of pure water, and χ(λ) and e(λ) are fitting

coefficients. The χ and e coefficients are extended to NIR wavelengths [48] by assuming

no biological contributions above 750 nm (i.e., χ decreases linearly between 700–750 nm)

and to UV wavelengths by assuming a chlorophyll-specific Kd(λ) that resembles the specific

absorption of non-algal particles (in clear waters) or of a pure algal suspension (in eutrophic

waters). A synthetic Kd(λ) dataset derived from Eq. 2.3 following [46] and [48] is hereafter

referred to as MSyn.

Kd(λ) may be treated as an inherent optical property (IOP), wherein it is dependent

on the constituents of a water mass and not on the ambient light field, if Kd(λ) is normalized

by the downwelling distribution function, Do(λ), which relates the subsurface downwelling

irradiance to the subsurface scalar downwelling irradiance, following [49]. The correction

allows for the partitioning of Kd(λ) among additive constituents (e.g., water, particles, and

CDOM). Least-squares fitting relates Kd(λ) to absorption a(λ) and back-scattering bb(λ)
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coefficients [49], with the spectral dependencies dropped for brevity such that:

Kd

Do
= 1.0395

[
m∑
i=1

(a)i +

m∑
i=1

(bb)i

]
, (2.4)

where a and bb are partitioned as i of m components (e.g., water, particles, and CDOM).

Parameterizations of a and bb (see Appendix) enable a case-1 solution relating Kd(λ) band-

ratios to aCDOM(440) within the variability arising from the spectral dependencies ofDo (due

to scattering of the atmosphere). The ratios Do(670)
Do(412)

and Do(780)
Do(320)

were considered using [49]

as well as by approximating the spectral fraction of downward irradiance contained within

the solar beam at relevant wavelengths following [50], and the variability conferred to an

EMA algorithmic approach was not significant given other sources of uncertainty in the

case-1 parameterizations, e.g., natural variability in S. A synthetic Kd(λ) dataset derived

from Eq. 2.4 following [49] is hereafter referred to as GSyn.

2.2.3 Biogeochemical parameterizations of
[
LW (λ)

]
N

The case-1 model was used to derive a synthetic
[
LW (λ)

]
N

dataset based on the

approach of [51], with updates to the methodology, as well as applicable terms and co-

efficients, provided in [46], [52], [53], and [54]. The case-1 model
[
LW (λ)

]
N

dataset was

compared with a HydroLight model [55] using the relative percent difference (RPD), with

HydroLight as the reference in the difference calculations. The mean RPD value as a func-

tion of the spectral domains and total Chl a spanning 0.02 – 20 mg m−3 was 1.1%, and the

overall absolute percent difference (APD) was 13.9%. The comparison of spectral shape

was significantly better with values of the Pearson correlation coefficient, ρ, for eutrophic,

mesotrophic, and oligotrophic waters of 0.991, 0.966, and 0.987, respectively. The synthetic[
LW (λ)

]
N

dataset was processed using the Processing of Radiometric Observations of Sea-

water using Information Technologies (PROSIT) software [56], and is hereafter referred to

as PSyn.

2.2.4 Description of above- and in-water data products

Ratios of
[
LW (λ1)

]
N
/
[
LW (λ2)

]
N

, hereafter Λλ1λ2 , were selected for comparison to

future capabilities of next-generation sensors (Λ320
780), to current capabilities of existing

ocean color satellites (Λ412
670), to proposed band-ratio approaches (Λ443

555), and to capabili-
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ties of legacy platforms or those not primarily dedicated to ocean color missions (Λ465
625).

The Λλ1λ2 pairs were obtained from in situ datasets containing coincident measurements of

aCDOM(440) and
[
LW (λ)

]
N

spanning up to 320 – 780 nm, described below.

An oceanic dataset was created by reprocessing data obtained with legacy instru-

ments, hereafter referred to as the OCEAN dataset. The reprocessing was performed for

16 wavebands spanning 320 – 780 nm with 10 nm central bandwidths. The OCEAN dataset

was obtained from both rocket-shaped profiler designs as well as the first Compact-Optical

Profiling System (C-OPS), which used a novel kite-shaped backplane [57]. Consequently,

vertical sampling resolution (VSR) was never less than 1 cm, and the first upwelling radi-

ance observations, Lu(z, λ), were typically obtained deeper than 0.3 m (the nominal first

measurement depth of the C-OPS downward-facing radiometer). The geographical areas

sampled ranged from the Southern Ocean to tropical waters, plus northern mid-latitudes.

The majority of the measurements were made in deep oceanic waters (63%) with the re-

mainder in shallower coastal waters (37%); no inland waters were sampled, and the depth

of the profiles were to the 1% light level or more.

A global dataset of oceanic, coastal, and inland waters was obtained using a C-OPS

with an average VSR of 6.0 mm (0.9 mm within very shallow or turbid waters) and with the

first Lu(z, λ) observations routinely obtained at approximately 0.3 m [24]. The C-OPS spec-

tral configuration contained 19 wavebands with 10 nm bandwidths, and was obtained with

the Compact-Propulsion Option for Profiling Systems (C-PrOPS) thruster accessory [58],

which enabled sampling of shallow, non-navigable waters, and which mitigated sampling dif-

ficulties related to adjacency, shading, and physical perturbations. The global dataset was

designed with the intention of enabling algorithm development and validation in optically

complex water bodies, and sampling was uniformly spread across oceanic (31.2%), coastal

(36.6%), and inland (32.2%) ecosystems. The uniform distribution achieved is important

for unbiased curve fitting of global waters.

Factual observations regarding essential water mass attributes were recorded prior to

collection of the global dataset to establish a subjective classification scheme [24]. The ra-

tionale for prior subjective classification was not to exclude optically complex water bodies,

but rather to identify waters with non-conservative perturbations (i.e., modifications not

consistent with a linear mixing of parent water masses), which are not expected to satisfy

a global algorithmic approach. Examples of relevant categorical information include the

persistence of a severe drought, which cuts off inflow to lakes and rivers and can increase
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resuspension due to shallowing of the water level, or flooding of lakes and rivers beyond

nominal fill levels, which can introduce scoured terrigenous materials. The subjective clas-

sification scheme does not signify that these conditions are ignored in the evaluation of

algorithm efficacy. Rather, the classifications provide extra information to enable testing

of whether particular environments (e.g., a drought-stricken lake) require an alternate or

regionalized algorithmic approach. Measurements from the global dataset with no subjec-

tive classification assignments (conservative water bodies relevant to a global algorithmic

perspective) are hereafter referred to as the GLOBC dataset, while measurements with

non-conservative classifications are referred to as the GLOBN dataset, which is considered

separately in Section 2.3.4.

A dataset containing 308 above-water EMA pairs for legacy (VIS) wavelengths (Λ412
670,

Λ443
555, and Λ465

625) was obtained from the NASA bio-Optical Marine Algorithm Dataset (NO-

MAD), using version 2a (https://seabass.gsfc.nasa.gov/wiki/NOMAD), which is part

of a long-standing repository of bio-optical measurements produced for ocean optics algo-

rithm modeling and validation [59–61]. This dataset is hereafter referred to as the NOMAD

dataset. In-water products from the NOMAD repository were previously applied to eval-

uate EMA based on Kd(λ) in [24], which found that the legacy products confirmed the

in-water algorithm after quality control of the dataset, for example by removing coefficients

clearer than pure water. Here, a synthetic Kd(412)/Kd(670) dataset is produced from NO-

MAD above-water products using [62], which estimates in-water products from above-water

measurements using a neural network approach. This dataset, referred to in Section 2.4.1

as NNet, is included to investigate whether remote sensing methods to predict aCDOM(440)

would benefit from working through Kd(λ) intermediates rather than directly estimating

aCDOM(440) from above-water measurements.

2.2.5 Quality control and partitioning of datasets

For the OCEAN dataset, in which prior subjective classification information was

not available, an objective approach for partitioning Kd(λ) spectra based on fuzzy c-means

analysis [24] was applied following [63]. Median spectra that satisfied criteria corresponding

with conservative water bodies in [24], and which did not contain Kd(λ) below that of

natural water, were retained.

Quality control was also performed for the OCEAN, GLOBC, and GLOBN datasets
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due to the inherent difficulty of measuring Lu(z, λ) from an in-water profiler within ex-

tremely turbid waters, i.e., Kd(λ) > 10 m−1. Although the VSR was optimized in the

GLOBC and GLOBN datasets by technological improvements designed to increase sur-

face loitering and stabilize aperture planar geometries [58], the shallowest possible Lu(z, λ)

measurement is limited by the length of the downward-facing radiometer. Exclusion of

Kd(λ) values above 10 m−1 removed roughly 1% of the OCEAN dataset, 8% of the GLOBC

dataset, and 30% of the GLOBN dataset. More measurements were removed from the

GLOBN dataset because the non-conservative water bodies contained a greater range in

turbidity. For validation comparisons herein, all spectra were required to satisfy the Kd(λ)

quality control threshold for all wavelengths.

2.2.6 Description of airborne datasets

The Compact-Airborne Environmental Radiometers for Oceanography (C-AERO) in-

strument suite uses above-water (airborne) radiometers, which typically have 19 wavelengths

(nominally with 10 nm bandwidths), spanning the UV–NIR with 16 wavelengths plus the

short-wave infrared (SWIR) with three wavelengths [58]. The instruments are used to derive

normalized data products by simultaneously measuring the total radiance LT (λ) from the

water surface at a specified angle with respect to nadir (typically 40◦), the indirect (sky)

radiance Li(λ) measured in the same plane and at a complementary zenith angle as LT (λ),

and the global solar irradiance Es(λ). The radiance radiometers have a narrow field of view

(2.5◦ full view angle) and are fitted with a shroud to reduce long-wavelength scattering at the

aperture. The LW (λ) term is derived from the LT (λ) observations by filtering out sun glint

in the LT (λ) data and removing the sky reflection based on a reflectance model depending

on the viewing geometry (i.e., pointing angle of the radiometers) and wind speed [64,65].

The C-AERO instrument suite was flown aboard a Twin Otter aircraft operated by

the Center for Interdisciplinary Remotely Piloted Aircraft Studies (CIRPAS) at the lowest

safe altitude (LSA), which was as low as 100 ft (30.5 m) in order to exclude atmospheric

effects, and measurements were screened for improper pointing relative to the solar azimuth.

C-AERO observations were obtained in the San Francisco Bay Delta (SFBD), Lake Tahoe

(LT), and Monterey Bay (MB). All flights coincided with water sampling for aCDOM(440),

in which samples were filtered through a Whatman GD/X 0.2 µm syringe filter, and then

measured with a Cary Varian 50 spectrophotometer with a 10 cm path-length. The locations
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Figure 2.1: Locations of C-AERO flight lines and data products after glint correction: (a)
SFBD in California; (b) LT in California and Nevada; and (c) MB in California. Twin
Otter flight lines are indicated in solid black, with C-AERO data products shown as red
circles, and water sampling matchup sites indicated as orange triangles. Grey triangles in-
dicate water sampling sites that were not considered for matchups due to spatial or temporal
separation.

of the C-AERO data products and water sampling sites are shown in Fig. 2.1.

Signal-to-noise ratios for the C-AERO measurements exceed those of other relevant

remote platforms within SFBD and LT [66], and coincident in-water C-OPS data products

demonstrated radiometric
[
LW (λ)

]
N

agreement of ρ = 0.989 and 0.999 at LT and SFBD,

respectively. Geospatial imagery (50 m) was produced from the C-AERO measurements

(approximately 3.4 m surface spot size at LSA for native resolution) using natural neighbor

interpolation [67] without extrapolation beyond the boundary of the airborne measurements,

and with the closest nearshore retrievals masked.

2.2.7 Derivation of algorithm fits for
[
LW (λ)

]
N

EMA

The Λλ1λ2 pairs indicate log-linear association with coincident aCDOM(440) measure-

ments, and a power-law relationship was applied to model aCDOM(440) from
[
LW (λ)

]
N

as
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follows:

aCDOM(440) = A
[
Λλ1λ2

]B
, (2.5)

where the coefficients A and B were derived by minimizing an absolute deviation cost

function, and their associated uncertainties were estimated by non-parametric bootstrap-

ping. Because the distribution of aCDOM(440) measurements within the OCEAN dataset

emphasizes a narrow range in aCDOM(440), an iterative random thinning of the oversam-

pled range was performed to obtain a median curve fit that was representative of the full

dataset range in aCDOM(440). The combined absorption by non-algal particles and CDOM,

aCDM(440), was derived using the GSM [25] and the updated version (v6) of the QAA, orig-

inally developed by [26], which require wavelengths spanning 412 – 555 nm and 412 – 670 nm,

respectively, including the central VIS wavelengths provided by legacy ocean color sensors.

The effects of separating the dissolved and detrital contributions, i.e., aCDM(440) versus

aCDOM(440), are considered further in the discussion section of this chapter.

2.2.8 Summary of algorithm validation statistics

Algorithm performance was assessed using RMSE statistics, as follows:

RMSE =

[∑n
i=1 (Xi − Yi)2

n

]1/2
, (2.6)

where X and Y correspond to the algorithm and measured values of aCDOM(440), respec-

tively. When reported as a percentage, RMSE was normalized by the range in the measured

values. For comparison of matchup statistics and evaluation of subjective subcategories, al-

gorithm uncertainty was assessed using root mean square log-error (RMSLE) and log-scale

bias (LB) which have been used for evaluating the success of the Sea-Viewing Wide Field-

of-View Sensor (SeaWiFS) mission, e.g., [16], and were derived as follows:

RMSLE = 100

[∑n
i=1

(
log10(Xi)− log10(Yi)

)2
n

]1/2
, (2.7)

and

LB = 100

∑n
i=1

(
log10(Xi)− log10(Yi)

)
n

. (2.8)
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Uncertainty requirements of RMSLE to within 35% were described in [68] for operational

ocean color products (i.e., Chl a). Allotting half of the total uncertainty budget to in situ

activities (which includes radiometry and algorithm development), and assuming quadra-

ture summing of uncertainties, the target uncertainty for a near-surface activity (C-AERO

operated at LSA) would be an RMSLE to within 25% in order to satisfy calibration and

validation requirements for legacy oceanic measurements [69]. For future NASA missions,

e.g., the Phytoplankton, Aerosol, Cloud, ocean Ecosystem mission (PACE), calibration

and validation activities within open ocean waters should aim to satisfy RMSLE to within

15% [69]. In smaller and more challenging inland water bodies, which were not targeted by

legacy ocean color missions, next generation activities may aim to satisfy the 25% criteria.

An uncertainty budget was also estimated for C-AERO EMA measurements following

the first-order-first-moment (FOFM) uncertainty propagation methods described in [70].

Briefly, the FOFM uncertainty in the EMA product is the quadrature sum of the radiometric

and model contributions, each derived through partial differentiation. Spectrally dependent

radiometric uncertainties are estimated from [56,65], and algorithm coefficient uncertainties

are estimated by non-parametric bootstrapping.

2.3 Results

2.3.1 Case-1 evaluation of a Kd(λ) end-member approach

A straightforward algorithmic approach for estimating aCDOM(440) was evaluated

in [24], in which ratios of spectrally separate Kd(λ) pairs were predictors of aCDOM(440).

The case-1 relationships between Kd(λ) band-ratios and aCDOM(440) were evaluated herein

by comparing the GSyn and MSyn datasets with Kd(λ) EMA algorithms using the [24]

dataset. EMA algorithms based on linear [24] and power-law fits were considered for

Kd(320)/Kd(780) and Kd(412)/Kd(670), respectively, which produced normally distributed

residuals between algorithm and data pairs, shown in Fig. 2.2. GSyn and MSyn datasets

were not extended beyond the Chl a value of 25 mg m−3, consistent with the range consid-

ered in [38,44], and were compared to the EMA algorithms using unbiased percent difference

(UPD), or the APD with the mean of the paired values taken as the reference. The GSyn

aCDOM slope coefficients were varied between 0.01 and 0.03 nm−1 for sensitivity testing,

shown in the Fig. 2.2 panel inlays.
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Figure 2.2: Kd(λ1)/Kd(λ2) relationships to aCDOM(440), with the dataset of Hooker et al.,
2020 shown in red and overlaid, respectively, as follows: (a) GSyn with S = 0.018 nm−1

in solid grey, MSyn in dashed black, and EMA from Hooker et al., 2020 in solid black;
and (b) GSyn with S = 0.018 nm−1 in solid grey, MSyn in dashed black, and a mean
absolute deviation power-law fit in solid black. R2 is reported for log10-transformed products.
Panel inlays show relationships in linear space, with sensitivity testing for GSyn with S =
0.01, 0.03 nm−1 included in dashed grey.

For the UV-NIR Kd(320)/Kd(780) pair, the EMA relationship proposed in [24] is

within 25% UPD of MSyn for aCDOM(440) above 0.006 m−1 (Chl a > 0.07 mg m−3) and

also to within 25% of GSyn for aCDOM(440) between 0.009 – 0.098 m−1 (0.13<Chl a <

5.91 mg m−3). For the VISKd(412)/Kd(670) pair, the power-law EMA relationship is within

25% UPD of MSyn for aCDOM(440) between 0.062 – 0.201 m−1 (2.88<Chl a < 18.52 mg m−3),

and to within 25% of GSyn for aCDOM(440) above 0.076 m−1 (Chl a > 3.96 mg m−3).

The Kd(412)/Kd(670) EMA power-law algorithm produces lower aCDOM(440) val-

ues than the synthetic case-1 datasets, although both remain within the spread of the

data due to the increased variability of the Kd(412)/Kd(670) relationship compared to

Kd(320)/Kd(780). For GSyn, an expanded range in S produces greater variability in

Kd(320)/Kd(780) than is apparent in the in situ data products. For the legacy wave-

length pair, the effect of S on the GSyn data products is less than the variability of the in

situ data products for the clearer fraction of waters, e.g., aCDOM(440) below 0.1 m−1.
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2.3.2 EMA algorithms derived for
[
LW (λ)

]
N

pairs

EMA algorithms for UV-NIR (Λ320
780) and VIS (Λ412

670, Λ443
555, and Λ465

625)
[
LW (λ)

]
N

pairs

were generated from the OCEAN, GLOBC, and NOMAD datasets. For all datasets, the

dynamic range in Λλ1λ2 increases with spectral separation between wavelength pairs, with

the greatest ranges observed in Λ320
780 for the OCEAN and GLOBC datasets and in Λ412

670 for

the NOMAD dataset, which lacks the relevant UV and NIR wavelengths. The Λλ1λ2 EMA

algorithm fits are overlaid on the OCEAN and GLOBC datasets in Figs. 2.3 and 2.4, re-

spectively, with the PSyn synthetic case-1 dataset included for relevant legacy wavelengths.

Compared to the coefficients derived from the GLOBC dataset, the OCEAN dataset

normalizing coefficients (A) were 8.6% greater (Λ320
780) and 0.3% less (Λ412

670), and the expo-

nential coefficients (B) were 3.0% (Λ320
780) and 18.1% (Λ412

670) greater. NOMAD A and B

coefficients for the Λ412
670 algorithm were elevated by 17.7% and 33.6%, respectively, com-

pared with the algorithm fit to the GLOBC dataset. The coefficient differences between

datasets for the VIS Λλ1λ2 pairs are in some instances greater than the standard errors of the

coefficients, indicating differences in the technology, distribution, or range of the datasets.

For example, if a higher-order relationship were appropriate, differences in the range of the

data would alter the coefficients of a power-law fit. If the GLOBC dataset is confined to the

aCDOM(440) range in the OCEAN dataset (0.004 – 0.613 m−1), B increases by about 11%

and the uncertainties for the coefficients overlap. Higher-order algorithms were not pursued

herein given the size and variability of the in situ datasets, and because the GLOBC dataset

suggests log-linearity for the Λ320
780 and Λ412

670 algorithms within higher aCDOM(440) waters.

The relevant Λλ1λ2 comparisons are considered using the GLOBC dataset, which con-

tains the greatest range in aCDOM(440) with the most uniform distribution, and which was

obtained with extrapolation intervals nearer to the surface and with finer VSR to improve

measurement at end-member wavelengths. EMA algorithms fit to the GLOBC dataset in-

dicate that the dynamic range in Λλ1λ2 decreases by about two orders of magnitude between

Λ320
780 and Λ443

555, in agreement with the perspective of [37]. Due to decreasing sensitivity

for the Λ443
555 and Λ465

625 algorithms within the global waters dataset, the subsequent analysis

herein focuses on validation for the Λ320
780 and Λ412

670 algorithms.
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Figure 2.3: OCEAN dataset (red dots), EMA algorithm (solid black line), and PSyn case-1
dataset (solid grey line) for: (a) Λ320

780; (b) Λ412
670; (c) Λ443

555; and (d) Λ465
625. R2 is reported

for log10-transformed products.

2.3.3 Validation of aCDOM(440) algorithms

The performance of the EMA (Λ320
780 and Λ412

670), GSM, and QAA algorithms was eval-

uated using the GLOBC dataset, which includes oceanic, coastal, and inland water bodies

and spans nearly three decades (0.001 – 0.861 m−1) of aCDOM(440). The EMA algorithms

considered were those fit to the OCEAN dataset in order to maintain independence from

the GLOBC validation dataset. Results for each algorithm are shown in Fig. 2.5.
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Figure 2.4: GLOBC dataset (red dots), EMA algorithm (solid black line), and PSyn case-1
dataset (solid grey line) for: (a) Λ320

780; (b) Λ412
670; (c) Λ443

555; and (d) Λ465
625. R2 is reported

for log10-transformed products.

The GSM and QAA algorithms produced the lowest RMSLE within the clearer waters

of the GLOBC dataset (generally oceanic, although with some inland targets, such as LT),

while the EMA algorithms produced the lowest RMSLE within the higher aCDOM(440)

portion of the dataset (generally coastal and inland water bodies), resulting in lower RMSE

for the EMA algorithms across the full range. Applying the aCDOM(440) threshold of

0.1 m−1 as a partition separating primarily oceanic from primarily coastal or inland waters,
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Table 2.1: The
[
LW (λ)

]
N

EMA power-law coefficients derived from in situ datasets.

λ pair Fit um(A) [m−1] um(B) Dataset[
LW (320)

]
N
/
[
LW (780)

]
N

y = 0.2814x−0.5420 † 0.0413 0.0662 OCEAN

(x = Λ320
780) y = 0.2589x−0.5583 0.0085 0.0197 GLOBC[

LW (412)
]
N
/
[
LW (670)

]
N

y = 0.2416x−0.7874 0.0225 0.0583 OCEAN

(x = Λ412
670) y = 0.2423x−0.9614 0.0100 0.0359 GLOBC

y = 0.2852x−0.6379 0.0102 0.0393 NOMAD[
LW (443)

]
N
/
[
LW (555)

]
N

y = 0.0660x−1.5227 0.0059 0.1922 OCEAN

(x = Λ443
555) y = 0.0630x−1.7640 0.0076 0.1293 GLOBC

y = 0.0649x−1.3992 0.0029 0.0964 NOMAD[
LW (465)

]
N
/
[
LW (625)

]
N

y = 0.3491x−0.9960 0.0405 0.0690 OCEAN

(x = Λ465
625) y = 0.4297x−1.3204 0.0226 0.0796 GLOBC

y = 0.1278x−0.5641 0.0433 0.1001 NOMAD
†Algorithm applied to airborne imagery in Section 2.3.5.

the GSM and QAA algorithms failed or produced non-physical values (i.e., negative or

above 4 m−1) for 11 (5%) and 2 (1%) of the high aCDOM(440) measurements, respectively.

Not considering the non-physical retrievals for the GSM and QAA algorithms (but including

them for the EMA approaches), RMSLE within the high (> 0.1 m−1) aCDOM(440) range was

12.8%, 13.2%, 21.5%, and 30.1% for the Λ320
780, Λ412

670, GSM, and QAA algorithms, respectively.

Within this range the QAA produced positive LB (over-prediction) of 22.6%, although the

method indicated high R2, perhaps indicating its potential for regional optimization and in

part driven by increased detrital contributions, described more in the discussion section. For

a higher aCDOM(440) range of conservative waters (> 0.5 m−1; made possible by the prior

subjective classifications), the EMA algorithms approximately satisfy the next-generation

15% RMSLE criteria with 15.0% and 14.7% for Λ320
780 and Λ412

670 algorithms, respectively, while

RMSLE increased for the GSM and QAA algorithms to 31.5% and 30.0%, respectively.

Within clear waters, or aCDOM(440)≤ 0.1 m−1, the QAA algorithm resulted in one

negative retrieval, while the EMA and GSM algorithms always produced physical retrievals.

Ignoring the negative retrieval, the GSM and QAA algorithms performed best in the clear-

water partition, with RMSLE of 24.3%, 22.6%, 19.6%, and 18.2% for the Λ320
780, Λ412

670, GSM,

46



Figure 2.5: Algorithm versus measured aCDOM(440) from the GLOBC dataset for: (a)
Λ320
780; (b) Λ412

670; (c) GSM; and (d) QAA. Linear axes are included in sub-panels, with a
one-to-one line shown in solid black for all panels.

and QAA algorithms, respectively. Performance of the Λ320
780 EMA algorithm was degraded

relative to the Λ412
670 algorithm within this validation exercise in part by the difficulty of

retrieving
[
LW (780)

]
N

from an in-water profiler within clear waters, and in part by the

fitting of the coefficients to the legacy OCEAN dataset, which produced a less negative

exponential term than the corresponding fit to the GLOBC dataset. For example, if an

iterative cross-validation exercise (80% – 20% modeling-validation split) is considered within

the GLOBC dataset, which included technological improvements for retrieving UV and NIR

wavelengths, the performance of the Λ320
780 algorithm improves in clear waters, with median
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RMSLE values for the Λ320
780 and Λ412

670 EMA algorithms of 23.0% and 23.5%, respectively.

Although the aCDOM(440)> 0.1 m−1 partition represents a small fraction of global

waters by area, it constitutes a large portion of the total dynamic range in aCDOM(440)

relevant to a global algorithmic perspective. For example, over 33% or 95% (in log10-

or linear-space, respectively) of the aCDOM(440) range for conservative waters exceeds an

aCDOM(440) value of 0.1 m−1 based on the complete in situ range in the GLOBC dataset.

Decreased performance of the GSM and QAA algorithms in a global dataset was anticipated

given that both were tuned for oceanic ecosystems, the versions shown in Fig. 2.5 did not

partition detrital and dissolved signals, and the GLOBC dataset is disproportionately non-

oceanic. The GLOBC dataset contains roughly uniform density of aCDOM(440) across the

full range in log10-space, which was not in itself an objective of the sampling, but which

resulted from the effort to represent a wide diversity of water bodies (e.g., lakes, rivers,

bays, and marshes).

2.3.4 Efficacy of aCDOM(440) retrievals in non-conservative water bodies

Measurements of non-conservative waters from the GLOBC dataset were assessed

within classifications defined in [24]. The classes do not necessarily indicate that optical

or ecological conditions invalidate a global algorithmic approach, but they apply available

prior information in order to quantify algorithm performance in conditions where algorithms

might otherwise be expected to degrade. The classifications are briefly summarized as fol-

lows: a) Resuspension: shallow regions with strong mixing (e.g., from tides or winds) which

resuspends bottom material, b) Refilled or Flooded: lakes or rivers above their average mean

high-water line or which have recently been replenished, c) Drought-Stricken: a water body

significantly below normal elevation (water line), d) Harbor: a sheltered area for docking

vessels, e) HAB: harmful algal blooms or elevated concentrations of phytoplankton, which

may produce toxic compounds, f) Wetland or Marsh: shallow, tidally influenced estuarine

areas, often with brackish properties, g) Polluted: waters containing anthropogenic sources

that alter the natural water properties, h) Alkaline Lake: lacustrine ecosystems contain-

ing significantly elevated loads of salt compounds and generally high pH, i) River Mouth:

regions where riverine ecosystems mix with larger water bodies, including lakes and bays,

and j) Invasive Species: ecosystems perturbed by anthropogenic introduction of noxious

macroalgae. The classifications are consistent with the presentation of [24], in which a more
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detailed discussion is provided on the optically relevant water mass modifications that might

be anticipated for each condition. The EMA performance results for the non-conservative

(GLOBN) dataset subcategories were assessed using EMA algorithms fit to the conserva-

tive (GLOBC) dataset, and are shown in Table 2.2. The statistics shown indicate whether

particular environments are expected to be consistent with the EMA algorithms derived

herein, or whether a regionalized approach is supported (e.g., if RMSLE approximates LB,

R2 is significant, and n is large).

Despite decreases in algorithm efficacy for the non-conservative waters, some sub-

jective categories satisfy the 25% RMSLE target for inland water bodies, including (for

the Λ320
780 algorithm) harbors, HABs, river mouths, and refilled or flooded rivers and lakes.

Drought-stricken and alkaline lakes indicate the potential for the development of a region-

alized algorithmic approach based on high correlation (R2) between aCDOM(440) and Λ320
780,

RMSLE near 25%, and RMSLEcp (RMSLE with LB removed in quadrature) below 25%,

with a relatively large number (n = 66 and 34) of observations considered for an inland

waters ecosystem-specific dataset.

For drought-stricken lakes, harbors, and river mouths, classification is possible from

a remote perspective. For example, maps of harbors and river mouths are accessible, and

lake levels can be assessed through satellite imagery or by applying external knowledge of

drought conditions. For other environments, classification is more difficult. For example,

tidal estuaries are strongly affected by tidal cycles, which may alternate source water masses

or lead to changes in depth and resuspension processes. An operator in a boat can better

avoid mud flats or vegetation, although the validation dataset primarily sampled high tide

conditions in these environments because access by boat was sometimes not possible during

low tides.

2.3.5 Analysis of airborne imagery

The C-AERO EMA data products were evaluated with respect to contemporaneous

water sampling, with EMA algorithms at all sites satisfying the next-generation RMSLE

criteria for inland (25%) and oceanic (15%) waters, although water sample matchups were

sparse (n = 3, 4, and 1 unique replicates at SFBD, LT, and MB, respectively). RMSLE

values from the matchup validation were 19.4%, 13.6%, and 6.7% for the Λ320
780 algorithm

at SFBD, LT, and MB, respectively, and 10.5%, 12.5%, and 11.2% for the Λ412
670 algorithm

49



Table 2.2: Performance of
[
LW (λ)

]
N

end-member algorithms within various water body
classifications. Bold R2 values indicate satisfaction of P ≤ 0.01, and bold RMSLE values
indicate satisfaction of the 25% algorithm uncertainty target for next generation calibration
and validation activities in inland waters.

Algorithm Water Type n R2 RMSE RMSLE LB

[m−1] (%) (%)[
LW (320)

]
N
/
[
LW (780)

]
N

Resuspension 66 0.15 0.031 30.8 -11.5

(Λ320
780) Refilled or Flooded 15 0.43 0.219 18.3 -10.2(

y = 0.2589x−0.5583
)

Drought-Stricken 60 0.86 0.194 26.9 19.7

Harbor 48 0.70 0.120 16.2 2.1

HAB 11 0.71 0.150 25.0 -14.2

Wetland or Marsh 28 0.18 0.146 39.9 26.9

Polluted 38 0.04 0.142 40.7 20.3

Alkaline Lake 34 0.49 0.165 37.4 32.1

River Mouth 16 0.58 0.113 10.3 -2.3

Invasive Species 10 0.75 0.165 50.4 48.0[
LW (412)

]
N
/
[
LW (670)

]
N

Resuspension 66 0.07 0.053 36.3 -15.6

(Λ412
670) Refilled or Flooded 15 0.11 0.281 27.3 -12.8(

y = 0.2423x−0.9614
)

Drought-Stricken 60 0.76 0.169 26.8 18.0

Harbor 48 0.82 0.095 17.7 8.7

HAB 11 0.97 0.095 13.7 -8.9

Wetland or Marsh 28 0.00 0.213 48.7 33.9

Polluted 38 0.43 0.065 26.3 9.9

Alkaline Lake 34 0.39 0.174 38.4 31.4

River Mouth 16 0.79 0.100 13.0 -7.3

Invasive Species 10 0.99 0.105 28.8 28.7

at SFBD, LT, and MB, respectively. The Λ412
670 matchup results were in overall qualitative

agreement with the FOFM approach of [70], in that they indicated lower percent uncer-

tainties for the EMA approach within higher aCDOM(440) water masses. FOFM results

were sensitive to decisions of radiometric and algorithm coefficient uncertainties, and cor-
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responded to RMSLE for the Λ320
780 and Λ412

670 algorithms below the 15% criteria at all sites

using the comprehensive and spectrally dependent radiometric uncertainty budgets out-

lined in [56] and [65]. FOFM analysis of the algorithms fit to the legacy OCEAN dataset

indicate lower uncertainty for the Λ412
670 EMA algorithm, while analysis of the algorithms fit

to the next-generation GLOBC dataset indicate the lowest uncertainty for the Λ320
780 EMA

algorithm. FOFM results for the OCEAN and GLOBC coefficient uncertainties reveal that

the end-member perspective requires high radiometric data quality in order to achieve al-

gorithmic improvements from increased spectral separation of waveband pairs.

Coincident water samples for the SFBD C-AERO flights were obtained in Grizzly Bay

and not in San Pablo Bay, although the observed structure in aCDOM(440) within San Pablo

Bay is consistent with sampling in a prior year, as well as information on tidal cycles and

bathymetry. In particular, a transition between roughly 0.25 m−1 (yellow) and 0.35 m−1

(red) is apparent in the San Pablo image, which occurs adjacent to the 2 m bathymetric

contour (the bottom depth was greater than the 0.1% light level within the regions dis-

cussed herein). A similar aCDOM(440) gradient was observed in situ during prior sampling,

with aCDOM(440) of 0.554 m−1 measured in the northern edge of San Pablo Bay, compared

to 0.337 m−1 measured roughly 13 km due south. Measurements at four sites farther south

into San Francisco Bay recorded a mean value of 0.207 m−1. The longitudinal gradient

is also supported by in situ sampling within the Carquinez Strait joining San Pablo Bay

and Grizzly Bay, with a mean aCDOM(440) value of 0.553 m−1 and decreased salinity (9

ppt) relative to the San Francisco Bay water (28 – 30 ppt) recorded on the same day as the

C-AERO flights. The C-AERO observations of SFBD were obtained on a flood tide, with

an eastward-flowing current at the in-water sampling locations. Although the Grizzly Bay

SFBD matchup site was in a tidally-mixed system denoting the non-conservative Resuspen-

sion classification, application of the C-AERO EMA algorithm satisfied the 25% RMSLE

criteria.

2.4 Discussion

2.4.1 Consistency of EMA with case-1 parameterizations

A band-ratio algorithmic approach in which spectrally separate Kd(λ) or
[
LW (λ)

]
N

end-member pairs are related to aCDOM(440) was evaluated using synthetic bio-optical
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Figure 2.6: The Λ320
780 EMA Algorithm applied to C-AERO measurements obtained at LSA

and under clear-sky conditions at the following sites: (a) SFBD with larger San Pablo Bay
on the left and smaller Grizzly Bay on the right (the northwest 2 m bathymetric contour is
overlaid for San Pablo Bay with a dashed grey line); (b) LT; and (c) MB.
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datasets derived from case-1 parameterizations. In-water EMA algorithms for UV-NIR

Kd(320)/Kd(780) and VIS Kd(412)/Kd(670) pairs indicated that case-1 parameterizations

produce similar algorithmic relationships as those derived using a global in situ dataset of

in-water measurements within a Chl a range relevant to case-1 parameterizations. Kd(λ)

EMA algorithm residuals were within the variability due to a global range in S for UV-NIR

but not VIS band-ratios. Approximations for Do(λ1)
Do(λ2)

following [50] suggest that variability

due to solar geometry is less than other natural sources considered herein.

If the derivation of the synthetic GSyn dataset is considered (i.e., a band-ratio of

Eq. 2.4) the relative contributions of the optical constituents within each of the UV, VIS,

and NIR spectral domains demonstrate the basis for the EMA approach. For example, if

a case-1 condition is considered in which Kd(λ) is approximately proportional to the total

absorption coefficient (e.g., sun at zenith with a� bb), the greatest spectral dependency

in a UV-NIR Kd(λ) band-ratio is due to CDOM, i.e., aCDOM(780)� aCDOM(320), and an

approximately linear EMA relationship emerges. If the same logic is applied to the VIS

EMA, the absorption contribution by phytoplankton increases (relative to that of CDOM)

and contributes non-linear spectral dependencies [38], thereby supporting a non-linear EMA

relationship. These results are supported by the linear and power-law algorithms shown in

Fig. 2.2.

Similar logic (partitioning constituent contributions across the UV, VIS, and NIR do-

mains) is relevant to the
[
LW (λ)

]
N

EMA approach, although
[
LW (λ)

]
N

EMA performance

is degraded by sensitivity to brightness, as well as to technological limitations of in-water

measurements, i.e., no Lu(z, λ) within the upper 0.3 m of the water column. Variability

in target brightness (e.g., due to particle loading) increases uncertainty of the
[
LW (λ)

]
N

EMA relative to Kd(λ) EMA, but an
[
LW (λ)

]
N

algorithmic approach is useful because[
LW (λ)

]
N

is derived directly from ocean color measurements, whereas Kd(λ) derivations

are spectrally incomplete [71], despite ongoing improvements, e.g., [72]. An alternate ap-

proach of estimating Kd(λ) from above-water ocean color measurements and then deriving

aCDOM(440) was considered, wherein a neural network dataset of synthetic Kd(λ) products

(NNet) was derived from NOMAD above-water measurements [62]. The performance of

an NNet EMA algorithm is compared with an
[
LW (λ)

]
N

EMA algorithm in Fig. 2.7. The

neural network solution indicates close agreement between NNet and MSyn, but does not

show improvement in correlation between NNet Kd(λ) ratios and aCDOM(440). EMA from
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Figure 2.7: (a) NOMAD dataset shown in red for the Λ412
670 products, with the PSyn synthetic

case-1 dataset overlaid in solid grey, the Λ412
670 EMA algorithm fit to the OCEAN dataset

overlaid in dashed black, and a least absolute deviation power-law fit of the NOMAD data in
solid black; (b) NNet dataset shown in red for synthetic Kd(412)/Kd(670) products, with the
MSyn synthetic case-1 dataset overlaid in solid grey and a least absolute deviation power-
law fit of the NNet data in solid black; (c) Validation results from the NOMAD Λ412

670 EMA
with a one-to-one line indicated in solid black; and (d) Validation results from the NNet
Kd(412)/Kd(670) EMA with a one-to-one line indicated in solid black. R2 values for panels
(a) and (b) are derived from log10-transformed variables.

NNet data results in degraded performance relative to EMA using the original
[
LW (λ)

]
N

measurements.
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2.4.2 Performance of EMA algorithms

Three sets of
[
LW (λ)

]
N

EMA algorithms were derived using the OCEAN, GLOBC,

and NOMAD datasets, which contain coincident aCDOM(440) and
[
LW (λ)

]
N

in situ mea-

surements. For all datasets, the dynamic range in Λλ1λ2 increases with increasing spectral

separation between wavelength pairs, which is anticipated to increase the sensitivity and

robustness of the algorithmic approach. Scalar coefficients (A) were similar between the

OCEAN and GLOBC datasets for the Λ320
780, Λ412

670, and Λ443
555 algorithm pairs. Exponential

coefficients (B) obtained for each wavelength were more variable between datasets, with

the GLOBC dataset consistently deriving more negative (steeper in log-log space) B val-

ues than the OCEAN dataset, which in turn produced more negative B values than the

NOMAD dataset. The differences in coefficients are in some instances greater than the

coefficient uncertainties derived by bootstrapping, indicating that model uncertainties are

underestimated. The in-water datasets may contain measurement or processing differences,

or differences in aCDOM(440) range and distribution may cause differences in curve fitting.

It is also possible that the
[
LW (λ)

]
N

EMA relationship is more accurately modeled with a

higher-order function, which is not evaluated herein.

The
[
LW (λ)

]
N

EMA algorithms fit to the OCEAN dataset were compared with ex-

isting aCDOM(440) methods using a global dataset containing similar representation of in-

land, coastal, and oceanic waters. Within the clear water fraction, aCDOM(440)≤ 0.1 m−1,

the lowest RMSLE was achieved by QAA, followed by GSM, Λ412
670 EMA, and Λ320

780 EMA,

which all satisfied the legacy 25% oceanic criteria, but not the next-generation 15% crite-

ria. RMSLE may have been elevated for the Λ320
780 algorithm by the difficulty of deriving[

LW (780)
]
N

from an in-water profiler in clear waters due to the strong attenuation scale for

longer wavelengths, and by differences between the in situ datasets, supported by the results

of cross-validation using the GLOBC dataset. For higher aCDOM(440) waters (> 0.1 m−1),

RMSLE for the Λ320
780 and Λ412

670 EMA algorithms satisfied the 15% next-generation RMSLE

criteria and produced physical retrievals for all spectra. RMSLE for GSM and QAA in-

creased in the higher aCDOM(440) fraction of the dataset, and resulted in 11 (6.3%) and 2

(1.1%) failed retrievals, respectively. QAA did not satisfy the 25% threshold for the high

aCDOM(440) fraction.

Validation results understate the usefulness of GSM and QAA, which derive other

relevant bio-optical parameters, such as phytoplankton absorption and particle backscat-
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tering, for which EMA has not been applied. The decreasing performance of the GSM and

QAA algorithms for higher aCDOM(440) was anticipated given that these methods were

not tuned to inland waters, which constitute a significant portion of the GLOBC dataset.

Inland waters are optically more variable than oceanic waters, and are less likely to match

the internal bio-optical parameterizations of oceanic algorithms. For example, tuning the

aCDOM spectral slope parameter (S) could improve performance for GSM (QAA derives S).

However, no relationship between algorithm uncertainty and S is observed in the GLOBC

dataset, as shown for the western USA portion in Fig. 2.8.

The GSM and QAA methods generated large positive residuals (in addition to produc-

ing failed and non-physical retrievals) indicating that internal algorithm parameterizations,

which were selected for oceanic waters, do not resemble the bio-optical properties of coastal

and inland water masses and generally lead to overestimation of aCDOM(440). EMA does

not assume a slope parameter, although global average differences in S as a function of

aCDOM(440) might be relevant to the coefficients derived for the EMA algorithms across

different datasets. The residuals generated for all algorithms indicate low correlation to S,

suggesting that resolving natural S variability would not in itself be likely to significantly

improve algorithm performance. Various regionalized improvements to the GSM and QAA

algorithms have been proposed but are not the focus of this work given the goal of evaluat-

ing a global, rather than regional, algorithmic perspective. Positive biases by the GSM and

QAA methods are also due to contributions from detrital matter, which is not separated

out in the versions of the GSM and QAA models shown in Fig. 2.5. Improved methods for

separating the dissolved and detrital contributions have been provided for the GSM [30] and

QAA [31], and were also evaluated in this work. Following the update described by [31],

the performance of the QAA method in the high aCDOM(440) fraction (> 0.1 m−1) of the

GLOBC dataset improves, with RMSLE reduced from 30.1% to 25.8%, in agreement with

the findings of [73]. A GSM update based on [30] results in an increase in RMSLE for the

high aCDOM(440) partition, perhaps because the updated version was tuned within arctic

waters.

Consideration of non-conservative waters suggests that the global Λ320
780 EMA algorith-

mic approach is applicable to harbors, HABs, river mouths, and refilled or flooded lakes and

rivers. Drought-stricken and alkaline lakes are potential candidates for developing region-

ally tuned Λ320
780 algorithmic approaches. Waters with high resuspension showed decreased

correlation between aCDOM(440) and Λ320
780 in agreement with the sensitivity of above-water
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Figure 2.8: The relative percent uncertainty from the western USA portion of the GLOBC
dataset (positive indicates overestimation) as a function of aCDOM spectral slope as fol-
lows: (a) Kd(320)/Kd(780) EMA using a linear fit described in Hooker et al., 2020 ; (b)
Kd(412)/Kd(670) EMA using an absolute deviation power-law fit; (c) Λ320

780 EMA fit to the
OCEAN dataset; (d) Λ412

670 EMA fit to the OCEAN dataset; (e) GSM with failed retrievals
shown as open circles at the top of the y-axis and the defined aCDOM slope shown as a black
diamond on the x-axis; and (f) QAA with the median derived aCDOM slope shown as a black
diamond on the x-axis. Data points which satisfy the 25% RMSLE criteria are shown in
black, and those which exceed the criteria are shown in red.
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methods to differences in brightness. Congruous with the case-1 versus case-2 logic for

oceanic ecosystems, the conservative versus non-conservative classification provides a logical

partition for algorithm development within inland waters, in which potentially problematic

water bodies may be individually assessed for agreement with a global approach or else

evaluated for regional tuning.

The Λ320
780 and Λ412

670 algorithms were applied to airborne
[
LW (λ)

]
N

measurements of

three environments, which spanned an order of magnitude in aCDOM(440) and were inde-

pendent from the OCEAN dataset used to fit the airborne EMA coefficients. Retrievals

at all sites satisfied the RMSLE criteria for inland (25%) and oceanic waters (15%), al-

though caution is warranted due to the limited number of available matchups. In the Λ320
780

comparison, LT produced the highest RMSLE matchup, which was anticipated given that

EMA performance was worse for the clear-water partition in the algorithm validation inter-

comparison. LT is most similar to a case-1 oceanic water-type, for which the GSM and

QAA methods produced the best retrievals. Λ320
780 also produced lower RMSLE in MB than

in SFBD, wherein the latter is most similar to a Resuspension classification due to shallow

depths plus strong tidal and wind-driven mixing, i.e., an ecosystem classification which pro-

duced elevated RMSLE and lower R2 in the non-conservative validation comparison. The

relative performance of the C-AERO products between matchup sites was consistent with

the FOFM uncertainty derived from spectrally dependent radiometric uncertainties. FOFM

with the GLOBC coefficient uncertainties indicated the lowest above-water algorithm un-

certainty for the more spectrally separate Λ320
780 pair.

Previous work has indicated that inclusion of longer wavelengths (i.e., above 600 nm)

for aCDOM(440) algorithms improves aCDOM(440) measurements in complex inland or fresh-

water environments by separating effects from detritus particles [73], which is in agreement

with the findings herein. Other studies have suggested that aCDOM(440) algorithm perfor-

mance may decrease with the addition of information from short wavelengths (i.e., 412 and

443 nm) due to phytoplankton, decreasing radiometric sensitivity and increasing difficulty

of atmospheric correction, e.g., [35, 36, 74]. Results discussed herein are not in opposition

with these findings because the extension to UV wavelengths is anticipated to mitigate the

relative importance of phytoplankton pigmentation, and because satellite radiometric ca-

pabilities and accuracy of atmospheric correction are not evaluated herein. However, this

work indicates that based on an algorithmic perspective, obtaining accurate radiometry of

end-members improves the robustness of remote aCDOM(440) measurements within complex
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waters. Already, airborne capabilities enable high signal-to-noise retrievals at relevant UV

and NIR wavelengths [66], and various advances in atmospheric correction methodologies

have increased the robustness of satellite retrievals in complex waters [75].

2.5 Conclusion

A band-ratio EMA algorithmic approach in which spectrally separate end-member

pairs, either
[
LW (λ)

]
N

or Kd(λ), are related to aCDOM(440) is shown to agree with case-1

relationships and to predict aCDOM(440) with comparable log-scale statistics across nearly

three decades of aCDOM(440) range, including within oceanic, coastal, and inland conser-

vative water bodies. The correlation to aCDOM(440) and dynamic range expressed by Λ443
555

and Λ465
625 are less than that of Λ320

780 and Λ412
670, indicating that increased spectral separation is

useful from an algorithmic perspective. The performance of Λ320
780 and Λ412

670 EMA algorithms

was greatest (RMSLE< 15%) in the higher aCDOM(440) partition (> 0.1 m−1) of the global

conservative waters dataset, a range generally associated with case-2 or inland waters. For

the non-conservative dataset, the Λ320
780 EMA algorithm satisfied the RMSLE inland waters

uncertainty criteria when applied to harbors, HABs, river mouths, and refilled or flooded

lakes and rivers.

Satisfaction of the next-generation oceanic (15%) and inland (25%) RMSLE criteria

for the Λ320
780 and Λ412

670 algorithms when applied to airborne imagery supports further research

into EMA applications for remote measurement of aCDOM(440) in inland waters, in which

EMA confers multiple advantages. First, inland waters are overall more optically diverse

than oceanic waters, and EMA does not require internal bio-optical parameterizations to

specific water bodies. Second, inland waters contain a greater range in aCDOM(440) than

oceanic waters (LT to SFBD spans an order of magnitude), and EMA maintained stable

log-scale uncertainty across a global range in aCDOM(440) for the waters considered in this

analysis. Third, many inland waters require increased spatial resolution of remote sensors

because of their smaller areas and greater adjacency effects. Sensors with high spatial

resolution often sacrifice spectral resolution, which is needed for inversion methods but not

for two-band algorithms such as EMA. Fourth, inland waters are frequently shallow, and

bottom effects are problematic for central (VIS) wavelengths. Λ320
780 is relatively insensitive

to bottom effects (as is Λ412
670 within moderately turbid waters) due to the high attenuation

of light by water at UV and NIR wavelengths.
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Finally, the robustness of EMA across nearly three decades of aCDOM(440) suggests

that algorithms based on spectrally distant wavelengths, or end-members, are less sensitive

to variations in optical complexity than algorithms which utilize the central, VIS wave-

lengths. Future work to improve an understanding of EMA may influence the technological

goals for remote sensing of optically complex inland systems, for example by emphasiz-

ing the quality of retrievals at end-member wavebands. This will require high accuracy of

atmospheric corrections, without preconceived brightness approximations (e.g., no black-

pixel-assumptions), so that the relevant UV and NIR information is preserved.
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Appendix: Case-1 parameterizations

Scattering and absorption coefficients of seawater were obtained from [42] for red and

NIR wavelengths and from [43] for blue and UV wavelengths. The backwards scattering

contribution of seawater was approximated as one-half of the total scattering coefficient. Al-

though scattering by seawater is a small contribution to total scattering, the contribution of

seawater in the backwards direction is not negligible, for example exceeding the particulate

contribution for the clearer fraction of the synthetic case-1 dataset.

The absorption by particles (including algal and non-algal) was parameterized as a

power-law function of Chl a with spectral dependencies [44] as follows:

ap(λ) = Ap(λ) [Chl a]E(λ) . (2.9)

Coefficients Ap and E were selected as the default coefficients for the HydroLight New Case-

1 Model option (Mid-range UV), in which coefficients from various sources [7, 44, 76] are

combined in order to extend the ap(λ) spectral domain to UV and NIR wavelengths [45].

The scattering by particles was parameterized in oligotrophic waters with spectral

dependencies, which flatten with increasing Chl a [41] as follows:

bp(λ) =

(
λ

550

)v
0.300 [Chl a]0.62 , (2.10)

where the spectral dependency is modified through v = max(0, (log10[Chl a]−0.3)/2). The

backwards component of bp is obtained by multiplying bp by the fraction of scattering which

occurs in the backwards direction (Bbp). For case-1 waters, Bbp is thought to range between

0.5 and 1.5% [41]. Bbp of 1% is assumed herein, although the case-1 range is considered in

sensitivity testing of this work’s results.
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Glossary

aCDOM(440) Absorption coefficient of CDOM at 440 nm
a(λ) Total spectral absorption coefficient
ap(λ) Spectral absorption coefficient of particles
aw(λ) Spectral absorption coefficient of water
bb(λ) Total spectral backscattering coefficient
bbp(λ) Spectral backscattering coefficient of particles
Bbp Backscattering efficiency of particles
bbw(λ) Spectral backscattering coefficient of water
bp(λ) Spectral scattering coefficient of particles
bw(λ) Spectral scattering coefficient of water
C-AERO Compact Airborne Environmental Radiometers for Oceanography
C-OPS Compact-Optical Profiling System
C-PrOPS Compact-Propulsion Option for Profiling Systems
CDOM Colored dissolved organic matter
Chl a Chlorophyll a
CIRPAS Center for Interdisciplinary Remotely Piloted Aircraft Studies
Do(λ) Downwelling Distribution Function
Es(λ) Global solar irradiance
End-members The most spectrally separate ocean color wavebands
EMA End-member analysis
FOFM First Order First Moment
GSM Garver-Siegel-Maritorena algorithm [25]
IOP Inherent Optical Property
Kd(λ) Diffuse attenuation coefficient for spectral downward irradiance
Li(λ) Indirect (sky) radiance
LT (λ) Total radiance from the water surface
Lu(z, λ) Upwelling radiance
LW (λ) Water-leaving radiance[
LW (λ)

]
N

Normalized water-leaving radiance

Λλ1λ2 The ratio
[
LW (λ1)

]
N
/
[
LW (λ2)

]
N

LSA Lowest Safe Altitude
LT Lake Tahoe, California, USA
MB Monterey Bay, California, USA
NIR Near-infrared
NOMAD NASA bio-Optical Marine Algorithm Dataset
S Spectral slope of CDOM
SFBD San Francisco Bay Delta, California, USA
SWIR Short-wave infrared
QAA Quasi-Analytical-Algorithm [26]
UV Ultra-violet
VIS Visible
VSR Vertical Sampling Resolution
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Chapter 3

Estimating chlorophylla from

hyperspectral particulate

beam-attenuation in oceanic and

coastal ecosystems

Overview: Electromagnetic theory predicts spectral dependencies in particle extinction

efficiency that arise in the spectral vicinity of a narrow absorption band, for example pro-

duced by the primary phytoplankton photopigment, Chl a, at red wavelengths. The shapes

of the predicted spectral anomalies depend on the size and refractivity of the particles. This

chapter demonstrates that Chl a absorption can be accurately predicted from hyperspectral

particulate beam-attenuation measurements. In addition, the relationships observed be-

tween the particle size distribution and the beam-attenuation spectral anomalies near the

red absorption maxima are consistent with the predictions of electromagnetic theory.

The following was submitted to Applied Optics on 2 May 2020:
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Chlorophyll absorption and phytoplankton size information inferred

from hyperspectral particulate beam-attenuation

Henry F. Houskeeper, David Draper, Raphael M. Kudela, & Emmanuel Boss

Abstract: Electromagnetic theory predicts spectral dependencies in extinction efficiency near a

narrow absorption band for a particle with an index of refraction close to that of the medium in which

it is immersed. These absorption band effects are anticipated in oceanographic beam-attenuation

(beam-c) spectra primarily due to the narrow red peak in absorption produced by the phytoplankton

photopigment, chlorophyll a (Chl a). Here we present a method to obtain Chl a absorption and size

information by analyzing an eigendecomposition of hyperspectral beam-c anomalies measured in

oceanic surface waters by an automatic underway system. We find that three principal modes

correspond to over 99% of the variance in beam-c anomalies at wavelengths near the Chl a red

absorption peak. The spectral shapes of the eigenvectors resemble extinction efficiency anomalies

attributed to absorption band effects. Projection of the eigenvectors onto the beam-c anomalies

produces a time series of amplitude functions with absolute values that are strongly correlated to

concurrent Chl a absorption line height (aLH) measurements (r values of 0.59 to 0.83) and hence

provide a method for estimating Chl a absorption. Multiple linear regression of aLH on the amplitude

functions enables an independent estimate of aLH, with RMSE of 3.19 · 10−3 m−1 (3.3%) or log10-

RMSE of 18.6%, and a raw-scale R2 value of 0.894. Relationships between the amplitude functions

and the beam-c exponential slopes are in agreement with theory relating beam-c to the particle

size distribution. Compared with multispectral analysis of beam-c slope, hyperspectral analysis of

absorption band effects is anticipated to be relatively insensitive to the addition of non-pigmented

particles and to monodispersion.

3.1 Introduction

Bio-optical characterization of the marine environment supports global ocean mon-

itoring by enabling the use of sensing infrastructure on platforms that range from au-

tonomous floats to satellite imagers. In-water sensors lack the coverage and re-sample rates

of satellite platforms but enable the direct measurement of light absorption and scattering

processes. Multispectral absorption measurements have useful applications for measuring

marine ecosystems, for example by enabling the estimation of chlorophyll a (Chl a) con-

centration [1, 2]. Multispectral measurements of scattering and attenuation are strongly
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correlated [3], and their spectral slopes enable prediction of the particle size distribution

(PSD) but cannot resolve phytoplankton Chl a content [4]. Recent advances in hyper-

spectral instrumentation have enabled the decomposition of in situ particulate absorption

spectra to discern accessory pigmentation relevant to describing phytoplankton commu-

nity composition [5]. For suspended particles with an index of refraction near that of the

medium in which they are immersed, electromagnetic theory predicts wavelength (λ) de-

pendencies in scattering or attenuation for spectral regions adjacent to narrow absorption

bands, described as anomalous dispersion or absorption band effects [6–12]. The λ depen-

dencies related to absorption band effects provide information about phytoplankton size,

pigmentation, and refractive index at fine spectral scales measured by current hyperspec-

tral sensors. In this paper, we present observations relevant to absorption band effects

using a global and methodologically consistent dataset of particulate hyperspectral beam-c

anomalies, and we consider potential applications for characterizing oceanic ecosystems. In

particular, we show that these anomalies enable estimation of Chl a absorption and provide

size information on phytoplankton.

3.1.1 Overview of absorption band effects on beam-attenuation spectra

The modification of the internal oceanic light field occurs through scattering and

absorption processes, which are defined as the inherent optical properties (IOPs) of the

oceanic medium [13]. The beam-attenuation (beam-c) coefficient c(λ) describes the decay

or directional change in a beam of collimated light and is the sum of the total absorption

a(λ) and scattering b(λ) coefficients. In practice, c(λ) and a(λ) are more readily measured,

and b(λ) is obtained through subtraction. Although often treated as such, a(λ) and b(λ)

are not independent properties. The coefficients may be further specified to represent the

particulate (algal and non-algal) contributions by subtracting the properties of the dissolved

(filtered) materials from those of the whole water [14], expressed as ap(λ), bp(λ), and cp(λ)

for the particulate absorption, scattering, and beam-c coefficients, respectively.

For individual particles within a medium, the ratios of the optical cross-sections to

the geometric cross-sections define the absorption Qa(λ), scattering Qb(λ), and extinction

Qext(λ) efficiency factors, which contribute to the bulk IOPs of a water mass, i.e., to ap(λ),

bp(λ), and cp(λ), respectively. Anomalous diffraction theory approximates Qext(λ) for large,

non-absorbing, and homogeneous spheres using the phase-lag parameter, ρ, defined as fol-
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lows [6]:

ρ = 2x (n − 1) , (3.1)

in which n is the real index of refraction and x is the ratio of the particle’s circumference

to the wavelength of light in the medium, ranging from 0 to ∞. Within this paper, the real

index of refraction n is defined relative to seawater, and (n − 1) is assumed to be positive.

The spectral dependency in x provides a theoretical basis for estimating the PSD from the

spectral slope of cp(λ) that is sensitive to pigmented and non-pigmented constituents [15].

For absorbing particles, including phytoplankton, the imaginary component n′ of the

complex index of refraction m (defined as m = n + i n′) corresponds to a particle’s pigmen-

tation [16] and is included in the anomalous diffraction approximation of the optical effi-

ciency factors [6]. In the case of phytoplankton cells, Chl a and various accessory pigments

elevate Qa(λ) and suppress Qb(λ) across a relatively broad range of blue wavelengths [17].

At red wavelengths, a special situation arises from the specific absorption spectra of Chl a,

which produces a narrow red absorption band. Changes to n and n′ in the vicinity of the

absorption band (nominally centered at 676 nm) modify Qext(λ) in a way that depends on

the value of ρ. Panel (a) of Fig. 3.1 illustrates characteristic Qext(λ) spectra in the vicinity

of an absorption band using various ρ values and is based on the anomalous diffraction

approximation of [6].

The predicted changes in Qext(λ) are described as a function of ρ as follows: for lower

ρ values, Qext(λ) is elevated at the absorption band, e.g., resembling an increase in Qa(λ);

for higher ρ values, Qext(λ) is reduced at the absorption band; and for moderate ρ values,

an anomalous dispersion curve emerges with Qext(λ) reduced at shorter wavelengths and

elevated at longer wavelengths, relative to the center of the absorption band. We use the

more general term absorption band effects, following [11], to describe the spectral features

in Qext(λ) or cp(λ) that are observed near absorption bands.

3.1.2 Relevance of absorption band effects to phytoplankton composition

The approximation that the real index of refraction is near that of seawater is valid

for many types of phytoplankton, although natural variability exists due to differences in

cellular composition [12]. For example, calcification generally corresponds to higher refrac-

tivity of coccolithophores [18]. Cell size is relevant to the phase lag parameterization in

such a way that, for constant cellular composition, smaller cells are associated with lower
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Figure 3.1: (a) Anomalous diffraction approximation for Qext(λ) at a narrow absorption
band as a function of light frequency for various ρ values, recreated from van de Hulst,
1957 using a lookup table; and (b-d) illustrative examples of Qext(λ) anomalies for various
small-sized phytoplankton (diameters 8, 5, and 1µm, respectively), with a fixed n of 1.0344
and spectral n′ with a maximum value of 0.0024 at the Chl a red absorption peak. The
sizes presented in panels (b-d) are sensitive to the selection of real and imaginary refractive
index. For example, Aas, 1996 illustrates an anomalous dispersion curve for Qb(λ) using a
1µm absorbing sphere and spectral dependencies in both n and n′.

ρ values and larger cells with higher ρ values. The combined effects of cell size and index

of refraction therefore yield the result that Qext(λ) anomalies in the spectral vicinity of

a narrow absorption band can be positive for small phytoplankton with n near seawater,

or negative for larger or more refractive phytoplankton. Within a narrow, intermediate

range in size and refractivity, predicted Qext(λ) anomalies resemble an anomalous disper-

sion curve. Thresholds for ρ have been approximated (e.g., ρ < 3 can correspond to an

anomalous dispersion curve), but these limits are not particularly useful due to intracellu-

lar variability in refractivity, pigmentation, and cellular shape, as well as uncertainties in

the actual size distribution when representing ρ for a theoretical mean equivalent particle

(ρ̃) [8]. Illustrative Qext(λ) anomalies for various sizes of phytoplankton are shown in panels
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(b-d) of Fig. 3.1 using idealized parameterizations based on [6] and [9].

Considering IOPs of polydisperse systems rather than single particle efficiencies, the

cp(λ) and bp(λ) spectra are anticipated to be smoothed by the diversity of refractivity and

cell sizes, i.e., polydispersion, in natural marine phytoplankton communities [8]. However,

communities dominated by small cell sizes, characteristic of many oligotrophic oceanic en-

vironments, are anticipated to produce peaks and anomalous dispersion curves in cp(λ)

measurements. The objective of this paper is to advance understanding of how absorption

band effects influence cp(λ) spectra at red wavelengths, in particular by partitioning the

contributions from polydisperse systems of phytoplankton to enable inference of biomass

or community information. We do not focus here on bp(λ) or on its backward component,

bbp(λ), as hyperspectral cp(λ) is more routinely measured in situ. However, we note that

bbp(λ) is most strongly affected by absorption band effects [11] and is likewise most relevant

to a remote sensing perspective [19].

3.2 Methods

3.2.1 Description of bio-optical dataset

Bio-optical oceanographic data was collected during the Tara Oceans Expedition, in

which an aluminum-hulled schooner sailed through the Pacific, Atlantic, and Indian ocean

basins, as well as the Caribbean, Mediterranean, and Red seas, while continually sampling

surface waters using a flow-through system [20]. Briefly, seawater was routed to a WET

Labs ac-s meter, which measures c(λ) and a(λ) by passing water through separate columns

illuminated by collimated and diffuse light sources, respectively. The ac-s instrument is

hyperspectral and measures approximately 80 wavelengths spanning 400 to 730 nm.

The relative calibration of the ac-s meter in the underway configuration was achieved

during the Tara Oceans Expedition by periodically filtering the flow-through samples (every

30 or 60 min) and subtracting the measurements of the dissolved samples from the total,

as described in [21]. The difference corresponds to the particulate contributions, cp(λ) and

ap(λ), with scattering corrections performed following [22]. The ac-s instrument has a non-

negligible acceptance angle of 0.93 degrees for beam-c measurements, which decreases the

sensitivity to scattering by large particles. This can introduce a bias by decreasing the

contribution of large particles in measured cp(λ) relative to theoretical cp(λ) [23].
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Figure 3.2: Sampling locations for the bio-optical measurements obtained from the Tara
Oceans Expedition archive in SeaBASS.

We accessed Tara Oceans Expedition cp(λ) and ap(λ) measurements at one-minute

temporal resolution through the NASA SeaWiFS Bio-Optical Archive and Storage System

(SeaBASS; seabass.gsfc.nasa.gov) data repository [24–26]. The global sampling loca-

tions of the concurrent ap(λ) and cp(λ) measurements used in this study (245,277 in total)

are shown in Fig. 3.2.

The exact spectral locations of the ac-s wavebands differ, both between instruments

and within the same instrument following factory recalibration; in response to this, we

linearly interpolated all cp(λ) spectra onto a consistent waveband set. Following [5], we

removed filter artifacts that resulted from default smoothing of the ac-s spectra across

cp(λ) channels. We modeled broad spectral dependencies in cp(λ) that result from the

relationship between particle size and wavelength as a power-law function, following [4],

and subtracted the power-law model from the cp(λ) spectra to obtain residuals, denoted

c′p(λ), as follows:

c′p(λ) = cp(λ) −
[
A · λ−γ

]
. (3.2)

The PSD of natural oceanic particles is also represented by a power-law function [14], with

exponential slope, ξ, that may be predicted from the cp(λ) exponential slope, γ [4]. This

relationship is valid within an appropriate range of particle sizes [27], with the result that

increases in γ have been shown to correspond to increases in ξ, e.g., steeper (more negative)

cp(λ) slopes indicate greater relative proportions of smaller particles.

We obtained an independent proxy for Chl a absorption from coincident ap(λ) mea-

surements based on the height of the red peak in the Chl a-specific absorption spectrum.
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Briefly, we linearly interpolated an absorption baseline between shoulder wavebands and

subtracted this from the region of maximum Chl a red absorption, as follows:

aLH = ap(λ2)− ap(λ1)−
(
λ2 − λ1
λ3 − λ1

)
[ap(λ3)− ap(λ1)] , (3.3)

in which λ2 is the red peak (nominally 676 nm), and λ1 and λ3 are adjacent legacy wave-

lengths (e.g., 650 and 715 nm). Estimation of Chl a from aLH has been shown to be relatively

insensitive to pigment packaging effects [28,29] compared with blue wavelength algorithms,

as well as to changes in phytoplankton physiology and the ambient light field compared

with Chl a fluorescence-based techniques [30] (see [31] for field data).

3.2.2 Reduction of c′p(λ) spectra using empirical orthogonal functions

We reduced the dimensionality of the beam-c residuals dataset using an eigenanalysis

of the c′p(λ) dataset within a narrow spectral subset (13 wavebands spanning approximately

50 nm) centered on the Chl a red absorption peak (nominally 676 nm). Briefly, we performed

an eigendecomposition of the c′p(λ) covariance matrix of the form:

C ψ = Λψ , (3.4)

in which C is the covariance matrix of the c′p(λ) dataset and ψ is the eigenfunction matrix,

with columns ψi(λ) describing modes of variability across the wavelength domain of the

c′p(λ) data. In Sect. 3.3.2 below we compare the spectral shape of the ψi(λ) eigenvectors

with the Qext(λ) anomalies predicted for absorption band effects. The diagonal matrix Λ

contains eigenvalues relating scalar information for each eigenvector, with the sum of the

eigenvalues equal to the sum of the wavelength-specific variances in the c′p(λ) dataset (the

diagonal elements of the covariance matrix C), expressed as follows:

k=13∑
i=1

Λi,i =
k=13∑
i=1

σ2(λi,λi) . (3.5)

Comparison of the eigenvalues Λi,i enables consideration of the variance captured by each

eigenfunction. We reduced the spectra of the c′p(λ) dataset to scalar amplitudes by project-
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ing the c′p(λ) data onto the eigenfunction matrix, as follows:

S = c′pψ , (3.6)

in which the 13 columns of the S matrix are time series of amplitude functions that quantify

the stretching and compressing necessary to represent the c′p(λ) dataset in the new coordi-

nates defined by the eigenvector basis functions. Positive and negative signs in Si indicate

corresponding phase shifts in ψi(λ), which may resemble the different idealized shapes of

Qext(λ) anomalies (i.e., maxima or minima) shown in Fig. 3.1.

We assessed the relationships between the components of the S time series and the

aLH and γ data products through univariate and multivariate regression, with the positive

and negative phases of each S component i treated as separate S matrix predictors, P (+)

i

and P (−)

i , defined as follows:

P (+)

i = Si ; P (−)

i = 0 (if Si > 0) ;

P (+)

i = 0 ; P (−)

i = |Si| (if Si ≤ 0) .
(3.7)

We evaluated regressions using root mean squared error of prediction (RMSE) which, when

represented as a percentage for raw-scale values, was normalized by the range in the aLH

dataset. We analyzed the S matrix using a thinned dataset to reduce auto-correlation

related to the relatively long spatial decorrelation scales of oceanic waters compared with

the average speed of the Tara vessel. We sub-sampled the dataset across approximate length

scales of 11.1 km and 33.3 km for coastal (within 200 km from the shore) and oceanic (over

200 km from the shore) water masses, respectively.

3.3 Results

3.3.1 Effects of autocorrelation

Autocorrelation is a persistently challenging topic in oceanography because spatial

and temporal decorrelation scales are variable among regions and seasons and because

large differences between oceanic provinces (e.g., coastal zones, oligotrophic gyres, upwelling

regions) often overshadow smaller-scale variability within each region. Our spatial-scale

thinning of the Tara c′p(λ) dataset decreased the total number of observations by over
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98%. Before thinning, the coastal zones were measured less frequently than oceanic waters

because the Tara vessel generally maintained a trans-oceanic course. Our spatial thinning,

which used different length scales for coastal and oceanic measurements, increased the

relative contribution of coastal waters (i.e., within 200 km of shore) from 27% to 50% of

the dataset. Despite the changes in size and regional representation due to thinning, the

spectral shapes and ordering of the eigenfunctions were not significantly altered by sub-

sampling, and the eigenvalues corresponding to the first three modes of the sub-sampled

dataset were each within 2% of those derived from the full (not sub-sampled) dataset.

3.3.2 Interpretation of the eigenfunctions

The bulk optical properties of a water mass integrate contributions from various

constituents, as well as from the medium. An idealized equation relating cp(λ) to the

size-dependent Qext(λ, x) contributions is of the form [6]:

cp(λ) =

∫ ∞
0

Qext(λ, x)N(x)π x2 dx , (3.8)

in which N(x) is the number of x-sized particles. The cp(λ) spectra is a bulk property

that arises from the addition of the underlying particle properties, making the spectral

dependencies in Qext(λ, x) directly related to the spectral shape of cp(λ). Our eigenanalysis

of the c′p(λ) covariance matrix quantified the primary modes of variability in the c′p(λ)

spectra, which are shown in Fig. 3.3. Although both positive and negative phases of the

eigenfunctions may resemble the spectral anomalies associated with absorption band effects,

only one representative phase is shown for each eigenvector.

The first three components of the eigenanalysis captured more than 99% of the vari-

ance, with the first, second, and third eigenvectors comprising 61.1%, 37.0%, and 1.2% of

the total, respectively. We did not examine the additional components, which individually

corresponded to 0.25% or less of the variance. We propose the following interpretations of

the spectral shapes of the relevant positive (+) and negative (−) eigenfunctions, with the

local maxima for Chl a absorption at red wavelengths defined as the absorption band for

brevity:

• Eigenfunction 1 (+): a negative anomaly shifted ∼10 nm shorter than the absorption

band.
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Figure 3.3: Principal components of the c′p(λ) covariance matrix, with the nominal location

of the Chl a red absorption maximum indicated by the vertical line.

• Eigenfunction 1 (−): a positive anomaly shifted ∼10 nm shorter than the absorption

band.

• Eigenfunction 2 (+): a positive anomaly shifted (∼12 nm) longer than the absorption

band, a negative anomaly shifted (∼15 nm) shorter than the absorption band, and an

inflection near the absorption band.

• Eigenfunction 2 (−): a negative anomaly shifted (∼12 nm) longer than the absorption

band, a positive anomaly shifted (∼15 nm) shorter than the absorption band, and an

inflection near the absorption band.

• Eigenfunction 3 (+): a positive anomaly centered at the absorption band.

• Eigenfunction 3 (−): a negative anomaly centered at the absorption band.

Considering the theoretical parameterizations governing absorption band effects on

Qext(λ), the eigenvector basis functions may also be interpreted through a transition in

ρ values, as follows: the lowest ρ (an increase at the absorption band) corresponds to
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eigenfunctions 1 (−) and 3 (+); intermediate ρ (the anomalous dispersion curve) corresponds

to eigenfunction 2 (+); and the highest ρ (a decrease at the absorption band) corresponds

to eigenfunctions 1 (+) and 3 (−). The spectral shape of eigenfunction 2 (−) was not in

agreement with the Qext(λ) anomalies predicted for absorption band effects, as shown in

Fig. 3.1, and we therefore regard it as potentially non-physical within the scope of this

work. This is supported by the low expression of eigenfunction 2 (−) in the S matrix time

series, with less than 1% of the S2 amplitudes negative. The same is true, but to a lesser

extent, for eigenfunction 1 (−), for which the maxima was less spectrally separate from the

absorption band compared with eigenfunction 2 (−). Similarly, less than 11% of the S1

amplitudes were negative.

3.3.3 Interpretation of the predictors

The relationships between the S matrix predictors and the aLH dataset are shown

individually in Fig. 3.4, with the negative amplitudes from the time series for component

2 (26 out of 2827 observations) omitted. Each S matrix predictor had highly significant

positive correlation with aLH (posterior probability < 0.001 of non-positive correlation in

the population to which our results generalize), except for the negative amplitudes in the

time series for component 2, which indicated a positive but non-significant relationship.

We found that, for each eigenanalysis component, slope coefficients derived by linear

univariate regression of aLH and the S matrix predictors were greater for the phases that

corresponded with higher ρ values based on the interpretations described in Sect. 3.3.2.

For example, the negative phase of component 1, which corresponds to a negative anomaly

near the absorption band (higher ρ), produced a significantly steeper slope than the pos-

itive phase of component 1, which corresponds with a positive anomaly near the absorp-

tion band (lower ρ). Similarly, the positive phase of component 2 (anomalous dispersion

curve; intermediate ρ) produced a significant positive slope, while the slope of the negative

phase (non-physical) was flattened and not significant. The negative phase of component

3 (absorption band minima; higher ρ) produced a greater slope than the positive phase

(absorption band maxima; lower ρ).

We evaluated the accuracy of the combined S matrix predictors for estimating aLH

using multiple linear regression over 10,000 cross-validation replications. In each repli-

cation, we randomly partitioned the dataset into modeling and validation subsets using
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Figure 3.4: Relationships between aLH and the S matrix predictors (a) P 1
(+); (b) P 1

(-);
(c) P 2

(+); (d) P 3
(+); and (e) P 3

(-). (f) Residuals against predicted aLH values from a
multivariate linear regression of the S matrix predictors.

an 80%− 20% split, which corresponded to 2262 and 565 data points, respectively. The

repeated cross-validation produced a median RMSE of 3.19 ·10−3± 0.55 ·10−3 m−1, corre-

sponding to 3.3% of the range in aLH. RMSE derived from log10-transformed variables

(log10-RMSE) indicated uncertainty of 18.6%±1.7%. The median R2 value in the valida-

tion datasets was 0.894. The log-log scatter plot of measured and predicted aLH values in

the median validation subset is shown in Fig. 3.5.

The relationships for the S matrix predictors and the exponential slopes of the cp(λ)

dataset, γ, were evaluated using the non-parametric scatterplot smoother lowess [32],

shown in Fig. 3.6 with log10 horizontal scales. As in Fig. 3.4, we omitted the predictor

corresponding to the negative phase of S2 due to the low number of observations and lack

of physical interpretability. The non-parametric smoothers indicate that positive spikes in

component 1 and negative spikes in component 3 of the S matrix correspond with decreas-

ing γ, and negative spikes in component 1 correspond with increasing γ. Based on our

Sect. 3.3.2 interpretation of the eigenvector spectra, the relationships in Fig. 3.6 could also

be expressed in terms of ρ, with panels (a), (b), and (e) indicating a negative association
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Figure 3.5: Median validation scatterplot relating measured (vertical) and predicted (hori-
zontal) aLH values from the S matrix predictors, with both axes on the log10 scale.

between γ and ρ. Ignoring variability in m (i.e., ρ ∝ x), the results are in agreement with

theory relating γ to the PSD. For example, an increase in the concentration of larger cells

corresponds to lower γ and greater expression of the high-ρ amplitude functions, P (+)

1 and

P (−)

3 . However, the theoretical relationship between PSD and γ corresponds to the full

particle population, while the relationship with absorption band effects corresponds to the

pigmented particle fraction.

3.4 Discussion

3.4.1 Relevance of absorption band effects to phytoplankton dynamics

The development of hyperspectral IOP sensors and their deployment in a continuous,

underway configuration provided us with a large surface ocean IOP dataset with 13 wave-

bands within about 25 nm of the Chl a red absorption peak. Our eigendecomposition found

that three principal modes captured more than 99% of the variance in the c′p(λ) dataset.
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Figure 3.6: Relationships between γ and the S matrix predictors (a) P 1
(+); (b) P 1

(-);
(c) P 2

(+); (d) P 3
(+); and (e) P 3

(-), with locally-weighted scatterplot smoothing ( lowess)
functions overlaid in solid black; the horizontal scales are log10. (f) Histogram estimate of
the probability density function of the γ values derived from the cp(λ) dataset.

The shapes of these principal modes resembled the Qext(λ) spectral anomalies predicted by

electromagnetic theory to arise in the vicinity of narrow absorption bands.

The second principal mode, which captured about one third of the c′p(λ) variance,

most closely resembled the anomalous dispersion curve illustrated in panel (c) of Fig. 3.1.

Absorption band effects are not anticipated to produce spectral shapes resembling the re-

flection of this curve, and likewise the negative phase of the second principal component

was rarely present in the S matrix time series (less than 1% of the S2 values were nega-

tive). The variance captured by the second principal mode is interesting because previous

analyses have indicated that the anomalous dispersion result is only relevant to very small

phytoplankton, e.g., [12]. Although caution is warranted in relating ρ to phytoplankton size

because of uncertainty in cellular shape, refractivity, and pigmentation [8], the results of

our eigenanalysis interpretation are in general agreement with the ecological perspectives

that picoplankton (diameters generally less than 1 or 2µm) are ubiquitous across oceanic

gyre ecosystems [33] and that increases in biomass often result from the addition of larger

86



cells over a more stable background of smaller cells [34].

The eigenvector projections onto the c′p(λ) dataset indicate that the separate phases

of the S matrix predictors, i.e., P (+)

i and P (−)

i (Eq. 3.7), are each significantly and positively

correlated with aLH, with the exception of P (−)

2 , which corresponded to an eigenvector spec-

tral shape that was not predicted from absorption band effects. Predictors associated with

higher ρ domains (based on interpretations in Sect. 3.3.2) indicate steeper relationships

with aLH compared to those associated with lower ρ domains. The results suggest that

additions of larger or more refractive phytoplankton correspond to greater increases in aLH

than additions of smaller or less refractive phytoplankton. In general, this perspective is in

agreement with the phytoplankton ecological paradigm that larger phytoplankton predom-

inantly occupy more productive water masses, while smaller phytoplankton are ubiquitous

across less productive, more oligotrophic regimes [35, 36]. Considering the relationships

between γ and the S matrix predictors, our findings are consistent with electromagnetic

theory, although we could not separate the effects of refractivity and size with the approach

taken here.

Our theoretical description of absorption band effects is based on the treatment of

phytoplankton as simple, homogeneous spheres. Phytoplankton are often non-spherical, but

the Qext(λ) approximations discussed here can be generalized to describe the average effi-

ciency factors for non-spherical particles, provided that the particles are randomly oriented

within the medium [37]. Phytoplankton also contain various internal cellular structures

that produce large variability in the refractive index, particularly for structures bound by

lipid membranes, containing gases, or housing pigmented molecules, as well as layering by

plates and frustules that encase coccolithophore and diatom cells, respectively. As a concep-

tualization, our theoretical description provides a basis for interpreting the eigenanalysis

and is consistent with previous approaches that have advanced fundamental concepts in

marine optics using simple representations of phytoplankton cells as homogeneous [38] or

layered [39] spheres.

Despite the terminology anomalous dispersion, the theory described in this paper is

in agreement with basic principles, e.g., ρ decreases with increasing wavelength (all else be-

ing equal), consistent with normal dispersion. However, key differences between absorption

band effects and γ analysis are relevant to measuring marine systems. First, while cp(λ)

slope methods are sensitive to the sizes of pigmented and non-pigmented particles [4], ab-

sorption band effects are only anticipated for pigmented particles, as spectral dependencies
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in particle n′ values arise primarily through absorption by photopigments. Second, the re-

lationship between the cp(λ) and PSD slope is robust in polydisperse environments within

an appropriate PSD size range but is challenged in monodisperse systems [27]. Absorption

band effects are confounded by polydispersion [8]; thus hyperspectral resolution is needed

for decomposition of overlapping signals.

3.4.2 Potential for application of absorption band effects

The methods presented here enabled us to assess spectral variability in cp(λ) near

a photopigment absorption band without requiring a priori decisions about the shapes of

the extracted signals. Optimization of the spectral shapes of extracted signals, e.g., using

theoretical response functions, may improve estimates of aLH from cp(λ) datasets. We

compared our analysis with an eigendecomposition using c′p(λ) spectra that were peak-

normalized, and we found that the accuracy for estimating Chl a absorption decreased,

although the relationships between the S matrix predictors and γ were similar. Advancing

the capability to estimate Chl a absorption from beam-c would provide useful redundancies

in instances in which both beam-c and absorption are measured concurrently (e.g., by an

ac-s) and would be useful in turbid waterbodies, where absorption meters are more prone to

fouling than beam-c meters. In general, beam-c is more easily measured than absorption.

PSD can be derived from the cp(λ) exponential slope using legacy multispectral in-

strumentation because the approach only requires measurement of two wavelengths [27].

Decomposition methods require greater spectral resolution because the targeted signals are

often more complex and spectrally overlapping. Because the signals associated with ab-

sorption band effects are most apparent within a narrow range in λ, even the hyperspectral

ac-s instrument only provided up to 13 relevant wavebands in this study. Improvement

in spectral resolution generally coincides with a trade-off in radiometric accuracy, which is

problematic for decomposition of low amplitude signals. For example, the signals associated

with absorption band effects are relatively low compared to the ranges in cp(λ) that result

from variability in the refractivity and size distributions of pigmented or non-pigmented

particles in natural marine systems.

Low signal difficulties may be partially mitigated by the measurement of backscatter-

ing, rather than beam-attenuation or total scattering, because the backscattering spectra

are more sensitive to absorption band effects [11]. Recently, a commercial hyperspectral
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bb(λ) instrument has been been developed, which could potentially be applied to advance

this topic [40]. For water bodies dominated by large refractive phytoplankton, cp(λ) and

bbp(λ) are anticipated to produce local minima at the Chl a red absorption band, and es-

timation of phytoplankton biomass could be performed using a line height approach to

reduce spectral resolution requirements. Research to develop multispectral backscatter in-

struments that target absorption band effects in order to predict Chl a is underway [41]. In

the work summarized here, we did not investigate the importance of accessory pigmentation

on absorption band effects, because most phytoplankton photopigments are not active in

the vicinity of the Chl a red peak. Chlorophyll b, which can form an absorption plateau

with Chl a at high concentrations, is one notable exception.

3.5 Conclusions

We reduced the dimensionality of a surface ocean hyperspectral beam-c dataset with

minimal loss of information by identifying three principal modes, which were similar in

shape to the spectra of theoretical particle extinction anomalies associated with absorption

band effects. The results indicate that at wavelengths adjacent to the Chl a red absorption

peak, absorption band effects are a primary source of variability in beam-c spectra, due in

part to the absence of other strong spectral dependencies within the region. Challenges to

our approach include low signal and high spectral requirements, polydispersion of natural

marine ecosystems, and variability in the pigmentation, refractivity, and shape of marine

phytoplankton.

The positive and negative amplitudes of the major principal components we found

provided useful predictors for aLH in our study, indicating that analysis of absorption band

effects in cp(λ) spectra can enable an alternative estimate of Chl a absorption. The relation-

ships between the principal components and the cp(λ) exponential slopes are in agreement

with electromagnetic theory and suggest that useful size parameters could be estimated from

decomposition of hyperspectral beam-c measurements. Future improvements in measuring

the index of refraction of phytoplankton will be useful in advancing these topics, and the

upper and lower limits for interpreting absorption band effects should be explored. Culture

work in particular could help better elucidate the bio-optical relationships described by this

analysis.

Finally, in this work we considered absorption band effects using an observational
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approach that was made possible by advances in hyperspectral IOP instrumentation. Basic,

rather than applied, scientific research was first necessary to develop an understanding of

the optics of narrow absorption bands, and our work relies on advances achieved through

electromagnetic theory, e.g., [7–11]. Our principal conclusion is that, with recent advances

in IOP instrumentation, current hyperspectral beam-c datasets enable accurate estimation

of Chl a absorption based on information captured from absorption band effects.
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Appendix: Comparison of absorption band effects with pigments and

satellite imagery

Matchups of Tara measurements and satellite imagery are included to demonstrate

that increases in phytoplankton biomass can correspond with increases in the amplitudes of

large or small ρ components of the S matrix predictors. Fig. 3.7 depicts MODIS images of

Chl a obtained off the Yucatan Peninsula of Mexico (left panels) and off the Western Cape of

South Africa (right panels). As the Tara vessel sails into higher Chl a waters off the Yucatan

Peninsula, the P (+)

2 predictor, which is associated with intermediate size and refractivity, is

elevated by about three standard deviations. Meanwhile, the P (−)

3 predictor, associated with

large size and high refractivity, remains near zero. Pigment analysis from water sampled

near the high Chl a region indicates that micro, nano, and pico phytoplankton size fractions

are similar in abundance.

When the Tara vessel sails into a phytoplankton bloom off the coast of the Western

Cape, both the P (+)

2 and P (−)

3 predictors are elevated. A water sampling station within the

bloom and locally surrounded by high P (−)

3 and low P (+)

2 measurements indicates that the

phytoplankton community is dominated by the micro size fraction.

Similar scenarios, in which elevated satellite Chl a coincide with changes in a subset

of the S matrix predictors, were found in the Tara dataset at sites including the Bay

of Biscay off of the French coastline and the New York/New Jersey Bight off the Eastern

United States. Most of these examples lack coincident pigment measurements to verify that

the S matrix predictors are consistent with phytoplankton community shifts. Future data

collection of hyperspectral beam-c measurements with coincident pigment analysis would

be helpful for advancing the capability to discern phytoplankton community from beam-c

spectra, which was explored within this dissertation.
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Figure 3.7: S matrix predictors derived from the Tara Oceans Expedition data (red and green
dots) overlaid onto satellite Chl a imagery (represented by blue shading). The coast of the
Yucatan Peninsula (MODIS Aqua) is shown in panels (a) and (c), and the Western Cape
(MODIS Terra) in panels (a) and (c). Pie charts indicate phytoplankton size fractions
determined using pigment analysis. The S matrix predictor P 2

(+) is shown in panels (a)
and (b), and P 3

(-) is shown in panels (c) and (d). The satellite matchup shown in panels
(b) and (d) precedes the Tara measurements by an average of 5 days due to cloud cover.
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Conclusions

The achievements of legacy satellite and in situ activities have greatly increased our

ability to detect daily changes in phytoplankton distributions at global scales for the open

ocean environment. However, ocean color tools are generally not reliable in optically com-

plex coastal and inland water bodies, where remote sensing capabilities are needed to mea-

sure the spatially heterogeneous ecosystems most directly affected by human activities. For

example, major human population centers pollute the adjacent coastal and inland water

bodies through a complex web of activities including land-use change, eutrophication, di-

version or damming of natural waterways, release of persistent chemical compounds, and

poor waste management. These practices manifest as the proliferation of toxins in estu-

aries [1], increased frequency and intensity of harmful algal blooms and fish kills [2], the

accumulation of marine debris on beaches, suspended in seawater and within wildlife diges-

tive tracts [3], and many other examples.

Future improvements in optical oceanography are needed to reliably measure complex

coastal and inland water systems, and atmospheric correction will continue to be a persistent

obstacle for satellite remote sensing. Technological improvements that are anticipated to

improve atmospheric correction during upcoming NASA missions (e.g., PACE) include the

expansion of sensor spectral range into the ultraviolet (UV), improvement of the spectral

resolution at wavelengths spanning the UV to the near-infrared (NIR), and the addition of

multi-angle polarimeters [4]. Results shown in this dissertation are relevant to assessing the

algorithms that have been proposed to utilize anticipated sensor spectral improvements.

First, the likelihood of atmospheric correction failure should not be strongly correlated

to the environmental parameters of interest, or else removal of the uncorrected imagery will

alter the perspective obtained by remote sensing. Second, methods that retrieve aerosol

content by assuming negligible UV water reflectances, e.g., [5], would prevent the use of
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the spectral region that provides the greatest dynamic range and correlation to colored

dissolved organic matter. Atmospheric correction schemes that assume negligible short-

wave infrared (SWIR) signals [6] are more robust than similar NIR-based schemes, but the

environmental signals at the legacy SWIR wavelengths are non-negligible in turbid inland

water bodies or are not yet verified by field measurements [7]. High variability in the spectral

shapes of coastal and inland waters supports the development of atmospheric correction

approaches that do not make a priori assumptions of the water’s signal, particularly at

singular wavelengths.

Improvements to in-water and airborne methods will also be required to supplement

satellite observations, particularly in the optically complex water bodies where atmospheric

correction difficulties will persist. Chapter 2 demonstrated an airborne application for sur-

veying colored dissolved organic matter in complex water bodies, and Chapter 3 described

an approach for deriving chlorophyll a absorption using a beam-attenuation meter, which

would reduce instrument redundancies and mitigate vulnerability to fouling in turbid sys-

tems. These projects made use of increased spectral range (Chapter 2) and resolution

(Chapter 3), consistent with the improvements that are anticipated for next-generation

satellite sensors. Finally, increased use of neural network methods are currently being

tested for deriving atmospheric and aquatic constituents in optically complex water types,

e.g., [8]. These new methods will likely become important tools in oceanographic remote

sensing, but simpler approaches, for example based on fundamental bio-optical relationships

(Chapter 2) or electromagnetic theory (Chapter 3), should not be discounted in future work

on the measurement of optically complex water bodies.
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