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Abstract
The flow of ice is temperature-dependent, but direct measurements of englacial temperature are sparse. The dielectric attenuation of radio waves through ice is also temperature-dependent, and radar sounding of ice sheets is sensitive to this attenuation. Here we estimate depth-averaged radar-attenuation rates within the Greenland Ice Sheet from airborne radar-sounding data and its associated radiostratigraphy. Using existing empirical relationships between temperature, chemistry, and radar attenuation, we then infer the depth-averaged englacial temperature. The dated radiostratigraphy permits a correction for the confounding effect of spatially varying ice chemistry. Where radar transects intersect boreholes, radar-inferred temperature is consistently higher than that measured directly. We attribute this discrepancy to the poorly recognized frequency dependence of the radar-attenuation rate and correct for this effect empirically, resulting in a robust relationship between radar-inferred and borehole-measured depth-averaged temperature. Radar-inferred englacial temperature is often lower than modern surface temperature and that of a steady state ice-sheet model, particularly in southern Greenland. This pattern suggests that past changes in surface boundary conditions (temperature and accumulation rate) affect the ice sheet's present temperature structure over a much larger area than previously recognized. This radar-inferred temperature structure provides a new constraint for thermomechanical models of the Greenland Ice Sheet.

1. Introduction
The creep of ice and the potential for basal sliding beneath ice sheets both depend critically on englacial temperature [Cuffey and Paterson, 2010]. Knowledge of temperature within ice sheets is therefore valuable for accurate modeling of ice-sheet flow. Mapping the thermal state of the bed beneath the Greenland and Antarctic ice sheets is also important, because this state is poorly known but essential for estimating the contribution of ice sheets to future sea-level rise [e.g., Alley et al., 2005; Nowicki et al., 2013]. Analysis of internal and basal reflections recorded by radar sounding suggests spatially variable basal melt and freeze-on and hence significant heterogeneity in the temperature structure of ice sheets [e.g., Fahnestock et al., 2001; Dahl-Jensen et al., 2003; Carter et al., 2009; Bell et al., 2014; Fujita et al., 2012; Oswald and Gogineni, 2012; Schroeder et al., 2014]. Thermomechanical modeling also predicts significant spatial variability in ice-sheet temperature [e.g., Greve, 2005; Pattyn, 2010; Rogozhina et al., 2011, 2012; Aschwanden et al., 2012; Seroussi et al., 2013].

Direct measurement of englacial temperature generally requires borehole drilling, which is logistically complex and may require a year or longer for the borehole temperature to equilibrate after drilling. Despite these challenges, borehole-measured temperatures have produced evidence of spatiotemporal variability in ice-sheet temperature that informs our understanding of ice-sheet flow and history [e.g., Funk et al., 1994; Cuffey and Clow, 1997; Dahl-Jensen et al., 1998; Engelhardt, 2004]. Remote geophysical observations are an indirect alternative to measuring englacial temperature in sparse boreholes. Peters et al. [2012] showed that temperature within the Greenland Ice Sheet (GrIS) can be inferred from seismic reflections using knowledge of the temperature dependence of the englacial attenuation of seismic waves. The dielectric
attenuation of radio waves through ice is also temperature dependent, and this temperature dependence is arguably better constrained than for englacial seismic attenuation [MacGregor et al., 2007; Stillman et al., 2013a]. Hence, inferences of radar attenuation from existing radar data, which are extensive across both ice sheets, could improve our knowledge of their temperature structure significantly.

Models and observations of radar attenuation through polar ice sheets are increasing in number and methodology [Matsuoka et al., 2010a], including analysis of airborne radar-sounding data [Matsuoka et al., 2010b]. Although the spatial variation of radar attenuation is somewhat affected by ice chemistry, modeling predicts that its spatial variation is controlled primarily by temperature [Corr et al., 1993; Matsuoka et al., 2010b, 2012; Matsuoka, 2011; MacGregor et al., 2012]. Most existing in situ estimates are qualitatively consistent with expected variability in englacial temperature. For example, estimates of inland East Antarctic radar-attenuation rates are typically less than half (in units of dB km\(^{-1}\)) of those in West Antarctica, where ice is typically thinner and the surface temperature is warmer [MacGregor et al., 2007, 2011; Jacobel et al., 2009, 2010; Zirizzotti et al., 2014]. Fewer radar-attenuation estimates exist for the GrIS [Paden et al., 2005; Christianson et al., 2014].

Several studies have considered the possibility of inferring englacial temperature from ice-penetrating radar data [Robin et al., 1969; Bogorodsky et al., 1985; Hughes, 2008], but none have yet done so rigorously nor applied a specific method to the large volume of data now collected over either polar ice sheet. Matsuoka et al. [2010b] estimated depth-averaged radar-attenuation rates in West Antarctica from the echo intensity of internal reflections, but they could not directly attribute spatial variability in these estimates to changing englacial temperature. Here we estimate the spatial pattern of radar attenuation within the GrIS using an ice-sheet-wide airborne ice-penetrating radar data set. Using empirical models, we relate this radar-attenuation pattern to borehole-measured temperature to then infer the temperature structure of this ice sheet.

2. Data

2.1. Ice-Penetrating Radar Data and Radiostratigraphy

We use the same ice-penetrating radar data set whose internal reflections (radiostratigraphy) were mapped by MacGregor et al. [2015]. These radar data, their traced radiostratigraphy, and the dating of that radiostratigraphy are described in detail by that study. These data were collected across the GrIS using an evolving set of ice-penetrating radars developed by The University of Kansas (KU). These radars were deployed during several multiyear campaigns, of which the most recent, extensive, and critical to this study is NASA’s Operation IceBridge. Internal reflections were semiautomatically traced by following the peak echo intensity \( P \), of an identified reflection, which is the quantity that we analyze in this study.

The radar data traced by MacGregor et al. [2015] were focused using synthetic aperture radar (SAR) techniques after combining the received signal from multiple channels in response to multiple transmitted chirps. The method of estimating radar attenuation described below requires only that the traced reflections within any given trace be radiometrically calibrated with respect to each other, i.e., in a relative sense. This requirement limits the portion of the GrIS radiostratigraphy that can be used to estimate radar attenuation, because not all radar systems used to compose this radiostratigraphy are sufficiently well calibrated radiometrically. Therefore, radar data are analyzed only if the campaign during which it was collected is radiometrically stable.

Data collected prior to 2003 had a manually controlled analog gain applied during collection, and changes in this gain were recorded only intermittently [Chuah, 1997; Gogineni et al., 1998]. This gain varies as a function of traveltime, preventing meaningful echo-intensity analysis within a given trace, so we ignore those data here. For some later campaigns, additional unresolved issues in radiometric calibration prevent direct interpretation of \( P \), Hence, in this study we consider data from five campaigns only, collected using two aircraft: 2003 (P-3B Orion; P3), 2008 (DHC-6 Twin Otter; TO), 2011, 2012, and 2013 (P3) (Figure 1). Three radar systems were used in these campaigns: (1) Advanced Coherent Radar Depth Sounder (ACORDS; 150 MHz center frequency; 2003), (2) Multi-Channel Radar Depth Sounder (MCRDS; 150 MHz; 2008), and (3) Multi-Channel Coherent Radar Depth Sounder (MCORDS; 195 MHz; 2011–2013). Within these campaigns, two transects with unresolved calibration issues were also ignored.
A critical concern in the analysis of $P_r$ is its relationship with reflection slope. Through several mechanisms, nonnegligible slopes can decrease $P_r$, and we evaluate the set of potential slope-dependent power-loss mechanisms described by Holschuh et al. [2014]. For the KU data considered here, reflection slopes are typically less than 1°, but slopes up to $\sim10°$ were traced. The effective horizontal interval for coherent along-track stacking is between one quarter and one half of the englacial wavelength, equivalent to 0.21–0.56 m; therefore, we ignore potential power loss due to destructive stacking. We ignore the relatively small effect of changing path length on the echo intensity of Doppler-binned internal reflections prior to SAR focusing. For the half-wavelength dipoles of the radar systems we used, the theoretical 3 dB beamwidth in the along-track direction is $\sim115°$. Because of the ground-plane effect of the aircraft wings, the effective beamwidth is narrower but still much larger than the Doppler beamwidth ($\leq10°$); therefore, we do not correct for antenna directivity. Due to windowing in the Doppler domain prior to coherent migration, SAR focusing induces slope-dependent power loss. To correct for this effect, we adjust reflection slopes for air-ice refraction (ignoring firn) and surface slope to determine the Doppler angle of each reflection and the appropriate correction for $P_r$. We limit the magnitude of this correction to 10 dB (otherwise the $P_r$ value is discarded) and restrict permissible reflections to those with Doppler angles less than or equal to 4°, equivalent to an englacial reflection slope of 2.25°, assuming a horizontal ice surface.

### 2.2. Ice-Core and Borehole Data

To model radar attenuation, knowledge of the englacial concentration of several key impurities is required. For this purpose, we use the depth profile of soluble ions within the Greenland Ice Core Project (GRIP) ice core [Legrand and de Angelis, 1996], as it is the most complete record of such ions from the Greenland deep ice cores and one of the high-frequency-limit conductivity models that we use later on was determined empirically using the major ion records from this ice core [Moore et al., 1994; Wolff et al., 1997]. We calculate ice acidity using the charge-balance method and all measured ions [e.g., MacGregor et al., 2007].

#### Table 1. Borehole-Temperature Profiles Used to Evaluate Relationship Between Radar-Attenuation Rate and Ice Temperature

<table>
<thead>
<tr>
<th>Borehole</th>
<th>Ice Thickness (m)</th>
<th>Temperature Data Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camp Century</td>
<td>1380</td>
<td>Weertman [1968]</td>
</tr>
<tr>
<td>DYE-3</td>
<td>2037</td>
<td>Gundestrup and Hansen [1984]</td>
</tr>
<tr>
<td>GISP2</td>
<td>3053</td>
<td>Cuffey et al. [1995]</td>
</tr>
<tr>
<td>GRIP</td>
<td>3029</td>
<td>Dahl-Jensen et al. [1998]</td>
</tr>
<tr>
<td>NEEM</td>
<td>2561</td>
<td>This study</td>
</tr>
<tr>
<td>NorthGRIP</td>
<td>3085</td>
<td>Dahl-Jensen et al. [2003]</td>
</tr>
</tbody>
</table>

Quantitative evaluation of radar-inferred temperature requires knowledge of in situ temperature. For this purpose, we use the temperature-depth profiles measured in six deep boreholes across the GrIS (Table 1 and Figure 1). Five of these profiles are available from earlier studies, and the temperature-depth profile at the North Greenland Eemian (NEEM)
borehole was measured and processed using established techniques [Clow et al., 1996; Clow, 2008, 2014]. Additional full-thickness borehole-temperature profiles exist for the GrIS within and near Jakobshavn Isbrae and Isunnguata Sermia. [Lüthi et al., 2002, 2015; Harrington et al., 2015]. We compare three borehole-temperature profiles collected and summarized by Lüthi et al. [2002] ~50 km upstream of Jakobshavn Isbrae’s terminus (Figure 1) to nearby radar-inferred temperatures, but those boreholes were not directly overflown by the radar transects used in this study, so these data are not used to quantitatively evaluate radar-inferred temperature. The more recent boreholes measured by Lüthi et al. [2015] and Harrington et al. [2015] are too distant from radar inferences of temperature to be considered in this study.

To model the radar reflectivity within the GrIS and evaluate a key assumption regarding the method for estimating radar attenuation, we use the dielectric profiles (DEP) of the GRIP, NorthGRIP, and NEEM ice cores [Wolff et al., 1997; Rasmussen et al., 2013].

### 2.3. Ice-Sheet Temperature Model

To evaluate radar-inferred englacial temperature across the GrIS, a model of ice-sheet temperature is required. This need is especially acute because sparse boreholes are located mostly along ice divides, where horizontal advection of heat is expected to be low and likely to have been so for at least several millennia. Here we use the temperature output from a steady state, three-dimensional (3-D) thermomechanical model of the GrIS described by Seroussi et al. [2013]. This model is an instance of the Ice Sheet System Model (ISSM) that uses the SeaRISE data sets for several boundary conditions [Nowicki et al., 2013]. The stress balance includes higher-order terms when calculating ice flow, and basal friction is inferred by minimizing the misfit between modeled and observed surface velocities using inverse methods. The thermal regime is based on an enthalpy formulation [Aschwanden et al., 2012] and assumes thermal steady state. This model therefore does not account directly for the past climate history of the GrIS, which is known to have varied substantially [e.g., Cuffey et al., 1995; Cuffey and Clow, 1997; Dahl-Jensen et al., 1998], nor other processes affecting ice-sheet temperature that may be more important closer to the ice-sheet margin, such as cryohydrologic warming [Lüthi et al., 2015]. Because this model does not consider the surface-temperature or accumulation-rate history of the GrIS, differences between its temperature output and radar-inferred temperatures can potentially indicate differences between modern and past boundary conditions.

For an initial guess for the radar-inferred temperature in our iterative misfit minimization scheme (equation (8)), we use the mean annual surface-temperature field from the SeaRISE data sets [Ettema et al., 2009; Nowicki et al., 2013]. This surface-temperature field is the same as the surface boundary condition for temperature used by Seroussi et al. [2013].

### 3. Methods

#### 3.1. Radar-Attenuation Rate From Internal Reflections

We determine the depth-averaged rate of power loss due to englacial radar attenuation $\overline{\alpha}$ (dielectric absorption by the ice column) following a modification of the method described by Matsuoka et al. [2010b]. A key advantage of this method is that it does not rely on the bed reflection to estimate $\overline{\alpha}$, because that reflector is inherently more complex and known to be spatially variable except within limited regions [e.g., Winebrenner et al., 2003; Schroeder et al., 2013]. It is therefore not appropriate to assume that the bed reflectivity is uniform across the entire GrIS for the purpose of calculating $\overline{\alpha}$. The chosen method does not require the assumption that the radar reflectivity $R$ of internal reflections is horizontally uniform, which is unlikely to be valid across a whole ice sheet, particularly for reflections of volcanic origin that do occur within ice sheets [Hempel et al., 2000; Jacobel and Welch, 2005; Corr and Vaughan, 2008]. The primary disadvantage of this method is that numerous internal reflections must be traced to reliably constrain $\overline{\alpha}$, a problem that is addressed here by the use of the extensive GrIS radiostratigraphy described by MacGregor et al. [2015]. A further disadvantage is that by relying on traced internal reflections only, this method cannot sample the entire ice column.

We assume that all internal reflections are specular, as expressed in the processed KU radar data, and that $R$ is vertically uniform. The specularity assumption is well supported by observations of the along-track coherence of most internal reflections and their behavior as a function of angle of incidence [Drews et al., 2009; Holschuh et al., 2014; MacGregor et al., 2015]. The assumption of vertically uniform reflectivity is less ideal, as there are several distinct and remarkably radar-bright reflections that date to the Last Glacial Period (LGP) within the
GrIS [NEEM community members, 2013; MacGregor et al., 2015] (Figure 2a). However, apparent radar reflectivity is more vertically uniform within the portion of the GrIS that was formed since the beginning of the Bølling/Allerød period 14.7 ka ago [Karlsson et al., 2013; MacGregor et al., 2015], where the majority of reflections were traced. Further, an analysis of DEP profiles shows that the assumption of uniform $R$ is reasonable for the purpose of estimating $Na$ (Appendix A).

We first bin $P_r$ horizontally for all traced reflections into 1 km segments along-track. This segment length is at least an order of magnitude larger than the diameter of the first Fresnel zone for these reflections but of the same order as the length scales used by Matsuoka et al. [2010b]. We average each reflection’s along-track-binned $P_r$ values between their 70th and 95th percentiles, but we do not bin reflections by depth. For specular internal reflections, the slope-corrected observed echo intensity $P_{rc}$ from the $i$th reflection is

$$P_{rc} = P_t \left( \frac{\lambda_{air}}{4\pi} \right)^2 \frac{G_a^2T^2}{4} \left( \frac{L_s}{L_{sys}} \right)^2 \frac{G_p R}{4 \left( h + \frac{h}{\sqrt{\varepsilon_{ice}}} \right)}$$

where $P_t$ is the transmitted power, $\lambda_{air}$ is the radar wavelength in air, $G_a$ is the antenna gain, $T$ is the transmission loss at the air-ice interface, $L_s$ is the one-way loss due to attenuation, $L_{sys}$ is the total loss due to...
volume scattering, $L_b$ is the total loss due to englacial birefringence, $L_{sys}$ is the total system loss, $G_p$ is the processing gain, $h$ is the height of the aircraft above the ice surface, $z$ is depth, and $\varepsilon'_{\text{ice}}$ is the real part of the complex relative permittivity of ice (assumed to be 3.15). The geometrically corrected echo-intensity $P_{rc}^i$ for the $i$th reflection is (e.g., Figure 2a)

$$P_{rc}^i = P_f^i \left( h + \frac{z_i}{\sqrt{\varepsilon'_{\text{ice}}}} \right)^2.$$  

(2)

The exponent in equations (1) and (2) associated with power loss due to geometric spreading implicitly assumes that the internal reflections are specular. $P_f$, $\lambda_{\text{air}}$, $G_p$, $T$, $L_{sys}$, $G_p$, and $\varepsilon'_{\text{ice}}$ are assumed to be invariant for any given radar trace; i.e., they may vary horizontally but not within a single recorded trace [Matsuoka et al., 2010b]. Poorly constrained $G_p$ in earlier KU data is the principal factor preventing use of those data in this study. Following Paden et al. [2005] and Matsuoka et al. [2010b], we assume that $L_{sys}$ and $L_b$ are negligible.

Based on the assumption of invariance for most of the terms in equation (1), the ratio of $P_{rc}^i$ to that of the first observed reflection ($i=0$) is

$$\frac{P_{rc}^i}{P_{rc}^0} = \left( \frac{L_i}{L_0} \right)^2.$$  

(3)

In units of decibels (represented by square brackets), equation (3) becomes

$$\left[ P_{rc}^i \right] - \left[ P_{rc}^0 \right] = 2 \left( \left[ L_i \right] - \left[ L_0 \right] \right).$$

\[
\Delta \left[ P_{rc}^i \right] = 2 \Delta \left[ L_i \right].
\]

(4)

where $\Delta \left[ P_{rc}^i \right]$ is the difference in $[P_{rc}]$ between the first and $i$th observed reflections and $\Delta \left[ L_i \right]$ is the total one-way attenuation within the portion of the ice column between those two reflections. The total attenuation to the $i$th reflection is related to $\overline{\eta}_a$ as

$$\Delta \left[ P_{rc}^i \right] = -2\overline{\eta}_a \left( \sum_{j=0}^{i} \Delta z_j \right) + b,$$

(5)

where $\Delta z = z_i - z_{i-1}$ and $b$ is a correction factor. In this formulation and $\overline{\eta}_a$ is a positive quantity following earlier convention and a one-way rate [e.g., MacGregor et al., 2007]. It is determined using a weighted linear least-squares fit to equation (5) whose weights are $\left[ P_{rc}^0 \right]^{-2}$, where $\left[ P_{rc}^i \right]$ is the standard deviation of $[P_{rc}]$ within the 1 km segment. Following this approach, $b$ is a zero-intercept best-fit value for equation (5)’s linear relationship that effectively acknowledges that $[P_{rc}^0]$ is not perfectly known. We found that explicitly setting $b=0$ resulted in noisier along-track profiles of $\overline{\eta}_a$. This approach also returns $\overline{\eta}_a$, the standard error for $\overline{\eta}_a$.

We constrain the calculation of $\overline{\eta}_a$ as follows:

1. $P_{rc}$ decreases during aircraft maneuvers due to the nonnegligible aircraft roll and consequent off-nadir pointing of the mounted antennae (e.g., Figure 2). Changing aircraft roll results in changing effective reflection slope, so roll-dependent power loss is analogous to that of the slope-dependent power loss discussed above. Because aircraft-roll data are not available for all campaigns, rather than correct for this effect directly, we ignore 1 km segments of a transect where the aircraft heading differs by more than $2^\circ$ from that of the previous 1 km segment.
2. At least five internal reflections are required to calculate $\overline{\eta}_a$, including the shallowest reflection used to normalize the deeper reflections.
3. The depth of the shallowest reflection $z_{min}$ must be greater than or equal to 200 m, to avoid complications associated with the firm column, following Matsuoka et al. [2010b].
4. The depth of the deepest reflection $z_{max}$ must be less than or equal to 0.85 $H$, where $H$ is ice thickness, so that very deep reflections with low signal-to-noise ratios do not bias $\overline{\eta}_a$.
5. The thickness of the column $h$ between $z_{min}$ and $z_{max}$ must be greater than or equal to 0.25 $H$.

Following the nomenclature of Matsuoka et al. [2010b], we are effectively assuming that all reflections used to calculate $\overline{\eta}_a$ are bright and that the depth gradient of $R$ is negligible, so that equation (5) constrains $\overline{\eta}_a$ in a
manner comparable to that of the upper envelope gradient. Jacobel et al. [2010] applied a similar method to internal reflections recorded by a ground-based survey in East Antarctica and reported good agreement between \( N_a \) values calculated using either the brightest reflections only or all traced reflections, supporting our approach. Separate experiments (not shown) using an averaged \( P_r \) (rather than the 70\(^{th}\)–95\(^{th}\) percentiles) and/or longer along-track binning do not change the results significantly.

In taking the above approach, we must assume that \( N_a \) is vertically uniform within the portion of the ice column bounded by \( z_{\text{min}} \) and \( z_{\text{max}} \). This assumption is unlikely to be valid at small vertical scales (< ~10 m) but may be acceptable at scales greater than 100 m in isothermal ice that does not include a glacial-interglacial transition, because temperature is the dominant control on \( N_a \) at larger vertical scales [MacGregor et al., 2007]. At or near a GrIS ice divide, the top ~50–75% of the ice column is typically isothermal and close to the mean annual surface temperature \( T_s \) [Cuffey and Paterson, 2010]. The proportion of ice column that is isothermal is expected to decrease away from ice divides, due to increasing basal friction, increasing rates of shear deformation and increasing horizontal advection of heat. Also, the portion of the ice column where MacGregor et al. [2015] traced and dated internal reflections typically includes the transition between the Holocene and the LGP, except in southern Greenland, where this transition is harder to detect and closer to the bed. These considerations do not preclude the calculation of \( N_a \), but they do imply that depth-averaged values may mask substantial depth variability in \( N_a \). Hence, while we report \( N_a \) only, we emphasize that these values do not necessarily indicate that radar-attenuation rates are vertically uniform within the sampled portion of the ice sheet. Rather, reported values of \( N_a \) represent a first widespread, depth-averaged constraint on radar attenuation rates within the GrIS from these data.

### 3.2. Temperature From Radar-Attenuation Rate

In low-loss dielectrics such as ice, \( N_a \) in dB km\(^{-1} \) is proportional to the high-frequency-limit (HF-limit) electrical conductivity \( \sigma_{\text{HF}} \) in \( \mu S \text{ m}^{-1} \) as [MacGregor et al., 2007, 2012]

\[
N_a = \frac{10 \log_{10} e}{1000 e^0 \sqrt{\varepsilon_0 c}} \sigma_{\text{HF}},
\]

where \( \varepsilon_0 \) is the permittivity of the vacuum and \( c \) is the speed of light in the vacuum. Because \( \sigma_{\text{HF}} \) is known to be both temperature and impurity dependent, a \( \sigma_{\text{HF}} \) model with these dependencies is required to relate \( N_a \) to the temperature of the ice column. Because \( z_{\text{min}} \geq 200 \text{ m} \) and hence deeper than the expected firm thickness, we ignore the density dependence of the radar-attenuation rate [MacGregor et al., 2012]. We assume initially that ice conductivity \( \sigma \) is frequency-independent between the medium frequency (MF; 0.3–3 MHz) range and the very high frequency (VHF; 30–300 MHz) range, i.e., \( \sigma = \sigma_{\text{HF}} \). This range bounds the operating frequencies of the KU radar systems used in this study.

A common form of suitable \( \sigma_{\text{HF}} \) models for ice assumes an Arrhenius-form temperature dependence, a linear dependence on the concentration of certain lattice-soluble impurities and that the temperature dependence (activation energy) varies depending on the nature of the conductivity contribution [e.g., MacGregor et al., 2007]:

\[
\sigma_{\text{HF}} = \sigma_{\text{HF}} \exp \left[ \frac{E_{\text{pure}}}{k} \left( \frac{1}{T_r} - \frac{1}{T} \right) \right] \\
+ \mu_{\text{H}^+} \left[ \text{H}^+ \right] \exp \left[ \frac{E_{\text{H}^+}}{k} \left( \frac{1}{T_r} - \frac{1}{T} \right) \right] \\
+ \mu_{\text{Cl}^-} \left[ \text{Cl}^- \right] \exp \left[ \frac{E_{\text{Cl}^-}}{k} \left( \frac{1}{T_r} - \frac{1}{T} \right) \right] \\
+ \mu_{\text{NH}_4^+} \left[ \text{NH}_4^+ \right] \exp \left[ \frac{E_{\text{NH}_4^+}}{k} \left( \frac{1}{T_r} - \frac{1}{T} \right) \right],
\]

where \( k \) is the Boltzmann constant, \( T \) is temperature, \( T_r \) is a reference temperature, and \([\text{H}^+], [\text{Cl}^-], \) and \([\text{NH}_4^+]\) are molarities for those respective impurities. The magnitudes of these dependencies are represented by the values of eight dielectric properties: the pure ice conductivity \( \sigma_{\text{pure}} \), its activation energy \( E_{\text{pure}} \) and the molar conductivities \( \mu \) and activation energies of the acid \( (\text{H}^+) \), chloride \( (\text{Cl}^-) \), and ammonium \( (\text{NH}_4^+) \) contributions to \( \sigma_{\text{HF}} \). We initially consider two existing \( \sigma_{\text{HF}} \) models (M07 and W97), which are described in detail in Appendix B. The values of the HF-limit dielectric properties used in these models are given in Table 2.
Figure 3 shows the range of these two \( \sigma_\infty \) models as a function of temperature and chemistry. Using the mean impurity concentrations during the Holocene epoch (0–11.7 ka; 1.6 ± 1.2, 0.4 ± 0.4, and 0.5 ± 0.6 \( \mu M \) for \([H^+], [Cl^-]/C_0\) and \([NH_4^+], \) respectively) and the LGP (11.7–115 ka; 0.2 ± 0.5, 1.8 ± 1.0, and 0.4 ± 0.4 \( \mu M \)), it is clear that attenuation rates are consistently predicted to be lower during the LGP. Model W97 predicts lower radar-attenuation rates for all temperatures as compared to model M07 (~65% of M07). Across the likely temperature range for the GrIS, radar-attenuation rates are related nonlinearly to ice temperature. Thus, the radar-attenuation rate is more sensitive to temperature at higher temperatures. The ranges of impurity concentrations during both the Holocene and the LGP are sufficiently large that they may confound inference of englacial temperature from Na. Thus, we expect that the effect of spatially varying chemistry on radar attenuation will be greater for the GrIS than that previously modeled for the Vostok flowline in East Antarctica [MacGregor et al., 2012].

We use the isochrone ages determined by MacGregor et al. [2015] to vertically rescale the GRIP impurity-concentration profiles across the GrIS, assuming that all impurities are wet-deposited only [MacGregor et al., 2012]. Alley et al. [1995] found that at GISP2, soluble ion fluxes were consistent with a primary contribution from wet deposition (>80%) during both warm and cold periods following the Last Glacial Maximum. The proportion of an impurity that is wet-deposited increases with increasing accumulation rate, so each impurity’s wet-deposited proportion is likely higher across the majority of the GrIS except in northeastern Greenland, where accumulation rates tend to be lower than at GISP2 [Ettema et al., 2009].

For both \( \sigma_\infty \) models, we determine the depth-averaged englacial temperature \( T_a \) that minimizes the \( \chi^2 \) residual between the observed and modeled depth-averaged radar-attenuation rates as

\[
\chi^2 = \frac{1}{N_a} \sum_{i=1}^{n} \left( \frac{\hat{r}_i - \frac{1}{N_a} \sum_{j=1}^{n} \frac{N_a}{N_a} \Delta z_i}{N_a} \right)^2.
\]  

Table 2. Values of the High-Frequency Dielectric Properties of Ice Used in the Conductivity Models

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
<th>W97</th>
<th>M07</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_r )</td>
<td>Reference temperature</td>
<td>°C</td>
<td>–15</td>
<td>–21</td>
</tr>
<tr>
<td>( \sigma_{\text{pure}} )</td>
<td>Conductivity of pure ice</td>
<td>( \mu S \ m^{-1} )</td>
<td>9</td>
<td>9.2 ± 0.2</td>
</tr>
<tr>
<td>( \mu_{H^+} )</td>
<td>Molar conductivity of ( H^+ )</td>
<td>S ( m^{-1} ) ( M^{-1} )</td>
<td>4</td>
<td>3.2 ± 0.5</td>
</tr>
<tr>
<td>( \mu_{Cl^-} )</td>
<td>Molar conductivity of ( Cl^- )</td>
<td>S ( m^{-1} ) ( M^{-1} )</td>
<td>0.55</td>
<td>0.43 ± 0.07</td>
</tr>
<tr>
<td>( \mu_{NH_4^+} )</td>
<td>Molar conductivity of ( NH_4^+ )</td>
<td>S ( m^{-1} ) ( M^{-1} )</td>
<td>1</td>
<td>0.8</td>
</tr>
<tr>
<td>( E_{\text{pure}} )</td>
<td>Activation energy of pure ice</td>
<td>eV</td>
<td>0.58</td>
<td>0.51 ± 0.01</td>
</tr>
<tr>
<td>( E_{H^+} )</td>
<td>Activation energy of ( H^+ )</td>
<td>eV</td>
<td>0.21</td>
<td>0.20 ± 0.04</td>
</tr>
<tr>
<td>( E_{Cl^-} )</td>
<td>Activation energy of ( Cl^- )</td>
<td>eV</td>
<td>0.23</td>
<td>0.19 ± 0.02</td>
</tr>
<tr>
<td>( E_{NH_4^+} )</td>
<td>Activation energy of ( NH_4^+ )</td>
<td>eV</td>
<td>0.23</td>
<td>0.23</td>
</tr>
</tbody>
</table>

\*W97: Wolff et al. [1997] relationship between DEP-measured \( \sigma_\infty \) and soluble chemistry for the GRIP ice core (equation (B1)). M07: MacGregor et al. [2007] adjusted using pure-ice dielectric properties reported by Johari and Charette [1975] and using the same dielectric properties for \( NH_4^+ \) as W97.

| Value corrected from –15 °C to –21 °C using the assumed activation energy for the W97 model.

| Activation energies selected assuming only impurities that form lattice defects contribute to \( \sigma_\infty \), following Stillman et al. [2013a, Table 1].

| Sea-salt \( Cl^- \), as described by MacGregor et al. [2007], is assumed to represent extrinsic Bjerrum L-defects formed by lattice-partitioned \( Cl^- \) [Stillman et al., 2013a].

Figure 3 shows the range of these two \( \sigma_\infty \) models as a function of temperature and chemistry. Using the mean impurity concentrations during the both the Holocene epoch (0–11.7 ka; 1.6 ± 1.2, 0.4 ± 0.4, and 0.5 ± 0.6 \( \mu M \) for \([H^+], [Cl^-]/C_0\) and \([NH_4^+], \) respectively) and the LGP (11.7–115 ka; 0.2 ± 0.5, 1.8 ± 1.0, and 0.4 ± 0.4 \( \mu M \)), it is clear that attenuation rates are consistently predicted to be lower during the LGP. Model W97 predicts lower radar-attenuation rates for all temperatures as compared to model M07 (~65% of M07). Across the likely temperature range for the GrIS, radar-attenuation rates are related nonlinearly to ice temperature. Thus, the radar-attenuation rate is more sensitive to temperature at higher temperatures. The ranges of impurity concentrations during both the Holocene and the LGP are sufficiently large that they may confound inference of englacial temperature from Na. Thus, we expect that the effect of spatially varying chemistry on radar attenuation will be greater for the GrIS than that previously modeled for the Vostok flowline in East Antarctica [MacGregor et al., 2012].

We use the isochrone ages determined by MacGregor et al. [2015] to vertically rescale the GRIP impurity-concentration profiles across the GrIS, assuming that all impurities are wet-deposited only [MacGregor et al., 2012]. Alley et al. [1995] found that at GISP2, soluble ion fluxes were consistent with a primary contribution from wet deposition (>80%) during both warm and cold periods following the Last Glacial Maximum. The proportion of an impurity that is wet-deposited increases with increasing accumulation rate, so each impurity’s wet-deposited proportion is likely higher across the majority of the GrIS except in northeastern Greenland, where accumulation rates tend to be lower than at GISP2 [Ettema et al., 2009].

For both \( \sigma_\infty \) models, we determine the depth-averaged englacial temperature \( T_a \) that minimizes the \( \chi^2 \) residual between the observed and modeled depth-averaged radar-attenuation rates as

\[
\chi^2 = \frac{1}{N_a} \sum_{i=1}^{n} \left( \frac{\hat{r}_i - \frac{1}{N_a} \sum_{j=1}^{n} \frac{N_a}{N_a} \Delta z_i}{N_a} \right)^2.
\]
where $n$ is the number of observed reflections and $N_i'$ is the modeled radar-attenuation rate within the $i$th depth interval using $T_o$ and the vertically rescaled GRIP impurity-concentration profiles. This formulation permits estimation of confidence bounds for $T_o$ using $\Delta \chi^2$ distributions, which we difference from $T_o$ and average to estimate $\bar{e}_{Ta}$, the standard error in $T_o$. We note that uncertainties in the dielectric properties that form the $\sigma_\infty$ models (Table 1) are not directly incorporated into $\bar{e}_{Ta}$. The initial guess for $T_o$ is the mean annual surface temperature $T_s$.

As for $N_o$, the inference of $T_o$ between $z_{min}$ and $z_{max}$ assumes that the ice sheet is isothermal within this depth range [Matsuoka et al., 2010b]. If true, such a scenario simplifies interpretation of $T_o$, but it is difficult to verify across the entire GrIS. Rather, $T_o$ is assumed to represent the depth-averaged englacial temperature within this depth range, which may mask substantial englacial temperature variability that we cannot resolve using this method.

### 4. Results

#### 4.1. Radar-Attenuation Rate

We find large spatial variation in $N_a$ across the GrIS (Figure 4a), exceeding its formal uncertainty range even along the central ice divide (Figure 4b). Values range between less than 10 dB km$^{-1}$ along the central ice divide to greater than 25 dB km$^{-1}$ within ~100 km of the ice-sheet margin. Across most of the GrIS, $N_o$ is less than 1 dB km$^{-1}$ (Figure 4b). We note that this uncertainty accounts for uncertainty in $P_{zc}$ only and not any other factors that may influence estimation of $N_o$ but which are harder to quantify.

The depth of the shallowest reflection used (Figure 4c) varied more than that of the deepest reflection used (Figure 4d). Toward the ice-sheet margin, the depths of the shallowest and deepest reflections used tend to converge, due to ice flow and the challenge of tracing reflections there [MacGregor et al., 2015]. We typically sampled more than 70% of the ice thickness within the ice-sheet interior and more than 40% across most of the GrIS (Figure 4e).

At the 711 transect intersections (cross-overs), the differences between values of $N_o$ are normally distributed (Figure 5), with a Gaussian-best-fit cross-over difference of $0.3 \pm 3.2$ dB km$^{-1}$. The small bias from zero suggests that the method is sampling the same physical property of the ice column, regardless of aircraft heading or transect used; i.e., our estimates of $N_o$ may incorporate effects other than dielectric attenuation (e.g., volume scattering or birefringence), but these effects must also be smoothly varying. The relatively large cross-over standard deviation indicates the underlying uncertainty in estimating $N_o$ using internal reflections that is not accounted for by $N_o$. 

---

Figure 4. (a, b) Radar-inferred depth-averaged attenuation rate ($N_a$) and its uncertainty ($N_o$) across the GrIS, respectively. (c, d) Ice-thickness-normalized depths of shallowest and deepest reflections used to infer $N_a$, i.e., $z_{min}/H$ and $z_{max}/H$, respectively. (e) Fraction of ice thickness sampled to determine $N_a$ ($h/H$).
For the 94 cross-overs between data from the first two campaigns (2003/2008; 150 MHz center frequency) and the three subsequent campaigns (2011/2012/2013; 195 MHz center frequency), the mean difference in Na is $0.7 \pm 3.5$ dB km$^{-1}$ between these campaigns, where a positive difference indicates greater Na values at 195 MHz (Figure 5). Relative the mean cross-over value of Na at each intersection, this difference is equivalent to $5 \pm 24\%$ of Na:

However, this difference is not significantly different from zero ($p = 0.42$).

These observations show clearly that englacial radar attenuation varies across GrIS in a manner similar to model predictions for the West Antarctic Ice Sheet [Matsuoka et al., 2012]. The spatial variability in Na is muted compared to the horizontal gradients in those full-thickness predictions of Na, likely because our method does not sample the highest temperatures in the ice column near the bed, where depth-averaged attenuation rates can increase substantially [MacGregor et al., 2007].

4.2. Radar-Inferred Temperature

We first compare $T_a$ values inferred using both $\sigma_\infty$ models where transects intersect boreholes (Figure 6). We consider a transect to have intersected a borehole if it passes within a 5 km radius of the borehole. This radius is larger than that used by MacGregor et al. [2015] (3 km), because we assume that the horizontal spatial variation in englacial temperature is smaller than that of age. Note that this threshold is not met by the Lüthi et al. [2002] boreholes, for which the closest radar-inferred temperature was ~30 km away. Hence, only the deep interior boreholes are used to quantitatively evaluate $T_a$.

Model W97 overestimates borehole-measured temperature more than M07. The difference between either model’s values of $T_a$ and the depth-averaged borehole temperatures ($T_b$) can be expressed as a temperature difference $\Delta T_c$:

$$T_b = T_a + \Delta T_c$$

We calculate the best-fit value of $\Delta T_c$ accounting for both $T_a$ and the standard deviation of the borehole-measured temperature within the equivalent depth range. For Model W97, $\Delta T_c = -13.0 \pm 3.3$ K, and for M07, $\Delta T_c = -6.8 \pm 3.3$ K.

Although the range of $T_a$ for either model at an individual borehole can be large (>5 K for Camp Century), the interborehole relationships between $T_a$ are clearer and more self-consistent. For these six boreholes, the range of temperatures within the sampled depth range is ~15 K. Although $T_a$ is often a poor representation of the absolute englacial temperature, these patterns confirm that the temperature dependence of both $\sigma_\infty$ models is reasonable and that the relative spatial variation in $T_a$ is indeed related to englacial temperature.

Both $\sigma_\infty$ models predict temperatures that are too high compared to that measured in boreholes, suggesting that they do not account for a significant loss mechanism. We hypothesize that this mechanism is the frequency dependence of $\sigma$ between MF and VHF. Although we observed a small frequency dependence in Na, it was not significant. In Appendix C, we further evaluate this frequency dependence using recent broadband measurements of ice cores [Stillman et al., 2013a] and inferences from existing radar experiments. This analysis indicates that $\sigma$ is indeed frequency-dependent between MF and VHF, which justifies a
correction to reconcile $T_a$ and $T_b$. Given this physical basis for the difference between $T_a$ and $T_b$, we correct $T_a$ by adjusting the $\sigma_\infty$ models directly, rather than correcting $T_a$ using $\Delta T_c$.

Only model W97 is referenced to a specific frequency (300 kHz). It is therefore the only $\sigma_\infty$ model that can be corrected directly for frequency dependence, and it is the only model that we consider hereafter. We determine the best-fit factor $\beta$ for $\sigma_\infty$ that is necessary to minimize the difference between $T_a$ and $T_b$, taking into account the reference frequency of model W97 (300 kHz) and the center frequency of the radar system for each transect-borehole intersection (either 150 or 195 MHz). For these 25 radar-borehole intersections, $\beta = 2.6 \pm 0.3$ between 300 kHz and 150–195 MHz, which is equivalent to a depth-averaged Cole-Cole distribution parameter ($\bar{\alpha}$) of 0.15 $\pm$ 0.02 (Appendix C). This value of $\bar{\alpha}$ implies that the mean relative difference for $\bar{T}_b$ between 150 and 195 MHz will be $\sim$4% (Appendix C), which is a small effect but comparable to that which we observed ($\sim$5 $\pm$ 24%).
We correct model W97 using $\beta$ and calculate the corrected depth-averaged temperature $T'_a$ and its uncertainty $e_{T'_a}$. Figure 6f shows the relationship between $T'_a$ and $T_b$. For this relationship, the fraction of explained variance ($r^2$) is 0.85 for a weighted linear regression that accounts for both $e_{T'_a}$ and a nominal uniform uncertainty for $T_b$ (0.1 K), which is highly significant for 25 samples ($p << 0.01$). The range of temperatures sampled at each transect-borehole intersection (up to 16 K) is poorly correlated ($r = -0.16$) with the $T'_a - T_b$ difference (up to 4.5 K). This relationship indicates that, at least for englacial temperatures between approximately $-30^\circ C$ and $-20^\circ C$, a geometric mean (equation (8)) is acceptable when inferring $T'_a$ from radar data using $\sigma_\infty$ models that depend nonlinearly on temperature.

$T'_a$ is typically less than $-30^\circ C$ in the interior of the ice sheet, but it approaches $-15^\circ C$ toward the ice-sheet margin (Figure 7a). $T'_a$ is typically $\sim 4$ K, although in the southern portion of the ice sheet it is sometimes less than 3 K (Figure 7b). These relatively large uncertainties are related to the nonlinearity of $\bar{N}_a$ with temperature, such that relatively low $\bar{N}_a$ values lead to greater uncertainty in $T'_a$. At cross-overs, the differences between values of $T'_a$ are also normally distributed (Figure 5), with a best-fit cross-over difference of $-0.3 \pm 2.8$ K, a distribution similar to that for $\bar{N}_a$.

We compare $T'_a$ to both $T_s$ and the depth-averaged (between $z_{\text{min}}$ and $z_{\text{max}}$) modeled ice temperature $T_m$ as differences of the form $\Delta T_s = T'_a - T_s$ and $\Delta T_m = T'_a - T_m$, respectively (Figures 8 and 9). In southern Greenland, both surface and modeled temperatures are significantly higher than those inferred from radar. Across western Greenland, surface temperatures are consistently higher. Radar-inferred temperature generally agrees better with the depth-averaged modeled temperature ($r = 0.56$) than with surface temperature, as evidenced by the narrower distribution of differences between these values (Figure 9). However, in central northern Greenland, modeled temperatures are generally in worse agreement than with the surface temperature.
We evaluate the importance of accounting for the spatial variation of chemistry by assuming that the relevant impurity concentrations are uniform throughout the GrIS and equal to their mean values at GRIP (0.8, 1.0, and 0.4 μM for [H⁺], [Cl⁻], and [NH₄⁺], respectively). Figure 8c shows the difference \( \Delta T_a^i = T_a - T_a^m \), where \( T_a^m \) is the radar-inferred depth-averaged temperature assuming uniform impurity concentrations. This difference is generally smaller than \( \Delta T_s \) or \( \Delta T_m \), although it is rarely negligible, particularly in the western and southern GrIS. [H⁺] is the dominant impurity in terms of its contribution to the radar attenuation [MacGregor et al., 2007;].

Figure 8. Difference between radar-inferred depth-averaged temperature and (a) mean annual surface temperature, \( \Delta T_a = T_a^r - T_a \) (b) modeled depth-averaged ice temperature within the same depth interval, \( \Delta T_m = T_m - T_m^r \) and (c) radar-inferred depth-averaged temperature assuming uniform impurity concentrations (mean values at GRIP), \( \Delta T_a^i = T_a^r - T_a^m \). Negative (positive) differences are represented as blue (red) colors and indicate, e.g., \( T_a^r < T_a^m \). (c) Distribution of values of \( \Delta T_s \) (red) and \( \Delta T_m \) (blue). Legend gives best-fit mean and standard deviation for a Gaussian distribution.

Figure 9. (a, b) Relationships between \( T_s, T_m \) and \( T_a^r \). (c) Distribution of values of \( \Delta T_s \) (red) and \( \Delta T_m \) (blue). Legend gives best-fit mean and standard deviation for a Gaussian distribution.
5. Discussion
5.1. Thermal State of the Greenland Ice Sheet

We now consider the contribution of these radar-inferred temperatures toward our understanding of the thermal state of the Greenland Ice Sheet. We first note that within 30 km of the Lüthi et al. [2002] boreholes, \( T_a \) between 30 and 85% of the ice thickness is \(-23 \pm 3 \, ^\circ C\), which is similar to those borehole observations for the same relative depth range (\( T_a = -19.4 \) to \(-21.1 \, ^\circ C\); Figures 6e and 6f). The compatibility of these observations indicates that our approach can be used to interpret englacial temperature variability far from an ice divide, where nearly all the interior boreholes are located. However, given the large formal uncertainties associated with \( T_a \) (Figure 7b) and the underlying assumptions used to generate them, we choose not to directly interpret absolute \( T_a \) values in terms of the consequences of these temperatures for ice flow across the GrIS. Rather, we consider only the large-scale (\( >100 \, km \)) \( T_a \) pattern and key features of its differences with surface and modeled temperatures (Figures 9a and 9b).

The primary \( T_a \) pattern is of a cold interior surrounded by a warmer periphery. Given what is directly known of the thermodynamics of ice sheets [Cuffey and Paterson, 2010] and inferred for the GrIS in particular [e.g., Rogozhina et al., 2011; Aschwanden et al., 2012; Seroussi et al., 2013], this pattern is unsurprising but likely influenced by several competing processes. We did not sample the entire ice column, and the sampled portion of the column tends to narrow toward the periphery of the ice sheet (Figures 4 and 6). Variability in the sampled portion of the ice column, particularly \( z_{min} \), also affects interpretation of the \( T_a \) pattern. A possible example of this sampling bias is the \( T_a \) contrast across part of the central ice divide in the southern Greenland, which suggests colder ice immediately west of the ice divide, yet accumulation rates are higher east of this ice divide [Ettema et al., 2009]. Setting aside these challenges in interpretation of smaller-scale (\( <100 \, km \)) changes in \( T_a \), the ice-sheet wide pattern of \( T_a \) emphasizes the importance of long-term surface boundary conditions (temperature and accumulation rate) in modulating the thermal state of a large portion of the GrIS, a conclusion similar to that of multiple modeling studies [Huybrechts, 1994; Rogozhina et al., 2011; Petrunin et al., 2013].

In southern and western Greenland, the dominant pattern for \( \Delta T_s \) is of significantly colder ice at depth as compared to the surface (\( \Delta T_s < 0 \)). To a lesser extent, \( \Delta T_m \) displays a similar pattern, i.e., underestimated model temperature (\( \Delta T_m < 0 \)). These patterns suggest that the “cold plug” at midrange depths observed in boreholes near the ice-sheet margin is present over a much larger area than is commonly inferred from models, even up to the central ice divide [Funk et al., 1994; Lüthi et al., 2002, 2015; Brinkerhoff et al., 2011; Harrington et al., 2005]. Peters et al. [2012] also inferred the presence of a cold plug of a similar magnitude to Lüthi et al. [2002] 50 km upstream of their boreholes, where we also estimate \( \Delta T_s = -10 \, K \).

Closer to the ice-sheet margin, the cold plug is generally attributed to horizontal advection of ice from the colder ice-sheet interior [Cuffey and Paterson, 2010]. Horizontal advection is included in the ice-sheet model considered here, but the \( \Delta T_m \) pattern suggests that the cold plug is not fully reproduced. Assuming that the model’s thermodynamics accurately represent a steady state GrIS, this discrepancy is likely due to deviations of the modern GrIS from thermal steady state, i.e., changing past surface boundary conditions [Rogozhina et al., 2012]. LGP and Holocene temperature and accumulation rate are known to have varied across the GrIS and particularly in southern Greenland [Meece et al., 1994; Cuffey et al., 1995; Dahl-Jensen et al., 1998]. Temperature fluctuations were greater in southern Greenland, and accumulation rates were...
higher along the central ice divide. The combination of these spatiotemporal patterns likely acted to decrease $\Delta T_s$, although additional modeling is needed to disentangle the key forcings. Because the ice we sampled in southern Greenland is mostly Holocene-aged [MacGregor et al., 2015] and hence unlikely to have been significantly colder than the present surface higher past accumulation rates are likely the dominant control on the pattern of $\Delta T_s$ there.

A lower geothermal flux than expected could also contribute to the $\Delta T_m$ pattern in southern Greenland, but for the steady state model used, the geothermal flux was already assumed to be very low there ($<40\,\text{mW m}^{-2}$). Alternatively, a much higher than expected geothermal flux ($>100\,\text{mW m}^{-2}$) could lead to rapid basal melting and an overall colder ice column. However, such a pattern would presumably be related to a degree of heterogeneity in southern Greenland’s subglacial geology comparable to that believed to generate the Northeast Greenland Ice Stream, but without a comparable ice-flow feature. A higher geothermal flux could not lead directly to $\Delta T_s < 0$, and the basal melt rate would have to be greater than the local accumulation rate, which is high in this region ($>35\,\text{cm a}^{-1}$), so such a pattern is unlikely to be sustained across such a large portion of the GrIS.

A pattern analogous to negative $\Delta T_m$ in southern Greenland has been identified in at least one other thermomechanical model of the GrIS. Rogozhina et al. [2011] simulated the late Pleistocene and Holocene history of the GrIS using both transient and steady state models. They found that steady state models forced using modern boundary conditions tended to overestimate the temperature structure as compared to transient models. Our observations and those modeling efforts indicate that steady state models are skewed warm in southern Greenland, although this skewness has limited effect on near-term predictions of sea-level rise due to GrIS mass loss [Seroussi et al., 2013]. We thus consider it unlikely that these $\Delta T_s$ and $\Delta T_m$ patterns are due to a yet lower geothermal flux and consider past changes in surface boundary conditions the more likely explanation, a conclusion similar to that of Rogozhina et al. [2012]. Further, the apparent importance of horizontal heat advection within the southern GrIS emphasizes the general inadequacy of one-dimensional temperature models in representing its temperature structure there.

A similar pattern of colder ice is observed in central Greenland, although less consistently, partly due to coarser spatial coverage there. In northwestern Greenland and toward the northern periphery of the GrIS, both $\Delta T_s$ and $\Delta T_m$ are positive and their patterns are well correlated. There, the steady state model predicts a frozen bed and that this thermal state contiguously reaches the central ice divide [Seroussi et al., 2013]. At a minimum, the pattern of $\Delta T_m$ suggests that the model underestimates englacial temperature in the northwest. Accumulation rates are higher there now than during the Holocene, as inferred from reflection geometry [MacGregor et al., 2015]. An accumulation-rate change or a higher geothermal flux than expected (but not so high as to cause significant basal melting) could also explain this pattern.

From some of the same KU radar data used in this study, Bell et al. [2014] inferred that the GrIS has warmed in regions where significant basal freeze-on has occurred, most prominently in the onset region of Petermann Glacier in northwestern Greenland. Because very few reflections were traced within the basal units that likely contain frozen-on ice, we cannot directly evaluate warming within these units. A $>5\,\text{K}$ increase in $T_a$ is observed near Petermann Glacier’s basal units, but it is based on reflections above these units, where we expect reduced warming from latent heat release. This pattern is also difficult to distinguish from the primary $T_a$ pattern of warming toward the ice-sheet periphery.

### 5.2. Implications of the Apparent Frequency Dependence of Radar Attenuation

The significant and consistent discrepancy between radar-inferred ($\bar{T}_a$) and borehole-measured ($\bar{T}_b$) englacial temperature suggests that a revision to existing $\sigma_m$ models is required. Using ice-core and radar data, we present evidence that the frequency dependence of $\sigma$ is nonnegligible between MF and VHF (Appendix C) and that this frequency dependence justifies a reasonable correction to the W97 $\sigma_m$ model to reconcile $T_a$ and $T_b$. While we detected a small frequency dependence directly from the radar data, it was not significant. Accurate measurement of $\sigma$ is notoriously difficult for low-loss materials between MF and VHF. Very few laboratory measurements span the relevant frequency range [Matsuoka et al., 1996] and none exist for naturally formed ice. The closest suitable laboratory measurements for meteoric polar ice are those of Stillman et al. [2013a] between 10 MHz and 1 MHz, on which we base our inference. More
dielectric measurements of ice cores across wide frequency ranges are needed to further clarify the effective frequency dependence of $\sigma$ in ice sheets. Only a handful of studies have reported the change in echo intensity across a sufficiently large bandwidth to infer a frequency dependence in the total signal loss. Phase-sensitive radar also operates across a large bandwidth and may provide additional suitable data with which to evaluate this hypothesis [e.g., Corr et al., 2002].

MacGregor et al. [2007] reported good agreement between the M07 $\sigma_\infty$ model and the estimated radar-attenuation rate at Siple Dome, although we note that the radar-inferred value was slightly higher (~5%) than modeled. This agreement may be due to the lower frequency of the radar system employed (3–5 MHz) and the large range of frequencies and ice types used to determine the dielectric properties synthesized in the M07 model, which could obscure the effect of non-Debye dispersion (nonzero $\pi$). These relationships suggest that low-HF ground-based ice-penetrating radars and the inferences made from them in conjunction with existing $\sigma_\infty$ models are less sensitive to frequency-dependent $\sigma$ [e.g., Jacobel et al., 2009, 2010].

The apparent frequency dependence of $\sigma$ in the HF and VHF range for meteoric polar ice has implications for the interpretation of earlier multi-frequency radar studies of ice sheets and for the design of future ice-penetrating radar systems. Multifrequency radar systems have been used to study the nature of internal reflections [e.g., Fujita et al., 1999; Matsuoka et al., 2003]. These studies assumed that $\sigma$ was frequency-independent, which enabled the evaluation of the frequency dependence of echo intensities as due to either conductivity (frequency-dependent) or permittivity (frequency-independent) contrasts and their further interpretation in terms of ice-sheet fabric. Assuming that the apparent value of $\pi$ for the GrIS (0.15) is also appropriate for the Antarctic ice sheet (Appendix C), the difference in $\overline{\sigma}_\infty$ induced by the frequency difference of the systems used in those studies (60 and 179 MHz) is equivalent to $\beta \approx 1.2$. A $\beta$ value of this magnitude is unlikely to significantly affect the interpretation of echo intensities in those studies, but it increases the uncertainty in their interpretations and that uncertainty also increases with depth. The importance of this putative effect is greater for our study because we interpreted spatial variation in $\overline{\sigma}_\infty$ directly and in terms of another physical quantity (temperature), which required a $\sigma_\infty$ model established using DEP data collected at a frequency much lower than that of the KU radar systems.

To evaluate the recent mass balance of the Greenland and Antarctic ice sheets, knowledge of the spatiotemporal variability of accumulation rates over the past millennium is valuable. This need has led to increasing interest in the shallow radiostratigraphy of ice sheets, which is best resolved using broadband VHF and ultrahigh frequency (UHF) radars [e.g., Medley et al., 2013; Rodríguez-Morales et al., 2014]. The designs of such radar systems should account for increasing dielectric attenuation with increasing frequency. Echo intensities from such systems are beginning to be investigated [e.g., Lewis et al., 2015] and such studies should be sensitive to the frequency dependence of $\sigma$. At UHF, the low-frequency tail of the infrared resonance of ice is also a concern [Moore and Fujita, 1993].

Nonnegligible power loss due to volume scattering ($L_v$) and/or birefringence ($L_b$) could also contribute to the discrepancy between $\overline{T}_s$ and $\overline{T}_b$. Because $\beta \approx 2.6$, the integrated two-way power loss due to $L_v$ and $L_b$ would have to be greater than $(L_0)^2$ to explain our observations; e.g., $(L_v + L_b)$ would have to be $\sim -30$ dB through a 3.8 km long roundtrip at NEEM to reconcile $\overline{T}_s$ and $\overline{T}_b$ using the uncorrected W97 $\sigma_\infty$ model. Although $L_v$ and $L_b$ are difficult to constrain independently, these phenomena are considered unlikely to produce such losses in the interiors of polar ice sheets at or near ice divides, where most of the boreholes are located. $(L_v + L_b)$ would also have to be temperature-dependent in a manner similar to that predicted for $\overline{\sigma}_\infty$, which we consider unlikely.

Another possible confounding factor regarding our interpretation of the $\overline{T}_s-\overline{T}_b$ discrepancy is the assumption of specularity of the internal reflections. The correction for geometric spreading (equation (2)) relies critically on the nature of the reflector and its radar cross-section. For the bed reflector, the specularity assumption is not likely to be acceptable across a whole ice sheet [e.g., Schroeder et al., 2013], but the specularity of most internal reflections is commonly assumed and exploited. A preliminary investigation of the sensitivity of $P$, to the width of the SAR focusing beamwidth suggests that as this beamwidth increases (decreasing along-track resolution), the echo intensity of some deeper internal reflections ($z > 1500$ m) can increase by several decibels. This relationship suggests that some deeper reflections are not perfectly specular.
If an internal reflection is not perfectly specular, then the exponent associated with the geometric spreading correction is greater than 2, leading to lower radar-inferred attenuation rates and temperatures and hence a lower apparent frequency dependence for $\sigma$. If we assume that geometric spreading exponent is 3, equivalent to assuming that the internal reflections are due to rough, planar reflectors [e.g., Davis and Annan, 1989], then GrIS-wide $\bar{R}_g$ values decrease by less than 10% and $T_a$ by $\sim$1 K. This situation occurs because we normalize $P$, with respect to the value of the shallowest reflection (equation (3)) and because the pattern of geometric spreading loss with increasing depth does not change significantly. Relaxing the specularity assumption for all reflections therefore cannot explain the $T_a$ discrepancy, so we report only $\bar{R}_g$ values based on the assumption of perfect specularity.

The primary set of potential confounding factors in our interpretation of $\bar{R}_g$ in terms of englacial temperature (nonuniform $R$, nonnegligible $L_{\alpha}$ or $L_b$ or nonspecular reflections) suggests that our estimate of $\beta$ for model W97 will be biased toward overestimating the true frequency dependence of $\bar{R}_g$. However, the combination of the above evaluation and the ice-core analysis (Appendix C) strongly suggests that this set of potential confounding factors is insufficient as an alternative explanation for the apparent frequency dependence of $\bar{R}_g$. Poorly constrained uncertainty in some of the dielectric properties that form the $\sigma_{\alpha}$ models (Table 2) suggests that our direct application of these models may also affect interpretation of $\bar{R}_g$, but the potential bias associated with those uncertainties is unclear.

6. Conclusions

Following an existing method, we estimated depth-averaged radar-attenuation rates throughout a substantial fraction of the GrIS using an extensive ice-penetrating radar data set and its associated radiostratigraphy. Radar-attenuation rates generally increase toward the periphery of the ice sheet. By accounting for spatially varying chemistry and comparing radar-inferred englacial temperature with that measured in boreholes, we corrected the radar-inferred temperatures and mapped their spatial variation across the GrIS. The comparison with boreholes also confirms unambiguously that englacial radar attenuation is temperature-dependent and that this temperature dependence is well represented by existing models. Differences between radar-inferred temperature and an existing steady state model are likely due to past surface boundary conditions that differ from modern values and are not accounted for by the model, although uncertainty in the geothermal flux and past rates of horizontal advection may also contribute to these differences. This result represents a novel evaluation of a temperature model for an ice sheet.

Based on this study alone, radar-inferred ice-sheet temperatures are not yet reliable enough to justify direct interpretation of their absolute values or their relative variation with depth, particularly given the simplifying assumptions of vertically uniform radar reflectivity and attenuation rate. We thus interpret primarily the horizontal spatial variation in the pattern of radar-inferred depth-averaged temperature. The correspondence between radar-inferred and borehole-measured temperatures demonstrates that additional information regarding ice temperature can be recovered from radar. Such information is unlikely to replace borehole thermometry, but it could provide a vertically coarse but horizontally extensive constraint on temperature, similar to the relationship between ice-core depth-age scales and radar-mapped isochrones. Such information could potentially be assimilated into ice-sheet models to improve confidence in them, as is now done with satellite-altimetry data [Larour et al., 2014].

Our results further emphasize the conclusions of Holschuh et al. [2014], in that radar surveys of large ice masses ought to consider system and survey designs that optimize recovery of both the geometry and echo intensity of internal reflections, so that maximum recovery of geophysical information is possible. Because the data we used were not collected with the present study in mind, our results also demonstrate that past radar surveys of large ice masses that detected extensive radiostratigraphy may have further value in terms of constraining englacial temperature. Such surveys include the earlier GrIS KU data for which reflections were traced by MacGregor et al. [2015], but whose echo intensities cannot be reliably interpreted presently. Borehole-temperature profiles are critical for understanding ice-sheet temperature history and rheology, and our results demonstrate that more of these profiles should be collected away from ice divides, where horizontal advection and past climate forcings can have a greater impact on the local temperature structure.
Finally, this study suggests multiple avenues of research on the relationship between radar attenuation and temperature. Such studies ought to include direct investigations of the frequency dependence of the electrical conductivity of meteoric polar ice at radar frequencies, localized in situ measurements of englacial dielectric attenuation [e.g., Winebrenner et al., 2003], evaluation of the specularity of internal reflections, and improvements to the sensitivity of deep-sounding ice-penetrating radars. Such research could help address the primary limitation of this study—the recovery of a depth-averaged temperature only—so that subsequent analyses may potentially resolve vertical temperature gradients.

Appendix A: Assumption of Uniform Radar Reflectivity

To evaluate our assumption of uniform reflectivity $R$ for estimating $\mathcal{R}_a$, we examine the available portions of the GRIP, NorthGRIP, and NEEM DEP profiles (Figures A1a and A1b). We calculate the Fresnel reflectivity following Paren [1981] where the permittivity (conductivity) contrast exceeds a threshold value of 0.001 (2 $\mu$S m$^{-1}$). For NorthGRIP, only the incomplete DEP conductivity profile is available, so we include portions of the GRIP DEP conductivity profile and ignore the contribution from permittivity contrasts. For NEEM, both the permittivity and conductivity profiles are available. None of these DEP profiles are temperature corrected.

The mean reflectivity $[R]$ of these contrasts is $-83.6 \pm 4.6$ dB for NorthGRIP and $-77.6 \pm 7.4$ dB for NEEM (Figure A1e). The transect shown in Figure 2 intersected both the NorthGRIP and NEEM ice cores (Figures A1c and A1d). We match its core-intersecting reflections with the DEP-inferred reflectivities $[R]$ and use these reflectivities to adjust $[P_{rc}]$ as $[P_{rc}] - ([R] - [R])$ and recalculate $\mathcal{R}_a$. The uncorrected attenuation rates at NorthGRIP and NEEM estimated from the 6 May 2011 transect are $10.1 \pm 0.5$ and $14.1 \pm 0.6$ dB km$^{-1}$, respectively. Once corrected for the DEP-inferred reflectivity, these attenuation rates are $9.0 \pm 0.7$ and $12.4 \pm 1.7$ dB km$^{-1}$, respectively. These corrected values are more uncertain due to the large range of $[R]$. These results show that nonuniform $R$ can certainly affect estimation of $\mathcal{R}_a$ and in some cases significantly.

Because the available DEP profiles are incomplete and not temperature corrected, these estimates of englacial reflectivity should be considered simple approximations and likely underestimates. A more complete analysis of DEP data could improve reflectivity estimates, e.g., by numerical electromagnetic modeling [Eisen et al., 2003]. However, such estimates would still be limited by the sparse distribution of
ice cores and require the assumption that $R_i$ is horizontally uniform. Hence, we consider the assumption of uniform $R$ acceptable for this study.

**Appendix B: HF-Limit Conductivity Models**

For model M07, MacGregor et al. [2007] synthesized these properties (except for NH$_4^+$) for both naturally formed and laboratory-frozen ice and reported good agreement between modeled and HF-radar-inferred attenuation rates at Siple Dome in West Antarctica, depending on the values of the dielectric properties used. The most poorly constrained of these dielectric properties are those of pure ice. Here we use the dielectric properties of pure ice from the adjusted model of MacGregor et al. [2007]. The $\sigma_\infty$ model described by MacGregor et al. [2007] has not been applied previously to the study of radar attenuation within the GrIS, where [NH$_4^+$] is typically higher than for the Antarctic ice sheet [Legrand and Mayewski, 1997]. Hence, for model M07, we use the value of $\mu_{NH_4^+}$ reported by Wolff et al. [1997] and the same value of $E_{NH_4^+}$ as for the second $\sigma_\infty$ model (W97).

The second $\sigma_\infty$ model (W97) is based on that given by Wolff et al. [1997] and additional insights into the physical underpinnings of this model provided by Stillman et al. [2011a, 2013b]. Those studies clarified that the dominant HF-limit conduction mechanism in meteoric polar ice is the movement of charged protonic point defects (following Jaccard theory) and that the conductivity contribution of NH$_4^+$ is instead mostly due to enhanced lattice portioning of Cl$^-$. These discoveries can explain—but not immediately resolve—the large reported range of some of ice’s dielectric properties, particularly for laboratory-frozen ice. In particular, impurity partitioning between the ice lattice and grain boundaries is a key unknown associated with the synthesis of ice’s HF dielectric properties reported by MacGregor et al. [2007]. This situation motivates consideration of a second $\sigma_\infty$ model. Based on DEP measurements of the GRIP ice core, an empirical relationship for $\sigma_\infty$ at $-15^\circ$C and 300 kHz is [Wolff et al., 1997]

$$\sigma_\infty = 9 + 4[H^+] + 1[NH_4^+] + 0.55[Cl^-], \quad (B1)$$

where the units of $\sigma_\infty$ are $\mu$S m$^{-1}$ and the molarity units are $\mu$M ($\mu$mol L$^{-1}$). The DEP-inferred value of $\sigma_{pure}$ (9 $\mu$S m$^{-1}$) agrees well with other laboratory measurements [Stillman et al., 2011a]. In equation (B1), the coefficients associated with impurities are effective molar conductivities appropriate for the GRIP ice core, and we assume that they are also valid for the GrIS as a whole. These effective molar conductivities account indirectly for the partitioning of these impurities between the ice lattice, where they can increase $\sigma_\infty$ by creating extrinsic protonic point defects, and grain boundaries, where these impurities may also reside but do not typically affect $\sigma_\infty$ in meteoric polar ice [Stillman et al., 2011a].

Equation (B1) does not account for the codependence of the NH$_4^+$ and Cl$^-$ contributions to $\sigma_\infty$ [Stillman et al., 2013b] nor does it specify a temperature dependence for the different contributions to $\sigma_\infty$. For the activation energy of the conductivity of pure ice $E_{pure}$ we use 0.58 eV, based on analysis of measurements by Kawada [1978], as their ice samples have been shown indirectly to be the purest laboratory-made ice yet measured electrically [Stillman et al., 2011a]. For the activation energy of the conductivity contribution from impurities, we use 0.21 eV for ionic defects (H$^+$) and 0.23 eV for Bjerrum defects (Cl$^-$ and NH$_4^+$), which are suitable activation energies for the mobilities of these extrinsic lattice defects [Stillman et al., 2013a].

**Appendix C: Frequency Dependence of HF-Limit Conductivity**

For meteoric polar ice, $\sigma$ is commonly assumed to be frequency-independent between the lower end of the MF range and the upper end of the VHF range [e.g., Moore and Fujita, 1993; Matsuoka et al., 1996, 2003; Fujita et al., 1999, 2000; MacGregor et al., 2007]. This assumption of frequency independence is based on a classical interpretation of the electrical loss mechanism as due to a Debye relaxation of protonic point defects in the ice lattice in the presence of an alternating electric field. Broadband (10 mHz to 1 MHz) measurements of the dielectric properties of ice by Stillman et al. [2011a, 2013b] confirm that such relaxations are the dominant loss mechanism in meteoric polar ice. However, these relaxations do not always clearly follow the Debye model, an observation that has important consequences for the frequency dependence of $\sigma$. Separately, several other studies have observed a slight frequency dependence in signal loss across the VHF and
ultrahigh frequency (UHF) ranges in Greenland and Antarctica. Here we consider the significance of these findings for the purposes of correcting our $\sigma_\infty$ models and correcting $T_a$ within the GrIS using VHF radar data.

The complex permittivity of ice $\varepsilon^*$ can be expressed in Cole-Cole form as \[ e^* = \varepsilon' - i\varepsilon'' = \varepsilon_\infty + \sum_{j=1}^{m} \frac{\Delta\varepsilon'_j}{1 + (i\omega \tau_j)^{1-\alpha_j}} \] \[ -i\sigma_{DC} \varepsilon_0 \omega \], (C1)

where $\varepsilon'$ and $\varepsilon''$ are the real and imaginary parts of $\varepsilon^*$, respectively, $\varepsilon_\infty$ is the HF-limit permittivity, $m$ is the total number of observed dielectric relaxations, $\Delta\varepsilon'$ is the dielectric susceptibility, $\tau$ is the temperature- and impurity-dependent relaxation time, $\alpha$ is the Cole-Cole distribution parameter, $i = \sqrt{-1}$, $\sigma_{DC}$ is the direct-current (DC) conductivity, and $\omega$ is the angular frequency. Stillman et al. [2013a] showed that for meteoric polar ice, the DC contribution to $\varepsilon''$ (last term in equation (C1)) is negligible at frequencies two or more decades above the relaxation frequency $f_r = 1/2\pi \tau$ ($\approx 10^2$–$10^3$ Hz) and, critically, that multiple relaxations are present in meteoric ice ($m > 1$).

A Debye relaxation is one for which $\alpha = 0$. A nonzero value of $\alpha$ indicates a lognormal distribution of relaxation times, with a proportion of those relaxations associated with lower (higher) values of $\tau$ [Cole and Cole, 1941]. Figure C1 shows the values of $\alpha$ inferred from Stillman et al.'s [2013a] measurements of 26 samples from six deep Greenland and Antarctic ice cores. Although poorly constrained, $\alpha$ is often greater than zero and not clearly temperature dependent, including for samples from the GISP2 ice core from the central GrIS [Stillman et al., 2013a]. Following equation (C1), these relationships indicate that the bulk value of $\alpha$ ($\alpha_{\text{bulk}}$) for a given sample will tend toward $\alpha_1$, rather than $\alpha_2$, but that $\alpha_{\text{bulk}}$ is unlikely to be negligible for meteoric polar ice. The fastest observed relaxations are typically consistent with those of laboratory-frozen ice that is saturated in extrinsic defects [Stillman et al., 2013a], so yet lower values of $\tau_1$ are unlikely and the near-zero distribution of $\alpha_1$ is consistent with this interpretation (Figure C1b). Conversely, the second-fastest set of relaxations is closer to that of pure ice, so a greater range of defect concentrations (and hence $\tau_2$ values) is possible, consistent with the higher and broader distribution of $\alpha_2$.

Figure C1. (a) Temperature dependence of $\alpha$ for the fastest two relaxations (two lowest values of $\tau$) in the Greenland and Antarctic ice cores studied by Stillman et al. [2013a]. Circles represent the fastest relaxation ($j = 1$ in equation (C1)) and triangles represent the second fastest ($j = 2$). Error bars represent the 95% confidence intervals for each value where available. (b) Distribution of inferred values of $\alpha_1$ and $\alpha_2$.
By definition, $\sigma$ is \[\text{e.g., Moore and Fujita, 1993}\]

\[
\sigma = \omega \varepsilon_0 \varepsilon'.
\] (C2)

Considering only one relaxation for simplicity, when $\alpha = 0$, equation (C2) becomes

\[
\sigma = \frac{\omega^2 \varepsilon_0 \Delta \varepsilon}{1 + \omega^2 \tau^2}.
\] (C3)

$\varepsilon_0$ and $\Delta \varepsilon'$ are frequency-independent by definition, therefore equation (C3) is essentially frequency independent above the bulk relaxation frequency and becomes $\sigma_{\infty}$. When $\alpha \neq 0$, equation (C2) becomes

\[
\sigma = \omega \varepsilon_0 \text{Im} \left[ \frac{\Delta \varepsilon'}{1 + (i \omega \tau)^{1-\alpha}} \right],
\] (C4)

which is frequency dependent ($\sigma \propto \omega^\alpha$). Figure C2 shows the effect of nonzero values of $\alpha$ on $\sigma$ for a plausible range of $\alpha$ values, based on Figure C1. Figure C2 also shows the $\sigma$ range inferred from fits to Stillman et al.’s [2013a] ice-core measurements using equation (C1). Note that the predicted frequency dependence of $\sigma$ shown in Figure C2b is derived using data collected at $-40^\circ$C, the temperature at which the largest number of samples was measured. This temperature is somewhat below the expected range for the GrIS (e.g., Figure 6). At higher temperatures, the range of $\tau$ values for multiple relaxations narrows, due to differing activation energies [Stillman et al., 2013a], suggesting that the frequency dependence of $\sigma$ will increase (higher $\beta$) given the presence of at least one relaxation with a nonzero $\alpha$ value.

Paden et al. [2005] observed an $8 \pm 2.5$ dB increase in signal loss from the bed at NorthGRIP between 110 and 500 MHz. This frequency range includes the full bandwidth of the KU radar data considered in this study. Matsuoka et al. [2009] attributed periodic deviations from the linear trend in the frequency dependence of this signal loss to englacial birefringence. Assuming that this overall increase in signal loss (the linear trend in decibels) is attributable entirely to the frequency dependence of $\sigma_{\infty}$, it is equivalent to an increase in $\mathcal{R}_{\sigma}$ of $1.3 \pm 0.4$ dB km$^{-1}$ or an increase in the depth-averaged value of $\sigma_{\infty}$ of $1.4 \pm 0.4$ $\mu$Sm$^{-1}$. At NorthGRIP, we
estimate $N_a = 10.1 \pm 0.4 \text{ dB km}^{-1}$ through 79% of the ice column, or $\sigma_\infty = 11.0 \pm 0.4 \mu \text{S m}^{-1}$. Following equation (C4) and assuming that our estimate of $N_a$ is equivalent to that for the full ice thickness, Paden et al.’s [2005] reported frequency dependence is equivalent to a depth-averaged $\alpha_{\text{bulk}} = 0.08 \pm 0.02$. This value is comparable to that of $\pi_z$ for the GISP2 samples measured in the laboratory by Stillman et al. [2013a] (Figure C1a: $0.08 \pm 0.14$). Given potential confounding factors for the frequency dependence reported by Paden et al. [2005] (e.g., frequency-dependent bed reflectivity) and our likely underestimate of $N_a$ for the full ice thickness at NorthGRIP, this value may represent an upper limit on $\alpha_{\text{bulk}}$ at NorthGRIP. For Model W97 (equation (B1)), which is based on the GRIP DEP record, this frequency difference implies that $\sigma_{195\text{ MHz}}/\sigma_{300\text{ kHz}} = 1.7$ between the DEP and MCoRDS operating frequencies, respectively. This value is also comparable to that inferred from Greenland ice-core samples (Figure C2b).

For the Antarctic ice sheet, Barrella et al. [2011] estimated radar attenuation within the Ross Ice Shelf between 75 and 1250 MHz. They inferred a ~67% increase in $N_a$ across this frequency range that increase nearly linearly with increasing frequency, implying that $\pi = 0.18$. At the same location, Hanson et al. [2015] inferred a 37% increase in $N_a$ between 100 and 850 MHz, implying that $\pi = 0.15$. For their particular study area, Hanson et al. [2015] presented evidence the ice-seawater interface was specular between 100 and 850 MHz, implying that the increase $N_a$ is indeed due to the hypothesized englacial frequency dependence of radar attenuation and not the roughness-induced frequency dependence of the ice-seawater reflectivity.

**Notation**

- $P_r$: radar received power (echo intensity).
- $R$: reflectivity of internal reflections.
- $P_t$: transmitted power.
- $\lambda_{\text{air}}$: radar wavelength in air.
- $G_a$: antenna gain.
- $T$: transmission loss at air-ice interface.
- $L_a$: one-way loss due to englacial dielectric attenuation.
- $L_{vs}$: total loss due to englacial volume scattering.
- $L_b$: total loss due to englacial birefringence.
- $L_{\text{sys}}$: total system loss.
- $G_p$: processing gain.
- $h$: height of the aircraft above ice surface.
- $z$: depth.
- $\varepsilon'_{\text{ice}}$: real part of the complex relative permittivity of pure ice.
- $P_{rc}$: geometrically- and slope-corrected echo intensity.
- $\Delta P_{rc}$: difference in echo intensity between the first and $i$th observed reflections.
- $\Delta \mu_{i}$: total attenuation within the ice column between the first and $i$th observed reflections.
- $N_a$: depth-averaged radar-attenuation rate.
- $\Delta z$: depth difference between two vertically consecutive observed reflections.
- $b$: zero-intercept in (5).
- $N_a$: uncertainty in depth-averaged radar-attenuation rate.
- $\sigma_{rc}$: standard deviation of echo intensity of $i$th reflection within 1-km segment.
- $h$: portion of the ice column between the shallowest and deepest observed reflections.
- $H$: ice thickness.
- $z_{\text{min}}$: shallowest observed reflection.
- $z_{\text{max}}$: deepest observed reflection.
- $\sigma_{\text{m}}$: HF-limit ice conductivity.
- $\varepsilon_0$: permittivity of the vacuum.
- $c$: speed of light in the vacuum.
- $\sigma$: ice conductivity.
\[ E_{\text{pure}}, E_{H^+}, E_{Cl^-}, E_{NH_4^+}, \] 
activation energies of the conductivity contributions from pure ice, \( H^+ \), \( Cl^- \), and \( NH_4^+ \), respectively.

\[ \mu_{H^+}, \mu_{Cl^-}, \mu_{NH_4^+}, \] 
molar conductivities of \( H^+ \), \( Cl^- \), and \( NH_4^+ \) impurities, respectively.

\[ k \] 
Boltzmann constant.

\[ T \] 
temperature.

\[ T_r \] 
reference temperature.

\[ T_a \] 
radar-inferred, depth-averaged ice temperature.

\[ n \] 
number of observed reflections.

\[ T_{\text{radar}} \] 
uncertainty in radar-inferred ice temperature.

\[ T_s \] 
mean annual surface temperature.

\[ T_b \] 
borehole-measured, depth-averaged ice temperature.

\[ \Delta T_c \] 
best-fit temperature difference radar-inferred and borehole-measured ice temperature.

\[ \beta \] 
correction factor for the W97 \( \sigma_m \) model.

\[ T_{\text{corrected}} \] 
corrected, radar-inferred, depth-averaged ice temperature and its uncertainty, respectively.

\[ T_m \] 
depth-averaged modeled ice temperature.

\[ \Delta T_s \] 
difference between corrected depth-averaged radar-inferred and mean annual surface temperatures.

\[ \Delta T_m \] 
difference between corrected radar-inferred and modeled depth-averaged ice temperatures.

\[ \overline{T}_{a,j} \] 
corrected depth-averaged radar-inferred temperature assuming uniform impurity concentrations.

\[ \Delta T_{a,j} \] 
difference between corrected depth-averaged radar-inferred temperatures, assuming spatially varying and uniform impurity concentrations, respectively.

\[ R_j \] 
DEP-inferred Fresnel reflectivity.

\[ \bar{R} \] 
mean DEP-inferred Fresnel reflectivity.

\[ \epsilon^*, \epsilon', \epsilon'' \] 
complex, real, and imaginary parts of permittivity, respectively.

\[ \epsilon_{\infty} \] 
HF-limit permittivity.

\[ m \] 
number of dielectric relaxations.

\[ \Delta \tau \] 
dielectric susceptibility.

\[ \omega \] 
radial frequency.

\[ \tau \] 
relaxation time.

\[ \alpha \] 
Cole-Cole distribution parameter.

\[ \sigma_{DC} \] 
DC conductivity.

\[ f_r \] 
relaxation frequency.
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