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ABSTRACT  

High-accuracy surface metrology is vitally important in manufacturing ultra-high-quality free-form mirrors designed to 

manipulate x-ray light with nanometer-scale wavelengths. The current and potential capabilities of x˗ray mirror 

manufacturing are limited by inherent imperfections of the integrated metrology tools. Metrology tools are currently 

calibrated with super-polished flat test-standard/reference mirrors. This is acceptable for fabrication of slightly curved x-

ray optics. However, for even moderately curved aspherical x-ray mirrors the flat-reference calibration is not sufficiently 

accurate. For micro-stitching interferometry developed for surface measurements with curved x-ray mirrors, the tool 

aberration errors are known to be transferred into the optical surface topography of x-ray mirrors. Our approach to 

improving metrology is to thoroughly calibrate the measuring tool and apply the results of the calibration to 

deconvolution of the measured data. Here we explore the application of a recently developed technique for calibrating 

the instrument transfer function (ITF) of 3D optical surface profilers to metrology with significantly curved x-ray optics. 

The technique, based on test standards patterned with two-dimensional (2D) binary pseudo-random arrays (BPRAs), 

employs the unique properties of the BPRA patterns in the spatial frequency domain. The inherent 2D power spectral 

density of the pattern has a deterministic white-noise-like character that allows direct determination of the ITF with 

uniform sensitivity over the entire spatial frequency range and field of view of an instrument. The high efficacy of the 

technique has been previously demonstrated in application to metrology with flat and slightly curved optics. Here, we 

concentrate on development of an efficient fabrication process for production of highly randomized (HR) BPRA test 

standards on flat and 500-mm spherical optical substrates. We also compare and discuss the results of the ITF calibration 

of an interferometric microscope when using the HR BPRA standards on flat and curved substrates. 

 

Keywords: surface metrology, calibration, instrument transfer function, binary pseudo-random, test standard, power 

spectral density, aspheric optics, x-ray optics. 

 

1. INTRODUCTION  

Optical manufacturing is a multi-billion-dollar industry that is an indispensable part of modern technology and science. 

The performance of any optical manufacturing process directly depends on the ability of its integrated optical surface 

metrology method to provide trustworthy feedback. High-accuracy metrology is vitally important in manufacturing 

ultra-high-quality free-form mirrors designed to manipulate x-ray light with nanometer-scale wavelengths. Due to the 

shorter wavelength, requirements for the surface figure and finish of x-ray mirrors are three orders of magnitude more 

stringent than for visible-light optics. Correspondingly, the metrology integrated into x-ray mirror manufacturing that is 

mostly based on visible-light optical tools must ensure the accuracy of optical surface fabrication on the sub-nanometer 

level. Improvements are needed not only for the classical plane, spherical, and sagittal cylindrical x-ray mirrors, but, 

even more urgently, for free-form aspherical x-ray mirrors with moderately and strongly curved shapes, such as 

paraboloids, ellipsoids, hyperbolas, diaboloids, etc. (see, for example, Refs. [1-5] and references therein). Availability of 

such mirrors on the market will directly advance the fundamental and applied research performed at x-ray light facilities 

[6-10]. 
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The limited accuracy of the available metrology for highly curved aspherical optics specified with nanometer or smaller 

height tolerances has led to an absence in the market of such x-ray mirrors with the optical surface quality required for 

modern applications. It is the deficiencies in the metrology, rather than in the fabrication technologies [such as the 

Elastic Emission Machining (EEM) and Electron Beam Figuring (EBF) techniques], that primarily limits the optical 

quality. Ironically, it is the high resolution of the fabrication techniques that allows the errors in metrology to be 

observed, by “printing” the metrology errors onto the fabricated surfaces. Therefore, advanced integrated metrology is 

key to the improvement of optical manufacturing. 

The current capabilities and possibility for improvements in x-ray mirror manufacturing are limited by inherent 

imperfections of the integrated metrology tools. Developing new higher-accuracy metrology instruments to replace the 

currently integrated tools would be a slow, expensive, and uncertain process. A much more attractive approach is to 

improve the existing tools by developing calibration techniques to thoroughly characterize them and then to process the 

data to remove the effects of their imperfections.  

In the area of x-ray optics, long trace profilers (LTP) [11-14] are the state-of-the-art one-dimensional (1D) optical 

metrology instrumentation, widely used for measuring performance and tuning x-ray mirrors and diffraction gratings 

[15˗21]. It was demonstrated experimentally [22,23] that the raw measured results can be very misleading because of the 

tool’s imperfections. It was also demonstrated that the data can be effectively corrected (reconstructed) [23,24] based on 

high-accuracy calibration of the profiler’s modulation (or, more generally, instrument) transfer function (MTF or ITF) 

[25]. Nearly diffraction-limited focusing of soft x-rays was achieved when close attention was given to characterization 

of metrological equipment [24].  

The vital necessity for a commonly accepted method for the thorough calibration of metrology tools designed for two-

dimensional (2D) topography measurements can be illustrated by the example of scanning and transmission electron 

microscopy (SEM and TEM). SEM makers have often characterized their tools by “beam size” and “resolution,” using 

their own definitions rather than standard measures of technical performance [26]. Thus, the complex correlation 

between the tool setup and the quality of the topography images or data was very subjective and could not be used for 

improvement and reliable comparison of SEM instrumentation. On the contrary, the fast progress in TEM was based on 

the availability of natural test samples such as gold crystals. This allowed for the measurement of the instrument MTF 

and in this way facilitated the comprehensive characterization of TEM [27]. This leaves no room for arbitrary methods 

and definitions, so equipment makers had to compete on the level of the quantified performance. 

A similar, tool-calibration and successive data-deconvolution approach is the foundation of our work on development of 

high accuracy metrology for state-of-the-art x-ray mirrors and variable-line-spacing (VLS) x-ray diffraction gratings [28-

30]. In this case, we exploit the ITF calibration technique based on binary pseudo-random (BPR) test standards [31-33] 

(see also Sec. 2, below). We aim to significantly improve the accuracy and extend the application range of the metrology 

techniques such as the Micro-Stitching Interferometry (MSI) and Relative Angle Determinable Stitching Interferometry 

(RADSI) developed at Osaka University [34-36] and now in use for x-ray optics fabrication at JTEC Corporation (Japan) 

for the production of high-precision x-ray mirrors [37]. 

Here, we report the first results of our efforts to extend the ITF calibration technique based on BPR test standards 

[31˗33] to optical interferometry and interferometric microscopy metrology for strongly curved aspheric x-ray optics. 

The main objective of the project is to develop 2D surface height topography metrology integrable into free-form x-ray 

mirror manufacturing.  

This paper is structured as follows: After a brief overview of the major problems of metrology integrated to optical 

fabrication systems, including geometrical distortion and limited resolution (Sec. 2), we review the ITF calibration 

technique based on BPR test standards and describe the BPR standards now available for the ITF calibration of a broad 

spectrum of metrology instrumentation (Sec. 3). Section 4 presents the details of fabrication and provides the major 

geometrical and optical parameters of the developed BPRA test standards, as well as checkerboard samples, fabricated 

for the calibration of microscope lens (geometrical) distortion. The variable parameters include the elementary 

(minimum) size of the pattern, surface reflectivity, shape of the substrates, etc. The results of the ITF and lens distortion 

calibration of an optical interferometric microscope available in the Advanced Light Source (ALS) X-Ray Optics 

Laboratory (XROL) [38,39] with the developed test standards are discussed in Sec. 5. In conclusion (Sec. 6), we briefly 

review the current status of our project on development of high accuracy metrology for strongly curved aspheric x-ray 

optics and outline the directions of future research. 



 

 
 

 

2. PROBLEMS OF METROLOGY INTEGRATED WITH OPTICAL FABRICATION  

The optical fabrication processes used for manufacturing aspherical x-ray mirrors with moderate surface curvature 

mainly employ surface metrology techniques based on large-aperture interferometry in combination with micro-stitching 

interferometric microscopy [34-37,40-45]. The metrology provides three-dimensional surface profile data that is 

converted to a feedback “removal function” used to correct for surface figure and finish errors in the deterministic 

polishing process as schematically shown in Fig. 1. The quality and cost of the optics directly depends on the accuracy 

and speed of the integrated metrology, which contributes up to 40-50% to the cost. 

 

Figure 1: The optical manufacturing process. Polishing is critical and can be the most difficult step depending on the 

tolerance. The surface is measured as it is polished to provide feedback. “If you can’t measure it, you can’t make it.” (Figure 

adapted from https://blog.lacroixoptics.com/blog/intro-to-optics-manufacturing). 

X-ray mirrors are complex and expensive optical elements with challenging technical requirements. In addition to 

metrology integrated with the fabrication processes, a variety of ex situ surface metrology techniques are used to verify 

and, if possible, optimize the beamline performance of the fabricated optics. Their geometry is measured by optical 

interferometric techniques to assure nearly perfect shape; the surface quality at higher spatial frequencies is characterized 

by SEM and atomic force microscopy (AFM) to ensure small scattering of x-rays and correct phase properties of the 

reflected diffraction-limited x˗ray beams; additionally, the quality of multilayer and single-layer coatings is studied by 

TEM and SEM, as well as AFM. 

All these tools involved in optical fabrication and beamline performance optimization suffer from random errors, 

instrumental and set-up instabilities (temporal drifts), and systematic errors. In general, the relatively high-frequency 

random noise is significantly reduced by averaging multiple repeatable measurements. However, the repeatable 

measurements with extended data acquisition time can be affected by relatively slow temporal drifts. In some cases, the 

drift errors can be effectively suppressed by application of a special data acquisition technique based on so-called 

advanced optimal scanning procedures [46,47]. Unlike both the random and drift errors that are not temporally stable, 

the systematic errors are characteristic and repeatable for the particular metrology tool and measurement arrangement. 

Therefore, high precision characterization (calibration) of the systematic errors can be effectively used to improve the 

accuracy and reliability of the metrology. 

In this section, we briefly overview the calibration technique used to characterize the two major systematic errors in 

topography measuring tools, including surface height metrology with optical interferometers and interferometric 

microscopes. These are the errors related to the geometrical lateral distortion of the topography in the recorded image 

and limited spatial resolution of the instrument (see also the relevant discussions in Refs. [30, 48-50]). 

2.1 Geometrical lateral distortion 

Generally, one of the major requirements for imaging systems is to form an image that is geometrically similar to the 

inherent object topography. However, due to the multiple sources of aberration in imaging systems, the recorded image 

https://blog.lacroixoptics.com/blog/intro-to-optics-manufacturing


 

 
 

 

often systematically deviates from the ideal geometry of object perspective projection. The deviations from the ideal 

image geometry (geometrical distortion) can be calibrated with a test artifact with a regular grid of geometric structures 

like a checkerboard (see Sec. 5) or 1D and 2D lines [51,52]. The geometrical distortion when precisely calibrated can be 

accounted for in image processing (see, for example, Refs. [18-25] and references therein). 

In Sec. 5, we consider the effects of geometrical distortion in interferometric microscope measurements with flat and 

curved surfaces under test (SUTs). Although geometrical distortion has a negligible effect on the surface roughness 

measurements, it can cause a significant misrepresentation of the SUT topography in both height and special frequency 

domains, leading to significant errors in measurements of topographical objects like diffraction gratings (see, for 

example, Ref. [30] and references therein). In surface metrology with stitching [34-36], unaccounted-for geometrical 

distortions lead to topographical errors. While the errors can be acceptable for slightly curved x-ray optics, they appear 

to be significant in the case of even moderately curved aspherical x-ray mirrors. Thus, the aberration errors of the micro-

stitching metrology used in the EEM deterministic nano-fabrication process [40,43,45] that depends on the surface 

curvature, are often transferred into the optical surface topography of x-ray mirrors where they result in quasi-periodic 

errors in the surface height and slope [53].  

2.2 Limited lateral resolution and ITF calibration 

Even when topography images appear to be of very high visual quality, instrument resolution may be a limiting factor in 

manufacturing quality. For example, in the case of the quasi-periodic error in the surface height and slope topographies 

of aspherical x-ray mirrors discussed in Ref. [53], the limited resolution of the slope profiler used for the measurements 

has led to underestimation of the error amplitude by a factor of more than two. This has become evident only after a 

precision ITF calibration of the profiler [22] and application of the calibration to reconstruct (deconvolve) [24] the 

measured data. 

The ITF is used for comprehensive quantitative characterization of the spatial resolution (spatial frequency response) of 

a metrological instrument [25,54-58]. To the extent that the response of the instrument can be characterized as a linear 

system, the measured PSD, 
MESPSD , is a product of the inherent PSD for the SUT, 

SUTPSD , and the MTFs of the 

individual components (objective, detector, etc.) of the instrument: 

 
2

MES SUTPSD PSD ITF  . (1) 

The ITF in Eq. (1) is the total MTF of the instrument. It can be experimentally determined by comparing the measured 

PSD distribution of a test artifact to the corresponding ideal PSD distribution, which is numerically simulated or found 

from PSD measurements with an instrument with significantly higher resolution. The square root of the ratio of the 

measured PSD distribution to the ideal PSD distribution gives the MTF of the instrument. 

However, ITF characterization, especially in application to 2D metrology, is not widely used because the 

implementation is complex and dedicated test samples with the required spatial frequencies are not available. This is in 

spite of the fact that a number of methods for ITF measurement have been developed [59-72]. The effectiveness of a 

given method hinges critically on the appropriate choice of test surface. A successful test surface should be suitable for 

calibration over the entire instrumental field of view with a uniform sensitivity to the ITF over the entire spatial 

frequency range up to the Nyquist frequency of the instrument. Additionally, in order to be used as a certified standard, 

the ITF test surface should satisfy the conditions of ease of specification, reproducibility, and repeatability; and the 

accuracy of the ITF calibration should have a reasonably low sensitivity to possible fabrication imperfections of the 

surface. Most of the common test patterns used in ITF measurements, including knife-edge sources (step height 

standards) [59–63], bar targets [64], sinusoidal surfaces [65], periodic and quasiperiodic patterns [66-69], white noise 

patterns [70], and random reference specimens [67,70-72] fail to meet all these requirements. For a comprehensive 

review of standard reference specimens, especially those used for calibration of optical interferometers and 

interferometric microscopes, see Refs. [57,58,73-75] and references therein. 

In addition to the absence of test standards for comprehensive calibration of the ITF of metrology tools, there are no 

suitable data processing algorithms and software that can automatically accomplish the ITF calibration and implement it 

for correction (reconstruction) of the metrology data in the metrology, rather than subjective, ‘by eye’, fashion. The 

global goal of our research project under development is to provide a turnkey solution for this complex problem. 



 

 
 

 

3. ITF CALIBRATION TECHNIQUE BASED ON BPR TEST STANDARDS  

In this work, we continue to explore the ITF calibration techniques based on test standards structured according to binary 

pseudo-random 1D sequences (BPR gratings, BPRGs) and 2D arrays (BPRAs) originally proposed in 2007 [31˗33]. The 

term ‘pseudo-random’ means that the pattern is deterministic but has the spatial and spectral characteristics of random 

noise. Depending on the application, the suitable test artifact is patterned as a random distribution of two (‘binary’) 

physical properties (e.g., two surface heights, or two materials with different reflectivity, transmission, absorption, work 

function of an electron, etc.) – Fig. 2.  

 

Figure 2: (a) Binary pseudo-random multi-layer (BPRML), (b) 1D BPR grating (BPRG), both designed using maximum-

length pseudo-random sequences, (c) and (d) the 2D BPR array patterns designed using uniformly redundant (URA BPRA) 

and the highly randomized (HR BPRA) arrays. 

In this respect, the technique is applicable to practically any topography-measuring instrument. Indeed, a broad variety 

of BPR test standards with the elementary sizes from 1.5 nanometers and up to the dozens of microns (Fig. 3) have been 

developed and successfully applied for resolution calibration of the electron, x-ray, and optical microscopes, optical 

scatterometers, and large-aperture Fizeau interferometers (see, for example, Refs. [76-84] and references therein). 

 

Figure 3: The binary pseudo-random test standards: (a) BPR multilayer (BPRML) samples for the ITF calibration of TEMs 

and x-ray microscopes; (b) BPRML for the ITF calibration of SEMs and AFMs; (c) multiple 1D BPRG and 2D BPRA 

patterns with different smallest feature (elementary) sizes from 400 nm to 2 µm etched to a 2-in diameter super-polished 

silicon substrate are designed for calibration of optical microscopes and scatterometers; BPRA pattern with elementary size 

of 15 µm etched to a 4-in diameter super-polished silicon substrate is designed for the ITF calibration of large aperture 

Fizeau interferometers. 

The 1D BPR structures (BPRGs and BPRMLs) in Figs. 2 and 3 are built as maximum-length pseudo-random sequences 

with perfectly constant inherent PSD evaluated over the entire sequence [85-87]. For the ITF calibration of 2D surface 

topography imaging systems, we have developed binary pseudo-random array standards patterned with uniformly 

redundant [88,89] and highly randomized [83] binary arrays, URA BPRAs and HR BPRAs (Figs. 2 and 3). Similar to the 

maximum-length pseudo-random sequences, the URA patterns have inherent PSD distributions that are perfectly 

constant when evaluated over the entire array. Because of a relatively well-ordered layout of the URA-based BPRAs, 

these standards, besides their use for ITF calibration, can be used for characterization of the microscope geometrical 

distortion [30]. 

A distinguishing property of the BPR standards is their inherent power spectral density (PSD) that has a deterministic 

white-noise-like character. This allows direct determination of the ITF with uniform sensitivity over the entire spatial 

frequency range and field of view of the instrument under test. As such, the BPR standards satisfy the characteristics of a 



 

 
 

 

certifiable ITF calibration artifact: functionality, ease of specification and fabrication, reproducibility, and low sensitivity 

to manufacturing errors.  

4. FABRICATION OF THE BPR TEST STANDARDS  

In this section, we briefly summarize the fabrication and the main parameters of the BPR test standards developed so far 

for the ITF calibration of the broad spectrum of topography measuring instrumentation.  

4.1 BPRML samples for the IFT calibration nano-resolution microscopes 

The minimum feature size of the pseudo random test sample determines the inherently flat portion of the sample’s PSD. 

For nanometrology systems, the minimum feature size should be as small as possible. BPR test sample requirements are:  

 The best possible resolution, under 2 nm minimum feature size 

 Materials should provide good contrast in imaging tools (including electron microscopes) 

 Materials should be conductive to avoid charging 

 Size: a few micrometers (larger than the field of view) 

 Line edge roughness significantly less than line width 

 Reproducible fabrication technology 

Test samples meeting these requirements cannot be fabricated using modern electron-beam lithography techniques. To 

circumvent limitations found with other fabrication techniques, the pseudo-random structure was produced by depositing 

a multilayer of two alternating materials using magnetron sputter deposition and then sectioning the stack [80]. The 

sectioned side of the multilayer is used for subsequent metrology instrumentation characterization. In addition to high 

electrical conductivity, the material and deposition process requirements are: 

 Low surface and interfacial mixing roughness 

 Significant difference in mass density 

 Low stress 

The multilayer material system utilized for the sample, silicon and tungsten silicide, have been used extensively for 

fabrication of other types of thick multilayer structures [90], and the 1.5 nm smallest layer thickness is still significantly 

larger than the minimum requirement for good layer contrast. A custom magnetron sputtering system with multiple 

targets [91] was used for deposition. The targets were 75 mm diameter by 6.25 mm thick disks. The tungsten silicide 

target was hot-pressed, and the silicon target was boron-doped to facilitate DC sputtering. The system was controlled by 

a computer with the thicknesses of the deposited layers corresponding to the designed values of pseudo-random pattern. 

4095 unit layers were deposited to form the multilayer coating with the designed pseudo-randomly distributed 

thicknesses on a thick, polished silicon wafer. After that, a focused ion beam (FIB) of a dual beam FEI system was used 

to remove a vertical slice off the top of the wafer. The slice was platinum-welded by the FIB to a piece of silicon wafer. 

A SEM image of the welded test sample is shown in Figure 3b. The sample is comprised of alternating lines, each 

according to its designed linewidth. A part of the silicon wafer is also seen on the left. The selected materials exhibited 

good contrast in the image set. The total size of the test sample was approximately 8 μm by 6 μm. The lamellae of the 

test samples were imaged using TEM. 

 
Figure 4: TEM images of the lamella at two magnifications. The mark on the image (a) is 100 nm, the mark on (b) is 50 nm. 



 

 
 

 

4.2 BPRA standards for the ITF calibration of large aperture Fizeau interferometers 

The field-of-view of the Fizeau interferometer at the XROL has a diameter of 6 inches. At the maximum magnification 

of around four, the effective pixel size limiting the lateral resolution is about 40 μm. The design of the LBNL sample is 

based on a BPR array [88, 89] consisting of 4127 × 4129 square elements [78] with the fundamental element dimension 

of 15 μm so that the squared instrumental MTF can be characterized over the entire dynamic range of the interferometer. 

Such a sample satisfies the major requirements for a suitable MTF test sample. The lateral size of the smallest feature 

(the BPRA fundamental size) is smaller by a factor of three than the interferometer lateral resolution at the largest 

magnification. The height of the BPRA structure is much smaller than the wavelength of the interferometer light of 

633 nm.  

The BPRA structure was patterned in a chromium layer on the surface of a super polished crystalline silicon substrate 

with 100 mm diameter and 19 mm thickness using photolithography and a lift-off process. The back side of the substrate 

was also optically polished and coated with a layer of chromium to decrease the likelihood of deforming the substrate 

due to the surface tension of the BPRA structure. The total area of the sample is 63.39 x 63.39 mm2, and the step height 

is about 60 nm. The step height can be tuned by the metal layer thickness. Both the coded-aperture BPRA [82] and the 

highly randomized (HR) BPRA patterns can be fabricated as shown in Figure 5b and 5c.  

 
Figure 5: Photograph of the fabricated BPRA test standards with the fundamental size of 15 µm. Optical micrographs of 

BPRA test standards with different designs: (b) coded aperture and (c) highly randomized (HR) design.  

4.3 Universal URA and HR BPRA standards for the ITF calibration of optical interferometric microscopes 

A test sample which consists of a few different BPRA standards is useful to inspect ITF using a range of imaging 

arrangements. A “universal” BPRA test standard with elemental size between 400 nm to 2500 nm was designed and 

fabricated onto a super flat crystalline 2-inch diameter substrate. Both the uniformly redundant array (URA) and highly 

randomized (HR) BPRA are included in the same substrate, Figure 6a & 6b. The photograph of the BPRA test standard 

is shown in Figure 6c. There are total of eight BPRA patterns and an additional “step-edge” pattern as summarized in the 

Fig 6d table. The fabrication was done using electron beam lithography followed by etching. The etch depth of the 

BPRA is approximately 30 nm. By varying the etch conditions, the etch depth can be easily tuned. The reliability of the 

BPRA test standards on the etch depth has been studied and reported in Ref. [47]. 

 
Figure 6: “Universal” BPRA standard: (a) Scanning electron micrograph of a section of URA BPRA, (b) scanning electron 

micrograph of a section of HR BPRA, (c) photograph of the “Universal” BPRA test standard, (d) geometrical parameters of 

the BPRA patterns. 



 

 
 

 

4.4 High resolution HR BPRA standards for the ITF calibration of sub-resolution optical microscopes 

To increase BPRA application range to even higher spatial frequencies, high-resolution BPRA standards were developed 

consisting of BPRA patters with the elementary sizes of 80 nm, 160 nm, and 240 nm.  Fabrication was done using 

electron beam lithography followed by etching using a 1-inch diameter super-polished silicon substrate. Figure 7a shows 

a photograph of the high-resolution BPRA patterns with 80 nm, 160 nm, and 240 nm elementary sizes. Figure 7b shows 

a scanning electron micrograph of the section of the BPRA with 80 nm elementary size. Figure 7c table shows the 

geometrical parameters of the high resolution BPRA. Similar to the “universal” BPRA described in Section 4.4, the etch 

depth of the BPRA patterns are tested between 15 nm ~ 30 nm deep, controlled by duration of the etch time.  

 
Figure 7: (a) photograph of the high-resolution BPRA patterns with 80 nm, 160 nm, and 240 nm elementary sizes fabricated 

on 1-in diameter Si substrate, (b) a scanning electron micrograph of the section of the BPRA with 80 nm elementary size, 

(c) geometrical parameters of the high resolution BPRA. 

4.5 Checkerboard test artifacts for geometrical distortion calibration of optical microscopes 

As a proof of concept, we have tested patterning onto a slightly curved, concaved lens with a radius of curvature (ROC) 

of 500 mm. We used a BPRA pattern with elementary size of 400 nm as well as checkerboard patterns with smallest 

feature size of 1.5 µm and 3.0 µm. The overall size of the BPRA pattern is 3.39×3.39 mm2, while the checkerboard 

patterns are 3.0 x 3.0 mm2 and 3.6 × 3.6 mm2 for the 1.5 µm and 3.0 µm elementary sizes, respectively. Performing 

nanolithography onto a non-flat surface is challenging and possibly introduces errors such as non-uniform thickness in 

the resist. Since the curvature was not too severe, we performed the initial tests with electron beam lithography to pattern 

onto the concave surface. The height (h) between the highest point and the lowest point of the pattern area is 

approximately 2.25 µm, which was still sufficiently low enough to be compensated by the e-beam writer. The concaved 

side of the lens was first coated with a thin layer of Cr. Once the lithography was performed and developed, another thin 

layer (~ 40 nm) of Cr was deposited for lift-off process. Figure 8a shows the photograph of the actual checkerboard 

pattern on a concaved lens. Figure 8b shows the checkerboard design.  

 
Figure 8: (a) photograph of the BPRA / Checkerboard pattern under inspection. The inset photograph shows the fabricated 

checkerboard pattern onto a concaved substrate with the ROC of 500 mm. (b) A section of the checkerboard design file.  



 

 
 

 

4.6 Major geometrical and optical parameters of the developed BPRA standards 

The fundamental elemental size and the overall pattern area of the BPRA standards are selected so that the geometrical 

parameters of the BPRA are suitable for characterizing the ITF of the tool for a given measurement arrangement. Table 1 

summarizes the currently available BPRA geometrical parameters, primarily designed for optical microscopes and 

Fizeau interferometers. The elemental size of the BPRA should be smaller than the pixel size of the measuring 

instrument. For example, the ZYGO NewView-9000 with 50× objective and 1.0× zoom has a pixel size of 0.172 µm, 

according to the manufacturer’s specification, therefore, the most suitable BPRA is HR-80, which will cover the spatial 

frequency range between 80 nm and 1.369 mm.  For ultra-high resolution 1D multi-layers, Table 2 lists available BPR 

lamellas.  

 Table 1. The list of available BPRA test standards. Each pattern represents BPRA test standards with varying minimum 

feature sizes.  

Available Binary Pseudo Random Arrays 

Pattern Number Elementary Size [nm] BPR Pattern Area, X×Y [mm] 

HR-80 80 1.369 × 1.369 

HR-160 160 2.722 × 2.722 

HR-240 240 4.074 × 4.074 

HR-400 400 3.39×3.39 

HR-800 800 3.39×3.39 

HR-1200 1200 5.08×5.08 

HR-2500 2500 10.57×10.57 

HR-15000 15000 63.39 × 63.39 

 

Table 2. The list of available BPR lamellas. The smallest elementary size is 1.5 nm. BPR lamellas are cut into slices and 

mounted onto a substrate.  

BPR Ultra High Resolution (1D) multi-layers 

Product Number Elementary Size [nm] Total Size 

Lamella1.5 1.5 BPR width = 6 µm, BPR is sliced to order 

Lamella3.0 3 BPR width = 6 µm, BPR is sliced to order 

5. CALIBRATION OF THE ALS XROL INTERFEROMETRIC MICROSCOPE FOR 

MEASUREMENT WITH CURVED OPTICS  

The BPRA standards and test samples described in Secs. 3 and 4 have been used for resolution (ITF) characterization of 

a broad spectrum of topography measuring system, from x-ray and electron microscopes [77-81], to optical 

scatterometers [54], interferometers [78,82,83], and microscopes [28,30-33,48-50, 84].  

The effectiveness of ITF calibration using the BPR technique has been investigated and confirmed in multiple 

measurements with different metrology tools. For interferometric microscopes, it was shown [49,50,84] that the results 

of the ITF calibration are independent of the BPRA pattern depth, surface reflectivity, and the elementary size of the 

pattern, if it is smaller than the microscope lateral resolution by a factor > 2. In addition, the tests with the BPRA have 

allowed us to bring to light the strong dependence of the ITF calibration on the microscope optical arrangement 

(magnification and focusing), data acquisition settings, and environmental conditions (such as vibration).  

In this section, we present the first results of investigation of dependence of the ITF and geometrical distortion 

calibration of an interferometric microscope on the curvature of the SUT.  



 

 
 

 

5.1 ITF calibration with HR BPRA standard on a 500-mm spherical substrate 

Figure 9 depicts the surface height distribution of the HR BPRA standard with 400 nm elementary size fabricated on a 

1˗in diameter spherical substrate with 500 mm ROC. The measurement is performed with the ALS XROL 

interferometric microscope equipped with the 20× objective at 1× zoom.  In this case, the BPRA elementary size of 

400 nm is significantly smaller than the microscope’s resolution limit of ~ 690 nm (the Abbe diffraction limit at the 

objective NA=0.40). In such case, the microscope lateral resolution is mostly limited by the microscope optical system, 

rather than the effective pixel size. 

 

Figure 9. Surface height distribution of the HR BPRA standard with 400 nm elementary size fabricated on a 500-mm 

spherical substrate as measured with the ALS XROL interferometric microscope equipped with 20× at 1× zoom: (a) the raw 

data with a reference surface subtracted; (b) the same data as in plot (a) but additionally detrended with the best-fit spherical 

surface with ROC of approximately 460 mm.  

The data preprocessing is performed with the native instrument software. First, a reference surface, specially measured 

over a super-polished flat reference substrate at the same microscope arrangement, is subtracted (Fig. 9a). Then, the 

overall shape variation is detrended with the best-fit spherical surface with radius of curvature of approximately 460 mm 

(Fig. 9b).   

Next, the detrended data are processed with custom software developed for PSD processing, ITF model parametrization, 

and ITF-based deconvolution of measured data [28-30]. Figure 10 presents the software screenshot corresponding to the 

comparison of two measurements, the first over the 1-in dia. HR BPRA pattern on the spherical substrate (Fig. 9b) and 

the second over a similar 400-nm HR BPRA fabricated on a flat substrate measured at the same microscope 

arrangement, 20× objective at 1× zoom.  

In Fig. 10, the data corresponding to the BPRA on spherical substrate are loaded to the software as ‘Measured’ data (the 

top-left 2D image in the screenshot in Fig. 10). The root-mean-square (rms) variation of this height data is about 6.5 nm. 

The data corresponding to the 400-nm BPRA on the flat substrate are the ‘Reference’ data (the top-right image). The rms 

variation of the ‘Reference’ data measured is about 2.1 nm that is significantly smaller than that of the BPRA pattern on 

the spherical substrate. The difference is due to the etched depth of the patterns that differ by a factor of ~ 3. 

The corresponding 1D PSD distributions in the vertical and horizontal directions are shown in the bottom right plots of 

the screenshot (Fig. 10) with the blue and green curves for the ‘Measured’ and ‘Reference’ data, respectively. 



 

 
 

 

 

Figure 10. (a) A screenshot of the original software developed for the ITF calibration of metrology profilometers and ITF-

based deconvolution of the measured data [28-30]. The data shown has been obtained with the interferometric microscope 

equipped with the 20× objective at 1× zoom.  

To understand the dependence of the microscope ITF calibration on the shape of the SUT (in our case, on the shape of 

the BPRA standard), the ‘Reference’ data in Fig. 10 are scaled to match the rms variation of the ‘Measured’ data. The 

result of the comparison is illustrated in Fig. 11 that presents the corresponding 1D PSD distributions before (a) and after 

(b) correction of the rms variation.  

 
Figure 11: 1D PSD distributions measured with the 400-nm HR BPRA patterns on spherical (blue) and flat (green) 

substrates, before (a) and after (b) correction to match the rms variations. The dashed red ellipse marks the higher spatial 

frequency region with the observable difference of the corresponding microscope ITF calibrations. 



 

 
 

 

The small but observable difference of the PSD distributions in Fig. 11b at the higher spatial frequency may be a 

signature of the difference of the microscope resolution in measurements with the spherical and plane substrates. To 

provide more conclusive information about the dependence of the microscope ITF on the curvature of surface, we are 

working on development of an HR BPRA test standard on a significantly more curved substrate. 

The data in Figs. 10 and 11 confirms that the fabrication process using electron beam lithography, originally developed 

to pattern BPRA test standards on flat substrates, is also functional for fabrication of the standards on slightly curved 

substrates with ROC of ~ 500 mm. However, application of the same fabrication process to significantly more curved 

substrates is not trivial, especially for the BPRA test patterns where high accuracy in the pattern dimension and 

placement are critical.  

5.2 Geometrical distortion calibration with checkerboard sample on flat substrate and on 500-mm spherical 

substrate 

For geometrical distortion calibration, we use the checkerboard test artifact fabricated on a 500-mm ROC 1-in diameter 

super-polished silicon substrate (Sec. 4.5) – Fig. 12. The checkerboard pattern with elementary size 3.0 µm is etched to 

the depth of about 45 nm.  

 
Figure 12. (a) The checkerboard pattern with the elementary sizes of 3.0 µm as measured with the ALS XROL 

interferometric microscope equipped with 50× objective at 1× zoom. The etched depth of the pattern is about 45 nm as seen 

on the corresponding sections along the slice line depicted in the image. (b) A 200 x 200-pixel section of a 1000 x 1000-

pixel image of the checkerboard; red dots indicate corners found by the algorithm [93] described also in Ref. [30].  

For the geometric distortion calibration, the data processing consists in locating and matching characteristic features of 

the measured and designed (ideal) test patterns (Fig. 12b). The positions of the corners of the checkerboard elements can 

be found using the existing implementations of sophisticated algorithms, available, for example, in the Open-Source 

Computer Vision (OpenCV) library [92], for locating the checkerboard corners with high accuracy. Here, for finding the 

corners (Fig. 12b), we use a method described in Ref. [93] and implemented in OpenCV, which is based on a localized 

Radon transform implemented by box filters and provides high subpixel accuracy.  

The checkerboard image processing is performed in Python using camera calibration routines from the OpenCV library 

(see also the relevant discussion in Ref. [30]). First, the found corners of the recorded checkerboard image (Fig. 12b) are 

identified with the projection of the corners of an ideal checkerboard sample from 3D space onto the camera image plane 

using the pinhole camera model (see, for example, Ref. [94]). Next, the position, rotation, tilt, and magnification of the 

ideal sample (extrinsic parameters) are varied and the best fit to the measured corners is found.  



 

 
 

 

Similar to Ref. [30], the fitting model includes lens distortion in the form of the lowest-order radial distortion term with 

the distortion coefficient 
1k . The distortion procedure shifts each point ( , )x y  in the image plane by an amount 

depending on its displacement ( , )x x y yd x c d x c     from a principal (aka the central) point ( , )x yc c ,  so that 

2

1(1 )x xx d k r c    ,      (2a) 

2

1(1 )y yy d k r c    ,      (2b) 

where 
2 2 2

x yr d d  . 

Figure 13 shows the residual distances between the measured checkerboard corners from the image (Fig. 12a) and the 

best-fit projection of the ideal checkerboard corners. When the distortion effect is omitted from the projection model 

(Fig. 13a), the displacement exhibits 
3r  dependence with residual distance of up to two pixels at the image corners. 

Accounting in the projection model for the lowest-order radial camera distortion, given by Eq. (2), the measured and 

ideal checkerboard patterns match well (Fig. 13b). 

 

Figure 13. Displacement (in pixels) between the checkerboard corners found from the image and those of an ideal 

checkerboard projected onto the image, rotating and translating for the best fit. (a) Projection neglects camera distortion; (b) 

projection accounts for lowest-order radial camera distortion. Note the change in vertical scale.  

Similar to the lens distortion observed with flat checkerboard sample, the data obtained with the checkerboard on the 

500˗mm ROC substrate is well described by the lowest-order term described above [Eq. (2)]. However, the residual 

distance between projected and measured corners is almost twice higher, about 0.08 of a pixel. This may relate to the 

higher elementary size of the checkerboards of 3.0 µm compared to 1.5 µm used in Ref. [30]. 

For the data in Fig. 13, the best-fit distortion parameter is 6.704(88)×10-9 pixel-2 and the principal point is 

[490(5) px, 513(2) px]. These parameter values are in good agreement with that of Ref. [30] 6.819(7)×10-9 pixel-2  and 

(473 px, 515 px), obtained from the lens distortion calibration with the flat checkerboard sample. 

Using the checkerboard square size of 3.0 µm as a reference, we can extract from the performed fitting the corrected 

microscope’s pixel size that is 0.17287(2) µm that is also coincides with the values 0.17289(1) µm found in Ref. [30].  

The values of the standard deviations derived here and given in brackets are estimated from the variation of the results of 

the lens distortion calibration obtained from the measurements over different areas of the checkerboard sample. The 

comparison of the multiple measurements has allowed us to confirm that the observed distortion (Fig. 13a) is due to the 

microscope and is not intrinsic to the sample. 

The extracted geometrical distortion calibration parameters can be used to reconstruct the surface topography of a 

measured sample by applying the inverse coordinate transformation and resampling using bilinear interpolation. The 

results of this procedure applied to measurements of a uniform grating are discussed in Ref. [30]. 



 

 
 

 

6. DISCUSSION AND CONCLUSIONS 

Metrology tools, such as state-of-the-art interferometric microscopes that provide 2D topography data, have limitations 

in the fine detail they can accurately record, and additionally suffer from geometrical distortion of the image data due to 

imperfections in the optical systems. We have developed methods to characterize and compensate for limited resolution 

and geometrical distortion, and in this work, we applied these methods to samples on curved substrates. 

To recover surface information at the limit of the instrument’s resolution, we use binary pseudo-random test artifacts, 

BPRAs to measure and deconvolve the instrument transfer function. We have shown that using BPRA patterns with 

elementary size below the diffraction limit of the tool is effective and yields an unambiguous, generally smooth (low 

noise), roll-off of the PSD curve. Furthermore, for the case of slightly curved optics, we have shown that the HR-BPRA 

pattern, on a curved substrate, provides results consistent with flat optics. However, we have found a small, noticeable 

difference between the PSDs at higher spatial frequencies measured with the same BPRA patterns on the flat and 500-

mm spherical substrates. This may be a signature of the difference of the microscope resolution between measurements 

with the spherical and plane SUTs. To provide more conclusive information about the dependence of the microscope 

ITF on the curvature of surface, we are working on development of a HR BPRA test standard on a significantly more 

curved substrate. 

Using a checkerboard test artifact fabricated on the 500-mm ROC spherical substrate, we have experimentally 

demonstrated significant distortion of the imaged artifact pattern due to microscope lens distortion. The extracted lens 

distortion parameters agree with those obtained in Ref. [30] using a flat checkerboard artifact. 

In conclusion, the BPRA test standards provide consistent results that can be used to calibrate world-class metrology 

instrumentation for a range of applications, from flat optics, to curved optics, to accurately determining grating 

structures, and with the application of geometrical distortion correction, can enable improved stitching capabilities. 
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