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ABSTRACT OF THE DISSERTATION

Application of Infrared Nanooptics to Ultrathin Materials

by

Gregory Andreev

Doctor of Philosophy in Physics

University of California, San Diego, 2011

Professor Dimitri N. Basov, Chair

My thesis describes the study of nanoscale physics using infrared spectroscopy

and nanoscopy methods. The first phase of my research was the development of new

methods for tuning metamaterials, which possess custom tailored optical properties not

easily found in nature. Working together with Tom Driscoll, I co-invented a simple

yet effective method for tuning the magnetic permeability of a Split Ring Resonator

based metamaterial. This is the topic of Chapter 1. My subsequent research dealt with

near field optics, in particular the application of the infrared imaging method of scatter-

ing Scanning Nearfield Optical Microscopy to ultrathin materials such as single layer

Graphene and 2nm thin SiO2 layers on Silicon. On both of these materials we demon-

strated incredible sensitivity to ≤ 10× 10× 1nm3 volumes (Chapter 3). Thanks to the

incredibly large momenta of the evanescent light utilized in sSNOM, we also discovered

xvii



a rich array of previously unobserved physics in Graphene. In particular, we were able

to observe the resonance enhancement of the SiO2 phonon by the presence of plasmon

oscillations in Graphene (Chapter 2). Lastly, a large part of my thesis work also involved

building the first cryogenic sSNOM with which we were able to directly image the metal

to insulator transition in the correlated oxide: V2O3, shown in the last chapter.

xviii



1 Tuned permeability in Terahertz

Split-Ring Resonators for devices and

sensors

1.1 Abstract

A process is demonstrated for tuning the magnetic resonance frequency of a

fixed Split-Ring resonator array, by way of adding material near the split-ring elements.

Applying drops of a silicon-nanospheres/ethanol solution to the surface of the sample

decreases the magnetic resonance frequency of the Split-Ring array in incremental steps

of 0.03 THz. This fine tuning is done post-fabrication, and is demonstrated to be re-

versible. The exhibited sensitivity of the Split-Ring resonance frequency to the presence

of silicon nanospheres also suggests further application possibilities as a sensor device.

1.2 Introduction

Device design is quickly becoming a large part of metamaterial research. In the

short half-decade since its conception, understanding of the physics behind tailored elec-

tromagnetic responses in metamaterials has progressed far enough to where application

demonstrations are surfacing. Prime examples include diffraction beating lenses [1, 2],

frequency selective cloaks [3, 4, 5], advanced optics [6, 7], and improved radomes [8].

Many of these devices have been demonstrated at the microwave frequencies, aided by

the comparable ease of fabricating millimeter scale structures. Operation at higher fre-

1
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quencies – infrared and above – requires smaller structures which are usually patterned

photo-lithographically [9, 10]. The photo-lithographic step is often a hurdle to creating

infrared devices, as it requires designing and purchasing an expensive lithography mask

– which then permanently fixes the metamaterial structures. To make matters more diffi-

cult, design methods rely on finite-element or similar numerical solvers; so even the best

efforts in design can incorrectly predict the resonant response frequency of a structure

by 5%.

1.3 Experimental details

Given all these considerations, it is clear that there is significant utility in devel-

oping the ability to alter the response of any metamaterial structure without the need to

design a new lithography mask. Active tuning based on modification of the electromag-

netic properties of materials is one option being pursued [11], with clear advantages for

switchable devices [12]. Despite advantages, the architecture of initial active-tunable

devices has been quite complicated, and the tunable frequency range limited. In this

letter, we demonstrate a simple procedure for passive tuning of a Split-Ring Resonator

(SRR) response. Although the tuning process is certainly not limited to SRRs, we con-

sider them exclusively here for simplicity and familiarity [13]. We use the same SRR

array as in the work of Ref. [13], wherein gold SRRs are patterned on a 1 mm thick

Silicon substrate coated with a thin 6 µm layer of BenzoCycloButane (BCB). The BCB

is used as a low-loss adhesive aid in performing the gold lithography. A photograph of

this SRR array is shown in Fig. 1.1a. This metamaterial is designed to have a mag-

netic resonance at 1.20 THz, which experimentally manifests as a sharp dip in sample

transmission, shown in Fig. 1.2 as the black curve. Transmission is probed in a FTIR

spectrometer using s-polarized 45◦ incident light (see insert in Fig. 1.3). The details of

this style of measurement, and a more in depth discussion of how this dip is known to

be the magnetic mode of the SRR, can be found in Refs. [13, 14]. One improvement on

the method in Ref. [13] is explored in this work: sample transmission spectra exhibit

large Fabry-Perot fringes which arise from multiple reflections within the thick 1 mm

silicon substrate. These fringes make precise determination of the resonance frequency
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difficult. The fringes have a known periodicity which is set by the thickness of the sub-

strate, so in our analysis we pass the transmission spectra through a digital notch-filter

which removes the fringes. Because the notch filter is sharply targeted at the substrate

fringes, no other features of the spectra are significantly affected.

1.4 Passive tuning of the SRR

Passive tuning in this letter is accomplished by adding dielectric material to alter

the capacitance of the SRR. A simplified model of the SRR can be thought of as an

inductive-capacitive [15, 16]. The self-inductance of each loop battles the capacitance

of the split-gap to determine the resonance frequency (and all other attributes of the

resonance) following

ω0 ∝
1√
LC

=
1√

L
√

ε0
∫

ν
ε(ν)E(ν)dν

(1.1)

The electric field falls off quickly away from the metamaterial layer so the vol-

ume integral need only be considered in vicinity of the SRR. Cross-sections of the

electric field distribution for our SRR are displayed in Fig. 1.1g, as solved by finite-

integration time-domain solver. The high intensity of the electric field E(ν) in the gap

region makes the resonance frequency sensitive to small changes in the dielectric ε . To

take advantage of this, we prepare a 0.2% solution of silicon nanospheres (50 nm diam-

eter – prepared by weight), suspended in ethanol using an ultrasonicator. The solution is

then applied to the surface of our sample in small drops of 30 µl (average drop volume

as measured by weight). The sample is heated to 60◦C, so shortly upon contact with

the sample the ethanol evaporates leaving behind only the silicon nanospheres. This

procedure produces a fairly uniform layer (a video of this puddle application and drying

process is made available online at physics.ucsd.edu/ tdriscol/SiPuddle.mpeg). Figure

1.1b shows a photograph of the SRR array after this first application. The introduction

of the silicon material onto the SRR effectively increases the capacitance and thus de-

creases the resonant frequency, and we observe that the transmission dip decreases by

∼0.05 THz (Fig. 1.2, blue curve). Repeated applications of 30 µl drops of this solution

deposit additional silicon spheres (pictured in Fig. 1.2c–e) which continue to decrease
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Figure 1.1: Photographs of the gradual addition of silicon nanospheres by solution.

Panel (f) shows the sample after removing most of the silicon by ultrasonics. Panel

(g) shows cross-sections of the electric field intensity (solved by finite-integration time-

domain). The scale is logorithmic, green is the incident field intensity, red is 100×
incident.
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Figure 1.2: Fine tuning: Addition of silicon nanospheres increases the average dielec-

tric of the SRR capacitance and shifts the magnetic resonant frequency downwards.

Thick grey (line f) shows near-restoration of the original response by removal of the

nanospheres in an ultrasonicator.
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Figure 1.3: Coarse tuning: Three values of the BCB spacer thickness showing thinner

spacers decrease the SRR magnetic resonance position.

the resonance in steps. Saturation of this effect begins by picture/line f, and further

applications reduce the resonance frequency in diminishing increments. A weaker solu-

tion of nanospheres could presumably give even finer step-sizes, and an exact resonance

frequency can be created via a guess and check methodology. Another interesting effect

of the silicon addition is an observed sharpening and deepening of the magnetic reso-

nance dip. This is qualitatively sensible, as the Q factor of a parallel RLC-circuit should

increase with increasing capacitance. This sharpening is also an indicator that addition

of the silicon nanospheres does not appreciably add to the damping of the SRR res-

onator (the nanospheres are nearly intrinsic silicon and so have a very small imaginary

permittivity at THz).

The accumulation of the silicon spheres is also reversible. We briefly (30 sec-

onds) submerge the sample in an ultrasonicated ethanol bath, and most of the silicon

is removed (Fig. 1.2f). The resonance frequency also returns to nearly to its original

position. Not entirely all of the spheres come off, we see that the spheres clustered near

the edges of the SRRs remain. This reversibility is an important attribute; if the desired
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resonant frequency is overshot we can reset and begin the application process anew.

The observed sensitivity of the SRR metamaterial resonance frequency to the

introduction of microliters of our weak solution of silicon nanoparticles also brings

to mind the possibility of using such devices as sensors. The 30 µl drop contains an

amount of silicon so small (less than 1 nanogram) that we cannot detect it via standard

transmission-amplitude experiment 1. The Silicon layer which we add to the SRRs is

many times thinner than the skin depth of THz radiation. Using our SRR array as a probe

offers a significant advantage, as we transform detection of the silicon nanospheres from

a transmission-amplitude level measurement to a resonance frequency position mea-

surement, which is often much more accurate [17]. The resonance frequency of the

SRR is sensitive to very small quantities of material as the concentrated fields within the

split-gap most strongly interrogate a volume of only ∼ 3µm3. The field concentration

increases with increasing Q-factors, and for SRRs the Q is generally around 10. A clev-

erly designed metamaterial sensor with high Q might thus be able to detect quantities of

material even several orders of magnitude less than that demonstrated in this letter, and

we are in the process of designing and investigating such devices.

1.5 Outlook

Fine tuning by addition of silicon nanospheres gives control over the resonance

frequency to within a change of ∼10%, as we see in Fig. 1.2. We can effectively

extend this tuning range by also varying the thickness of the BCB spacer used. Since

BCB has a lower dielectric than silicon, a thinner BCB layer lets more of the SRR

fields penetrate the silicon substrate, and lowers the resonance frequency. Fig. 1.3

demonstrates this, showing that using a thinner BCB layer creates a lower resonance

frequency, acting as a method for coarse tuning. Imprecision in the BCB spin-coating

process limits this coarse tuning to an accuracy of 5–10%, which meshes nicely with our

fine tuning By combination of the coarse and fine tuning methods, we can feasibly create

a metamaterial with a precise magnetic resonance frequency anywhere over the octave

from 0.70 THz to 1.20 THz all without needing to change the feature sizes. Combined

1The amplitude change (as modeled in WVASE) from adding a 500 nm layer of Si spheres is less than
0.05 percent, below the noise level for this experiment.
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with the possibility of sensors which probe sub-wavelength volumes, the sensitivity of

metamaterials to passive material inclusions holds potential for interesting designs and

applications.
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2 Infrared nanoscopy of Dirac

plasmons at the graphene-SiO2

interface

2.1 Abstract

We report on novel optical phenomena associated with Dirac plasmons in graphene

that we investigated by means of infrared (IR) nanoscopy. By confining radiation from

mid-IR lasers at the apex of a nanoscale tip, we achieved two orders of magnitude in-

crease in the value of in-plane wavevector q imperative to probe plasmonic effects in

graphene layer. At these high wavevectors, the Dirac plasmon is found to dramatically

enhance the interaction of near-field light with SiO2 substrate. Our data augmented by

detailed modeling establish graphene as a new medium supporting plasmonic effects

that can be controlled by gate voltage.

2.2 Introduction

Surface plasmons are fundamental collective modes of electrons that enable

functionalities at the intersection of nanophotonics and electronics [1, 2, 3, 4]. Dirac

plasmons of graphene, which is the density waves of Dirac fermions, are predicted to

enable both low losses and efficient wave localization up to mid-infrared frequencies

[5, 6, 7, 8, 9, 10]. Theoretical studies show that the combination of tunability and low

losses is highly appealing for implementation of nanophotonics, optoelectronics, and

11
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transformation optics based on Dirac plasmons [10, 11, 12]. So far, optical phenom-

ena associated with Dirac surface plasmons of the massless quasi-particles in graphene

have remained unexplored. This is in part due to the complexity of carrying out infrared

experiments at wavevectors matching those of plasmons: parameter space beyond the

reach of conventional transmission or reflection measurements [13]. To overcome this

limitation, we employed scattering-type near-field nanoscopy. We identified spectro-

scopic signatures attributable to the Dirac plasmon and its interaction with the surface

phonon of the SiO2 substrate. Our work affirms the under-exploited capability of tip-

based optical nanoscopy to probe collective charge modes far away from q ≈ 0 of con-

ventional optical spectroscopy.

2.3 Experimental detail

In our experiments, we utilized a NeaSNOM (neaspec.com) nanoscope coupled

to several interchangeable lasers (two quantum cascade lasers from Daylightsolutions

and two CO2 lasers from Access Laser Company), which in combination cover the mid-

IR region from 883 to 1270 cm−1 (Figs 2.1, 2.2). This region accommodates charac-

teristic features of the electromagnetic response of monolayer graphene [14] along with

vibrational modes of SiO2. The infrared nanoscope is built on the basis of an Atomic

force microscope (AFM) in tapping mode. We acquired near-field images with tapping

frequency Ω ∼ 270 kHz and tapping amplitude ∆z = 40 nm at ambient. The back-

scattered signal is demodulated at the 2nd, 3rd and 4th harmonics of the tapping fre-

quency yielding background-free images [15]. The scattering amplitude s and phase φ at

all harmonics are obtained simultaneously with AFM topography by pseudo-heterodyne

interferometric detection [16].

Figure 2.1a displays a schematics of the nanoscopy experiment. The beam of

an infrared (IR) laser is focused on the metalized tip of an AFM cantilever. The strong

near-field confinement of mid-IR radiation at the tip apex has two principal effects.

First, the collection of back-scattered light from a confined volume characterized by the

tip radius a enables infrared imaging/spectroscopy deep in the sub-diffractional regime

[15]. Second, the light-matter interaction induced at the vicinity of the tip peaks for
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Figure 2.1: (a) Schematics of the near-field nanoscopy experiment used to study

monolayer graphene on top of SiO2/Si substrate. In the bottom left corner of the

structure,SiO2 has been etched through to enable tip contact with Si wafer. (b) Infrared

near-field images displayed at four representative frequencies. The strong infrared con-

trast between Si, SiO2 and graphene (G) is clearly seen to vary systematically with the

probing frequency. The plotted quantity s(ω) is the normalized backscattering ampli-

tude defined in the text.

in-plane momenta q ≈ 1/a , far beyond the light line given by q = ω/c. It is this

combination of sub-diffractional spatial resolution and high-q coupling that enables us

to investigate the spectroscopic signatures of Dirac plasmons by means of IR nanoscopy.

Graphene samples were fabricated by mechanical cleavage of graphite and then

transferred to the surface of a 300 nm thick SiO2 on a Si wafer. Raman spectroscopy

was used to choose monolayer samples with identical hole-doping corresponding to a

chemical potential of µ ∼ (1800±200) cm−1 and a carrier density of n∼ (2.9±0.7)×
1012 cm−1 (see Supporting Information). For absolute spectroscopic measurements, we

etched off SiO2 in several regions of the wafer to access the near-field response of Si

which is frequency-independent in the mid-IR region. Thus Si can serve as a convenient

reference for a quantitative analysis of the nanoscale electrodynamics of graphene on

SiO2. For gating experiments, we fabricated electric contacts to the graphene surface.

In Fig. 2.1b we show representative IR nanoscopy images, in which we plot the

backscattering amplitude normalized to Si: s(ω) = s3(ω)/sSi
3 (ω) . Here, the backscat-



14

tering amplitude s3(ω) is demodulated at the 3rd harmonic of the tip tapping frequency.

The simultaneously recorded AFM topography is displayed in Fig. S1 in the Sup-

porting Information. These images reveal nearly uniform signals in either SiO2 or

graphene regions with characteristics varying systematically with IR frequency. In

Fig. 2.2a,c we present these results in the form of both amplitude s(ω) and phase

φ(ω) = φ3(ω)−φ Si
3 (ω) spectra. Every data point in Fig. 2.2a,c was obtained by aver-

aging over corresponding areas in images similar to those displayed in Fig. 2.1b.

2.4 Results

2.4.1 Near-field spectra of SiO2

We first consider the near-field spectra of SiO2. These spectra reveal a reso-

nance centered at ω = 1128 cm−1. The sharpness of the measured resonance, shown

in Fig. 2.2a, establishes the notion of a surface phonon mode of amorphous SiO2 in

the near-field domain [17, 18, 19], as detailed below. The dominant spectral feature

of s(ω) spectra for graphene on SiO2 is similar to that for SiO2 alone. However, the

most surprising finding is that graphene strongly enhances the amplitude s(ω) in the

1110 – 1250 cm−1 spectral region and also blue-shifts the peak frequency by about 10

cm−1. We hypothesize that both effects are related to the high density of mobile carriers

present in the graphene layer according to Raman measurements that we have performed

on these samples. In order to verify this hypothesis, we monitored the variation of the

resonance with gating voltage Vg that enables controlled variation of the carrier density

in graphene. Gating experiments were performed at ω = 1150 cm−1 where graphene

enhances the scattering amplitude signal by 160% compared to SiO2. At negative Vg

corresponding to higher hole density, the scattering amplitude is further enhanced and

nearly four times that of SiO2 at Vg = -50 V. While positive Vg, which reduces the hole

density, significantly suppresses the contrast between graphene and the oxide. The con-

trast is minimized at Vg = (40±5)V , which we assign to charge neutrality voltage VCN .

This estimate of VCN is in accord with the Raman probe of the carrier density in un-

gated graphene layers. In addition, graphene induces a steep increase of the near-field

phase below 970 cm−1 (Fig. 2.2c). We will show that the latter effect stems from direct
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Figure 2.2: Spectra of the near-field amplitude s(ω) and phase φ(ω). Panels (a),(c): ex-

perimental data extracted from images as in 2.1b for SiO2 (black squares) and graphene

on SiO2 (red circles). The inset of Fig. 2.1a shows gating measurement result for the

graphene near-field amplitude at ω = 1150 cm−1. The dotted line marks the value of

gate-independent SiO2 amplitude. Top axis of the inset marks the calculated chemical

potential of graphene considering graphenes initial hole-doping (µ ∼ 1800 cm−1) and

the sample-wafer geometry. Panels (b),(d): dipole model spectra for SiO2 (black) and

graphene on SiO2 (colors) for three different choices of the chemical potential µ = 600,

1800, and 2500 cm−1; (b) and (d) extend all model spectra to lower frequencies (left side

of the dashed line) revealing direct near-field coupling of IR light to the Dirac plasmon

of graphene.
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interaction of ultra-localized IR light with the Dirac plasmon whereas SiO2 resonance

modifications originate from plasmon-phonon coupling at the graphene-SiO2 interface.

The essential physics of the near-field interaction is that the tip, polarized by

incident IR light, gives rise to evanescent fields with a wide range of in-plane momenta

q. When the tip approaches a polar and/or conducting surface, the evanescent fields

are altered which in turn affects the tip polarization. To quantify this interaction we

introduce the reflection coefficient, rP(q,ω), defined as the ratio of the amplitude of the

P-polarized reflected field Er to that of the P-polarized incident field Ei. This frequency-

and momentum-dependent response function completely describes the electrodynamics

of the graphene-SiO2 interface, not only in the near field, but also in the far field (see

Supporting Information):

rP(q,ω) =
ε1k0− ε0k1 +(4πk0k1σ/ω)

ε1k0 + ε0k1 +(4πk0k1σ/ω)
(2.1)

In Equation 2.1, ε0 is the dielectric constant of vacuum, ε1 is the complex di-

electric function of SiO2, k j =
√

ε j(ω/c)2−q2 are the out-of-plane components of mo-

menta, and σ = σ(q,ω) is the complex optical conductivity of graphene that obtained

from the Radom Phase Approximation (RPA) method (see Supporting Information).

rP(q,ω) diverges at q and ω values given by the dispersion of the two surface modes at

the graphene/SiO2 interface: the SiO2 surface phonon and Dirac plasmon of graphene.

A formal connection between rP(q,ω) and the direct experimental observable of IR

nanoscopy, seiφ , is worked out in Supporting Information (Eqs. S3) by modeling the

apex of the tip as a point dipole. Here we only briefly comment on the essential as-

pects of the modeling procedure. An important parameter of our point-dipole model

is the AFM tip radius a, which we have set at a = 30 nm according to the specifica-

tions of our cantilevers. The tip radius determines the effective dipole polarizability a3.

Another significant parameter is the minimal dipole-sample distance b: the distance be-

tween the point dipole and the apex of the tip. Finally, we stress that the central result

of the dipole-model analysis is that the q-dependent near-field coupling function has the

weighting coefficient q2exp(−2qzd), where zd = b+δ z(1− cosΩt) is the coupling dis-

tance between the tip dipole and the sample surface (Eq. S2). The magnitude of zd is
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Figure 2.3: (a) The momentum dependence of time averaging near-field coupling co-

efficient 〈q2exp(−2qzd)〉t , which peaks at q = 3.4× 105 cm−1 for our tip radius a =

30 nm. (b)-(d) Imaginary part of the reflection coefficient rP(q,ω) calculated using Eq.

2.1 with chemical potentials µ= 600, 1800, and 2650 cm−1, respectively and displayed

in false color scale. Vertical yellow dashed lines in (a)–(d) mark the dominant q for

maximum near-field coupling. White dotted lines in (b)–(d) mark the boundaries of

single-particle intra- and inter-band excitation continua of graphene; these two bound-

aries meet at (q = kF , ω = µ/h̄ ).

varying with time due to tip tapping; δ z = 40 nm is the tapping amplitude. The plot of

the time-averaged near-field coupling coefficient 〈q2exp(−2qzd)〉t reveals a bell-shaped

momentum dependence that peaks around q = 1/a (Fig. 2.3a). Thus the dominant

in-plane momenta contributing to near-field coupling are distributed around q = 1/a

(dashed line in Fig. 2.3a-d). For that reason, the s(ω) spectra show resonances if and

only if the dispersion curve of a mode intersects the dashed line that marks the domi-

nant near-field momentum. For a typical value of our tip radius, a = 30 nm, the probing

in-plane momentum exceeds that of the incident light at ω ∼ 1000 cm−1 by about two

orders of magnitude. These virtues of tip-enhanced near-field coupling enable the ex-

ploration of both the Dirac plasmon of graphene and plasmon-phonon coupling, which

are fundamentally finite-momenta effects.

2.4.2 Dipole model

The dipole model of the near-field interaction [17, 18, 20], which we have adapted

to the graphene-SiO2 interface and augmented with the explicit account of the high-



18

momentum coupling, reproduces all aspects of the data (Figs. 2.2b,d). We first consider

the near-field spectra of SiO2. Comparing the results of dipole-model calculations with

measurements, we find near quantitative agreement. Despite overall agreement between

the data and modeling one witnesses minute discrepancies that may stem from two main

factors. First, we used bulk optical constants of SiO2 extracted from far-field ellip-

sometry measurements of our wafers in modeling the surface response (see Supporting

Information). Second, the point-dipole model neglects the actual geometry of the tip

that may introduce finite dipole or even higher multi-poles to the near-field interaction

[19, 21, 22].

2.4.3 Graphene on SIO2

We now proceed to describe the dipole-model results for graphene on SiO2. In

Figs. 2.2b,d we plot spectra of both amplitude and phase, displaying the evolution of the

near-field response with the variation of the chemical potential µ . For the specific choice

of µ = 1800 cm−1, we find that the model spectra reproduce the key characteristics of

the data: enhancement of the resonance and its blue shift. The net result is that the Dirac

plasmon of graphene radically modifies the SiO2 surface phonon response, which is the

experimental manifestation of the plasmon-phonon interaction at the graphene/SiO2 in-

terface. In order to map the dispersion of the plasmon we evaluated the divergence of

rP(q,ω) using Eq. 2.1 (Figs. 2.3c-d). The dispersion of the Dirac plasmon approxi-

mately follows the square-root q-dependence ωP(q) ∝ v
√

kFq for q values smaller than

the Fermi wavevector kF [22]. Besides, the plasmon frequencies are also governed by

the chemical potential (or carrier density n) in the graphene layer since kF =
√

πn. It

is customary to specify the carrier density with the chemical potential because the latter

also determines the onset of interband transitions and cut-offs for intraband excitations

(white dotted lines in Figs. 2.3b-d). Within the RPA approximation and considering

constant scattering (by phonons or impurities) rate, the chemical potential alone defines

the optical conductivity of graphene in the mid-IR region (see Supporting Information)

[14, 23, 24]. In weakly doped graphene, the Dirac plasmon and the surface phonon of

SiO2 are well separated from each other (Fig. 2.3b). At moderate levels of carrier den-

sity, the plasmon approaches the surface phonon of SiO2 leading to the familiar effects
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of mode repulsion and hybridization (Fig. 2.3c). Increasing the carrier density further

leads to drastic changes in the dispersion of both the plasmon and the surface phonon

(Fig. 2.3d).

The dipole model predicts that the plasmon-phonon interaction and hybridiza-

tion at the graphene-SiO2 interface (Fig. 2.3b-d) can be readily observed by near-field

nanoscopy. We focus on the chemical potential µ = 1800 cm−1: initial doping level of

our graphene samples corresponding to the carrier density of n∼ 2.9×1012 cm−1. The

dipole model calculations carried out for µ = 1800 cm−1 show that the anti-crossing

of the Dirac plasmon and the phonon not only causes the blue shift of the peak in s(ω)

spectra but also increases the strength of the resonance (Fig. 2.2b). Both effects were

observed by our experiment. Furthermore, the model predicts the systematic variation

of the scattering amplitude with the chemical potential in the 1100 – 1250 cm−1 range,

which was observed by our gating experiments. Because graphene on SiO2 is uninten-

tionally doped, the enhancement of s(ω) is expected to show an non-monotonic varia-

tion with the gate voltage, and have the minimum near charge neutrality point. This is

in accord with the data presented in the inset of Fig. 2.2a. In combination, near-field

spectra in Fig. 2.2 and gating data at a selected probing frequency attest to the hybrid

character of the resonance involving coupled plasmon-phonon oscillations that dominate

the mid-IR response of the graphene-SiO2 interface.

Yet another salient feature of the modeled spectra is a strong resonance close

to the low-energy cut-off of our data (Figs. 2.2b,d). This resonance originates from

the direct coupling between the near-field probe and the Dirac plasmon. The plasmon

resonance is broadened due the rapid variation of its frequency in the momentum range

near q = 1/a (Fig. 2.3c). For a specific choice of the chemical potential µ = 1800 cm−1

corresponding to the doping level of our samples, the resonance of Dirac plasmon in

the amplitude spectrum s(ω) (Fig. 2.2b) appears at ω = 600 cm−1, which is beyond

the range accessible by our lasers. Nevertheless, the corresponding feature in the phase

spectra φ(ω) (Fig. 2.2d) does extend into the experimentally accessible frequencies.

We attribute the observed increase of the phase at low frequencies (Fig. 2.2c) to direct

near-field coupling to the Dirac plasmon. This finding, along with the fingerprints of

plasmon-phonon interaction, establishes graphene as a new medium supporting plas-
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monic effects. Unlike noble metals: traditional materials supporting surface plasmons,

graphene is inherently tunable by electric and magnetic fields, thus enabling functional-

ities not attainable with metal plasmonics.

2.5 Conclusions

The combination of high-momentum spectroscopy and nano-imaging demon-

strated in our work sets the stage for studying many other properties of Dirac plasmons

in graphene. Of special interest are effects pertaining to the real space confinement and

propagation of plasmons in nano-structures/ribbons [25, 26]. A modification of the plas-

mon dispersion and/or ultra-fast modulation [27] of the Dirac plasmon (Fig. 2.3) can

be conveniently carried out through back gating with a degree of control that is diffi-

cult to obtain within all-metal plasmonics. Turning to the high-q spectroscopy aspects

of tip-induced optical interaction, we want to point out that a much broader range of q

may be interrogated using sharper (sub-10 nm) tips and also ultra-sharp (a down to 1

nm) tips based on carbon nano-tubes [28]. Such a further expansion of the momentum

space accessible by IR nanoscopy, combined with the improved spatial resolution, are

especially appealing in the context of studying collective modes in the vicinity of the

single-particle excitation continuum, and manipulating light in graphene-based nanos-

tructures or transformation optics elements.

2.6 Supporting Information

2.6.1 Experimental

AFM images were collected simultaneously with the infrared images shown in

Fig. 2.1b. In Fig. 2.4, we show two separate parts of a typical AFM image together with

two height profiles. The profile across the SiO2/graphene boundary shows about 1 nm

thickness which is typical for exfoliated monolayer graphene on SiO2/Si substrate. The

profile across the Si/SiO2 boundary shows that the 300 nm thick SiO2 layer is totally

etched away in the left part where we can get access to the silicon reference.
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Figure 2.4: AFM topography in the vicinity of the graphene-SiO2 and Si-SiO2 bound-

aries. We also show topographical height profiles along the dashed lines in the images.
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Figure 2.5: Typical infrared approach curves at ω = 1150 cm−1 at three different sample

positions attest to the genuine near-field signal recorded by our apparatus.

The approach curves shown in Fig. 2.5 measure the infrared amplitude as a

function of the separation between the oscillating tip apex and the sample surface. The

observed sharp decrease within a 20 nm scale verifies that the experimental parameters

are set to record the genuine near-field interaction [29].

Raman spectroscopy was used to choose monolayer graphene samples with iden-

tical unintentional doping level. In Fig. 2.6, we show Raman spectra for two typical

graphene samples studied in this work. The intensity ratios between the 2D mode and

G mode are larger than 2 for both sample 1 and 2 verifying that both samples are mono-

layer graphene. The Raman shift for the G mode of both samples is close to 1587.6 cm−1

corresponding to charge density of (3±1)×1012 cm−1 according to refs. [30, 31]. Con-

sidering the SiO2 layer being 300 nm thick, the charge neutral point from both samples

are close to (40±10) V and both samples have identical doping in accord with chemical

potential µ = (1800×200) cm−1.

In Fig. 2.7, we plot the optical constants of SiO2 used in our modeling that were

modified from far-field ellipsometry result of our SiO2/Si wafers. We used Lorentz

oscillators ε(ω) = ε∞ +∑i fi
ωiΓi

ωi2−ω2−iωΓi
to fit the optical constants. Here ε∞ =1.8, and
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Figure 2.6: Raman spectra (using 514.5 nm laser) for two typical graphene samples

chosen in this work.

other parameters are given in Table2.1.

2.6.2 Theoretical model and interpretation

2.6.3 Point-dipole approximation for the s-SNOM

The experimental technique used in this work is commonly referred to as scatter-

ing scanning near-field optical microscopy (s-SNOM) [19, 20]. Our theoretical analysis

follows the formalism developed previously for multilayer systems [32] with some mod-

Table 2.1: Detailed parameters for Lorentz oscillators used to fit the optical constants

of SiO2.

1 2 3 4

fi 0.5 15 0.2 0.2

ωi 845 1072 1205 1250

Γi 50 30 77 115
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Figure 2.7: Real and imaginary part of SiO2 permittivity obtained from ellipsometry

measurement.

ifications needed to account for the two-dimensional nature of graphene.

The measured s-SNOM signal represents the electromagnetic field backscattered

by the probe and the scanned sample. In the tapping mode, the distance z between the

sample and the tip apex undergoes harmonic oscillations with a typical tapping ampli-

tude ∆z = 40 nm. As a result, the complex amplitude s(ω, t) of the backscattered field

varies periodically with the tapping frequency Ω. The experimental observables are

the absolute values sn(ω) and phases φn(ω) of tapping harmonics. Extracting sn and

φn from s(ω, t) is termed demodulation. The data presented in the main text was de-

modulated at order n = 3. The demodulation suppresses the unwanted background and

isolates the part of the signal scattered by the tip of the probe (a region of size: ∆z). This

enables one to study the near-field interaction between the probe and the sample, which

modifies the dipole moment p(z)e−ωt induced on the probe by the incident light.

Previous s-SNOM studies demonstrated that p can be computed analytically if

the tip is approximated by a spheroid [22, 29, 33], a small sphere [29, 34, 35, 36, 37],

a finite dipole [21, 19], or a point dipole [17, 20, 38]. Adopting the last model, we

characterize the tip by two adjustable parameters: polarizability a3 where a is of the
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order of its radius of curvature and the distance b between the effective dipole and the

lowest point of the tip. The distance between the dipole and the interface is therefore

zd(t) = b+ z(t) = b+∆z(1− cosΩt) (2.2)

We further assumed that the tip responds only to the vertical (z) component of

the electric field because the actual tip has the highest polarizability along its longest

dimension, like an antenna. Under this assumption, only the P-polarized component

of the incident wave contributed to the signal. Similarly, only the reflection coefficient

rP(q,ω) for the P-polarization is important for computing the tip-sample coupling func-

tion G:

G(zd,ω) =
∫

∞

0
dqq2e−2qzd rP(q,ω) (2.3)

The weighting coefficient q2e−2qzd inside the integral has a maximum centered

at q = 1/zd : 1/(b+∆z), see Fig. 2.3(a) of the main text. It defines a range of momenta

where the s-SNOM can probe the surface excitation spectrum of the system most effec-

tively. In our experiments, this range corresponds to q∼ 3.4×105 cm−1�√ε0ω/c.

The final result for the demodulated signal is (cf. Ref. 4)

sneiφn ∝ sin2
θ

∫ 2π

0

einφ dφ

1−G(b+∆z(1− cosφ), ω)a3 (2.4)

As a first application of these formulas, consider a bulk SiO2 sample. The re-

flection coefficients are given by the usual Fresnel formulas

rP(q,ω) =
ε1k0− ε0k1

ε1k0 + ε0k1
(2.5)

where subscripts j = 0 and 1 refer to vacuum and SiO2, respectively, ε j are the

dielectric functions (e.g., ε0 = 0), and k j are the z-components of the momenta:

k j =

√
ε j

ω2

c2 −q2, ℑk j ≥ 0 (2.6)

at q�√ε0ω/c, where, the reflection coefficient rP becomes q-independent. In

previous literature [39, 40, 21] this q-independent value was denoted by β (ω) :

rP ≈ β (ω)≡ ε1− ε0

ε1 + ε0
= 1− ε0

κ(ω)
(2.7)

κ(ω) =
ε0 + ε1

2
(2.8)
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The main spectroscopic feature of |β (ω)| is a maximum at the surface phonon

frequency, which is approximately 1140 cm−1 in our sample. Function |G| mirrors the

behavior of |β (ω)| because for q-independent rP Eq. 2.3 yields G(zd,ω)= β (ω)a3/4z3
d .

The 3rd harmonic component s3eiφ3 of the s-SNOM signal, needed for compar-

ison with the experiment, is obtained from G via the nonlinear operation of demodula-

tion, Eq. 2.4. Using reasonable values a = 30 nm and b = 0.7a of the two adjustable

parameters, we achieve a good agreement between this simple model and the measure-

ments, see Fig. 2.2 of the main text. Our results for SiO2 are also in a good agreement

with a recent s-SNOM study [39] of SiO2 (both crystalline and amorphous), in which

the main maxima in sn were found at 1120 – 1130 cm−1 (In crystalline SiO2 additional

small maxima have also been reported.).

2.6.4 Application to the graphene-SiO2 interface

When we apply the outlined formalism to the case where the surface of SiO2

is covered with graphene. Consider the in-plane momenta satisfy the strong inequality

ω/c� q� ω/ν , where ν ≈ c/300 is the Fermi velocity of graphene. Because of that,

the expression for rP(q,ω) can be brought to the form analogous to Eq. 2.7:

rP(q,ω) = 1− ε0

κ(ω)ε(q,ω)
(2.9)

Where 2D dielectric function ε(q,ω) of graphene [16-18] is given by

ε(q,ω) = 1− 2e2

κ(ω)

q
h̄ω

[ |µ|
h̄ς
− 1

4
ln
(

2 |µ|+ h̄ς

2 |µ|− h̄ς

)]
, ς ≡ ω + iγ (2.10)

µ is the chemical potential of graphene, and γ > 0 is the phenomenological scattering

rate of quasiparticles. In our calculation, we apply γ ∼ 0.09ω to mimic experimental

optical conductivity of graphene in Ref. [14].

The P-polarized (i.e. TM) collective mode spectra of the system can be extracted

from this equations as follows. The first method is to look for poles of rP. This leads us

to the equation

ε(q,ωP(q)) = 0 (2.11)

which is a familiar equation for the plasmon. Under the earlier assumption

ω� νq, it has a solution of the form [41, 42, 6, 43, 44, 45, 46] ωP(q)≈ ν
√

2α(ωP)kFq,
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where α(ω)= e2/h̄νκ(ω) is a dimensionless measure of the Coulomb interaction strength.

For constant α , Eq. S26 gives the usual
√

q-dispersion of a 2D plasmon. A frequency-

dependent dielectric function of the substrate causes α to become a complex-valued

function of ω . This introduces shift and broadening of the plasmon mode. This effect

has been studied experimentally in Refs. [41, 42, 47, 6] and theoretically in Ref. [21]

for the case of graphene on SiC.

Equation S25 has another solution, which becomes more apparent if this equa-

tion is rewritten as

κ(ω) =
2e2q
h̄ω

[ |µ|
h̄ς
− 1

4
ln
(

2 |µ|+ h̄ς

2 |µ|− h̄ς

)]
(2.12)

At q = 0 and ω 6= 0 , it gives κ(ω) = 0 , which corresponds to the pole of rP in the

absence of graphene, cf. Eq. 2.7. Therefore, this solution represents the surface phonon.

By continuity, it gives rise to the entire branch of dispersion SP coupled with plasmon

at finite q. Therefore, our formalism captures both types of collective modes as well as

their interaction.

Solving Eq. 2.12 is not the most practical way to extract the desired mode spec-

tra. Instead, we follow another common procedure and obtain them from the condition

of maximum dissipation, which is realized at the maxima of ℑrP. The spectra can be

conveniently visualized by a pseudocolor plot of ℑrP as a function of q and ω . This plot

is presented in Fig. 2.3 of the main text where one can clearly see two dispersion curves.

Finally, substituting Eq. 2.9 into Eqs. 2.3 and 2.4 and doing numerical quadra-

ture, we comptute the near field coupling G and the demodulated s-SNOM signal for

the point-dipole model of the tip. We use the same parameter a and b as in the previous

section. As shown in Fig. 2.2 of the main text, this time function s3(ω) has two maxima:

one near the surface phonon resonance and the other near the plasmon resonance. The

latter shows up as a rather broad feature because the integral in Eq. 2.3 has contribution

not from a single q but from a range of momenta. The strength and position of these

spectroscopic features depend on the chemical potential µ . Therefore, they can be used

to estimate µ in the experiment.
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3 Infrared Nanooptics of Ultrathin

Materials

3.1 Abstract

We demonstrate an infrared nanooptics approach capable of material charac-

terization for 3D volumes smaller than < 10× 10× 1nm3 using the technique of in-

frared scattering Scanning Near-field Optical Microscopy (sSNOM). We present the first

nanoscale infrared images of an ultrathin conductor: suspended single layer Graphene,

and an ultrathin amorphous insulator: ≤ 2nm thick SiO2. For both materials, we see

strong image contrasts which allow a spatial resolution of ≤ 10×10nm to be achieved.

For Graphene we attribute the origin of the contrast to the presence of nanoscale car-

rier density inhomogenieties in the suspended Graphene layer. In the case of SiO2, the

contrast stems from surface phonon excitation. This conclusion is also supported by the

thickness dependence observed in broadband nanospectra obtained on SiO2 layers with

thicknesses ranging from 2− 300nm. Our results on single layer suspended Graphene

and ultrathin SiO2 confirm that the evanescent waves produced in our sSNOM provide

in-plane excitation with light momenta as high as |q|> 300
λ

.

3.2 Introduction

The diffraction limit imposes significant constraints on the spatial resolution

achievable with conventional far field optical techniques, especially when the latter are

employed to imaging and spectroscopy over a broad band of frequencies. Broadband

32
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infrared nanooptics is highly desirable since it would allow nanoscale characterization

of materials via vibrational modes or electronic excitation 1. The ability to probe both

material properties at the nanoscale is possible with the method of sSNOM. In this

technique, light incident on a sharp metallic tip creates highly confined electric fields

directly outside of the tip apex via the optical lightning rod effect [1]. The nanoscale

volume of the apex (typical radius a < 30nm) essentially acts as a nanoantenna source

of large momentum (high spatial frequency) (|q| ≈ 1
a >> ω

c ) evanescent fields for any

wavelength satisfying λ >> a. The evanescent fields reflect off the sample surface cre-

ating an electrostatic image effect for the polarized tip[2]. By measuring the portion

of the nanoantenna’s far field radiation due to the charge concentrated at the tip’s apex,

it is possible to gain information about the nanoscale optical properties of the sample

(3.1right)[3]. This approach has been used in such applications as 20nm resolved imag-

ing of a tobacco mosaic virus, stress mapping of a nanocrack, imaging of the metal to

insulator transition in VO2, or nanoscale polymer identification [4, 5, 6, 7]. While the

aforementioned studies established sub-20nm in-plane sensitivity as a benchmark for

infrared microscopy, we are aware of only a few experiments which have investigated

the sensitivity of sSNOM in the out-of-plane direction, such as: the subsurface detec-

tion of > 40nm deep gold islands [8] or resonant substrate enhanced characterization

of a 10nm thick PMMA layer [2]. Here, we present the first application of broadband

imaging and spectroscopy to even thinner materials: suspended single atomic layers of

Graphene and 2−300nm thin layers of SiO2 on Silicon. We note that the material con-

trasts we observed stem from the free carrier, electronic response of Graphene and in

the case of SiO2, vibrational modes, demonstrating that we are indeed sensitive to both

types of material characterization.

3.3 Experimental

The sSNOM (Neaspec) used in our experiments is a modified Atomic Force

Microscope (AFM) with a built in parabolic focusing mirror and a pseudoheterodyne

interferometer. The AFM operation is done in tapping mode which also serves the dual

1By electronic excitations we mean features relevant to IR spectroscopy such as the width of a Drude
peak or a plasmon excitation
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purpose of modulating the tip-sample near field interaction. A bank of tunable External

Cavity-Quantum Cascade Lasers (EC-QCLs) (Daylight Solutions) and two CO2 lasers

(Access Lasers), with center frequencies ranging from 800− 2200cm−1, serve to pro-

vide intense infrared light focused onto a metallized tip by a parabolic mirror. The same

parabola also simultaneously collects the tip’s scattered light. The scattered light con-

tains both unwanted background fields and the desired near fields: Escat = Ebg +En f .

Since the near fields are highly nonlinear with distance, they can be written as a sum

of harmonics at the tapping frequency: En f = Σ∞
n=1SneiφnCos(nΩt) whereas the back-

ground fields are largely independent of the tapping frequency. The resultant paral-

lel beam is sent back to reflect from the broadband ZnSe beam splitter to a Mercury

Cadmium Telluride infrared detector 3.1. There it is combined with a reference field

which has traveled along the other path of the interferometer, reflecting off an oscil-

lating mirror in the process. We write this field as Ere f ∝ Σ∞
−∞imJm(γ)emMt where Jm

are Bessel functions of the first kind at the mth harmonic of the mirror oscillation fre-

quency M and γ is the modulation depth, in radians. Under this ”pseudoheterodyne”

detection scheme, the voltage at the detector, V ∝
∣∣Ebg +En f +Ere f

∣∣2, contains the term

Ere f En fCos(φn f +φre f ) where φn f and φre f are the phase of the near and reference fields

respectively. By measuring this term selectively, the near field can be ”assymetrically”

amplified by over 4 orders of magnitude due to the large amplitude of Ere f [9]. To extract

just this term from the voltage, the additional modulation on En f by Ere f is utilized to

suppress the parasitic crossterm: EbgEn fCos(φn f +φbg). The key is that Ebg is largely

unmodulated by the tip motion or at best modulated at Ω. Thus by demodulating V at

nΩ+M and nΩ+ 2M frequencies with n ≥ 2 we can, after some algebra, arrive at the

background near field amplitude and phase harmonics: Sn and Φn. For the purposes of

this publication we limit the discussion to n = 2 and n = 3 harmonics for all the data

presented.
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Figure 3.1: Left: Optical path of the broadband sSNOM instrumentation. IR light

(black arrows) is generated by an array of lasers comprised of 4 EC-QCLs and 2 CO2

lasers (left) with center frequency indicated, in cm−1. The light enters an asymmetric

interferometer composed of the elements: BS = ZnSe Beam Splitter, MM = Oscillating

Mirror, MCT = Mercury Cadmium Telluride detector, PM = Parabolic Mirror,T = Met-

allized Tip, S = Sample. Right: A detailed view of the dashed rectangle area in the left

panel. Incident fields, Ei, polarize the end of a tip of radius a and distance z0 from the

sample. The sample is composed of a thin layer A on substrate B. Near fields produced

by the tip reflect off the sample contributing to the overall scattered field by the tip, Es.

The PM collects the scattered field allowing the parallel beam to combine at the MCT

with amplifying reference beam from the MM leg.

3.4 Results and discussion

3.4.1 Nanoimaging of a Freestanding Conducting Monolayer

In 3.2 we present nanoscale IR images of a single Graphene layer, a portion of

which is freestanding over a trench 2µm wide and 300nm deep (top left panel). Raman

spectroscopy, AFM, and optical microscopy were used to confirm that this is only a sin-

gle atomic layer of Graphene. In 3.2a we present amplitude S3 and phase Φ3 IR images

at frequency ω = 1250cm−1, normalized to the equivalent signals from Silicon. We

emphasize this frequency because here the adjacent supported Graphene on Substrate

(GOS) is highly suppressed by the LO phonon mode of the SiO2 substrate. Because of
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this effect the near field signal of suspended Graphene is made remarkably stronger than

the supported Graphene at this frequency. This is also evident from normalized line pro-

files of S3 ( 3.2c) relative to Silicon, the observed near field signals for both SG and GOS
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Figure 3.2: (a)Simultaneously obtained images of topography (top panel), normal-

ized (to Silicon) 3rd harmonic of scattering amplitude (middle panel) and phase (bot-

tom panel) at ω = 1250cm−1. (b) Zoomed in forward scan direction S2 image at

ω = 1192cm−1 of the boxed region in (a) (c) The S3 approach curves described in the

text for both suspended graphene and silicon at ω = 1250cm−1. The black dashed line

denotes the suspended graphene signal when the tip is in contact with the sample. (d)

profiles of AFM topography (top) and S2 obtained along the path connecting the black

arrows in (c). The S2 profiles are for the forward and backward scanning direction.

are quite small, at .18 and .08. Nevertheless our technique attains a signal to noise ratio

more than sufficient to directly observe the optical response of Suspended Graphene.

We demonstrate this claim by comparing S3 approach curves of Suspended Graphene

to Silicon ( 3.2c) performed on the same overall sample, with the identical tip and at

the same frequency. Approach curves provide an effective measure of the near field

signal’s decay with tip/sample distance. A true near field signal displays a character-
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istically near-exponential decay with increasing tip-sample distance, with decay length

proportional to the tip radius, a≈ 25nm. This is directly observed in the third harmonic

of our measured near field amplitude. Both Silicon and SG approach curves show a very

sharp drop off, reaching 1
e of their maxima by z≈ 18nm. We can also estimate the total

amount of background signal by checking the S3 value at large distances in the approach

curve, i.e. z = 100nm. Here the value of S3 is < 5% of that at the z = 0nm ”in-contact”

distance where imaging and AFM measurements are performed. At the 2nd harmonic

we achieve similar performance, with approximately 15% background. These observa-

tions indicate that the observed near field signal at harmonics n = 2,3 is in large part

due to direct interaction with the sample and not anharmonic mechanical oscillations or

other details of the experimental conditions.

Suspended Graphene is detectable at other frequencies as well, as shown in the

high resolution ω = 1180cm−1 S2 image (3.2b) of the boxed region in (3.2a).This 3D

image is a projection of the topography obtained by AFM with a color overlay indicating

the local IR signal S2. From this combined view, we can clearly distinguish areas of large

near field signal which do not correlate with any topographical features such the surface

roughness (on the order of 1nm). To further illustrate this point, we show representative

line profiles along the path connecting the two black arrows in (3.2b) of Topography and

S2 acquired in the Forward and Backward scanning directions. By comparing variations

in the Topography profile (black) to the S2 profiles (blue) we do not see any obvious

correlations. The excellent ≈ 10nm scan to scan agreement between the forward and

backward S2 profiles (dashed lines 3.2d) also indicates that any sort of random noise,

such as laser power fluctuations, cannot be the main origin of the spatial variation in our

signals. The sharpness of the features is thus a measure of the lateral optical resolution

of our technique. One such feature is the sharp edge indicated by the two dashed lines

spaced 10nm apart. The reproducibility of this edge, as well as all others, in both the

forward and backward scans, demonstrates the observation of a real, < 10nm sharp

optical feature within the suspended Graphene.

We postulate that the origin of the observed optical variation lies in an inherent

spatial inhomogeneity in the Suspended Graphene carrier density or equivalently the

Fermi energy E f . This conclusion is qualitatively consistent with previous experiments
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and theoretical predictions [10] [11]. Our detailed theoretical calculations (see Supple-

mental Material) allow us to estimate an upper bound on the range of spatial variation

in E f and Γ needed to produce the observed contrasts in S2. We find this to be ap-

proximately E f ≈ 650±50cm−1 and Γ ≈ 100cm−1±50cm−1. Our results are close to

the upper bound on carrier density estimated previously using Raman spectroscopy[12].

We also note that the Fermi Energy extracted from our data is much smaller than the

supported Graphene portion of the same sample, where E f ≈ 1300cm−1.

These measurements of Suspended Graphene, a material less than 1nm thick,

provide strong evidence for the exceptional sensitivity of our technique. The detection

of a monolayer with simultaneous 10nm spatial resolution suggests that our volumetric

sensitivity may be as good as < 10×10×1nm for ultrathin conducting materials.

3.4.2 Observation of an Ultrathin Insulator

While the results of the previous section apply to ultrathin conductors, we also

tested the capacity of our technique to measure ultrathin insulators. For this purpose, we

chose to investigate the standard insulating oxide used by the semiconductor industry:

thermally grown SiO2 on Silicon substrate. The samples we used are commercially

available AFM calibration gratings from NT-MDT:TGQ1 (2nm & 22nm), TGZ1 (18nm),

TGZ2 (108nm), as well as one 300nm SiO2 on Silicon wafer with trenches made in

house. We recorded images over a broad range of IR frequencies: ω = 886cm−1−
2200cm−1. Since all of the images also contained regions of Silicon, we were able to

normalize the SiO2 signals to Silicon at each frequency . In 3.3a we show 10nm resolved

S3 amplitude images of the 2nm & 22nm layers at three representative frequencies: ω =

1068cm−1,1115cm−1,1175cm−1. All three images are normalized to the signal from the

sample’s exposed Silicon area and displayed with identical color scale. In this manner,

we can immediately correlate colors brighter than Silicon to an enhanced signal and

darker colors to suppression. This is evident for the center square area, known to be

22nm SiO2, which shows enhancement at ω = 1115cm−1 and a suppression of the signal

at ω = 1175cm−1. The most surprising result however is the slight contrast between the

2nm oxide and Silicon at all frequencies shown. This cannot be due to topographical

features since the SiO2 regions have surface roughness virtually identical to that of the
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Silicon region, < 1nm. A more likely explanation is that we are directly measuring the

thickness-dependent reflection of the tip’s evanescent field from the SiO2 surface.

We confirm this hypothesis by performing a broadband spectroscopy study on

SiO2 samples with thicknesses from 2 to 300nm as shown in Fig.3.3. The spectra are

generated by taking the ratio of the average signal between 1µm2 areas in the SiO2 and

Silicon regions of an image taken at each frequency. As we examine these spectra, the

most noticeable effect is a large enhancement of the main S3 maximum around ω =

1120cm−1 for all thicknesses, which subsequently decreases with thickness ,d, of the

SiO2 layer.

We can explain these effects by making an analogy between S3 and the qua-

sistatic p-polarized reflection coefficient, rp. As we show in the supplementary ma-

terial, the shape of a spectrum for normalized amplitude signals such as S3(SiO2)
S3(Si) very

closely resembles | r
SiO2
p (q)
rSi

p (q)
| evaluated at some average field momentum generated at the

tip apex: 〈q〉 ∼ 1
R , where rp is the p-polarization Fresnel reflection coefficient. Since

typical tip radii are a ≈ 25nm, the evanescent field momenta produced by the tip are

expected to be on the order of q∼ (25nm)−1 ∼ 400,000cm−1. Since the behavior of S3

is in theory quite similar to quasistatic rp, we do indeed expect large S3 to be observed

for frequencies in SiO′2s restrahlen band, ωTO < ω < ωLO, where ωTO ≈ 1070cm−1

and ωTO ≈ 1250cm−1 are the SiO2 Transverse (TO) and Longitudinal (LO) phonon

modes, respectively. This explains the increased S3 relative to Silicon in this frequency

region. We also expect thickness dependent S3 behavior to be consistent with rp for a

two layer system: as d→ 0 the reflection contribution of the top layer should systemati-

cally decrease. Furthermore, we can expect surface phonon excitation in the SiO2 layer

to become important for qd ≤ 1 or d < 25nm, where d is the thickness of the SiO2 layer.

We believe that this qd dependence of rp is the key origin of the spectral shape for the

thinner samples we studied.

We emphasize this point by showing 2 & 22nm thickness spectra in more detail

in the insets of 3.3cd. The spectra clearly look consistent with the expected evolution

of rp from qd ≈ 1 to qd ≈ .1 as shown in the Supp. Material. This is to be expected

if the tips momentum does not change and the thickness does, by an order of 10, as

we go from 2 to 22nm. In these spectra we also observe a prevalent secondary peak
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around ω = 1180cm−1. We argue that this double peak structure can only be explained

by a second TO mode with ω ≈ 1160− 1180cm−1. Our modeling results (shown in

the supplementary material) confirm that this feature cannot be due to the subtleties of

demodulation and indeed originates from the same physical origins which would cause

such a feature to appear in the rp spectrum. The secondary phonon mode origin of this

2nd maximum agrees with previous measurements of thicker SiO2 films where weaker,

secondary phonon modes with ωTO = 1164−1 were observed[13]. Our ability to register

this mode indicates a high degree of sensitivity to optical constants at the nanoscale.

Our results on ultrathin SiO2 layers offer strong experimental support for the

large momentum nature of a sSNOM probe. The implications for nanospectroscopy

are quite promising. The q ∼ (25nm)−1 momenta make our technique somewhat anal-

ogous to performing spectroscopy using light of λ ≈ 10nm X-ray wavelength and IR

frequency 2, a feat normally impossible in far-field optics. This simple analogy explains

how we are able to easily observe contrasts for 2nm SiO2 relative to Silicon and also

spectroscopically differentiate 18nm from 22nm SiO2. When coupled with the already

demonstrated 10nm spatial resolution, these results demonstrate volumetric sensitivity

as fine as 10×10×2nm to ultrathin insulating materials, such as amorphous SiO2 layers.

3.5 Conclusion

The imaging and spectroscopy results presented here for the prototypical ultra-

thin conductor, suspended Graphene, and the representative ultrathin insulator, amor-

phous thermally grown SiO2, showcase the utility of sSNOM for nanooptics measure-

ments. The volumetric sensitivity achieved is as high as < 10×10×2nm for both mate-

rials. We postulate that such sensitivity would not be attainable unless we are probing the

reflection of evanescent waves with in-plane momenta |q|> 400,000cm−1 over the en-

tire IR frequency range of study, 886−2200cm−1. Since high momentum light implies

high spatial frequencies, as a consequence we are able to spatially resolve nanoscale

material properties, such as carrier density fluctuations in Suspended Graphene. The

2This of course applies at tip/sample distances on the order of 25nm. Also, the reflection coefficients
in our case are quasistatic
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Figure 3.3: (a) S3 images of 2,22nm SiO2 layers. Top image is a 3D projection of

topography with the S3 image at ω = 1115cm−1 overlaid. The contrasting regions cor-

responding to 2nm,22nm and Silicon are indicated with arrows. Below this image is a

set of S3 images obtained at frequencies ω1,2,3 = 1068cm−1,1115cm−1, and1175cm−1.

All images have been normalized such that Silicon regions have the same color and sig-

nal level S3 = 1. Nanospectra are shown in (b), obtained for all investigated thicknesses

of SiO2: 2, 18, 22, 108, and 300nm. These spectra are also normalized to Silicon such

that their values are directly comparable to those displayed in the images. Insets (c) and

(d) show detailed views of the 2nm and 22nm spectra, with arrows indicating frequencies

of the images shown in (a).
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remarkable sensitivity achieved with the sSNOM method should prove invaluable for

any nanomaterial study where infrared frequencies are desirable for elucidating mate-

rial properties.

3.6 Supplementary Material

3.6.1 Extended Monopole Model

The quantitative results presented in the main text were obtained with an analytic

model of the near field interaction which we term the ”Extended Monopole” model. The

model accounts for both multilayered media and the geometry of the tip/nanonantenna.

The tip is assumed to have an axially symmetric geometry, with a charge distribution re-

sembling that of an elongated monopole. The bulk of the monopole’s charge is heavily

concentrated towards the tip apex. To account for the multilayer nature of the sample,

we calculated the q-dependent reflection of the monopole’s near fields, which we rep-

resent as a spectrum of plane waves. In this manner, any multilayer system’s response

is encapsulated in just the total reflection coefficient evaluated for each value of q. The

effect of the reflected near fields on the tip’s far field radiation is determined from the

tip’s effective dipole moment:

p ∝
1

1−G
(3.1)

where G is the integrated Green’s function of the tip/sample system. We note that in

previous works, a point dipole Green’s function, G = a3G = a3 ∫ dqq2rp(q,ω)e−2qz was

used, with a being the tip radius and z = a+ A
2 (1+Cos(Ωt)) being the distance of the

point dipole to sample, where A is the tapping amplitude. In our experience, the results

achieved by the dipole model tend to be qualitatively correct for many systems, but

cannot reproduce important experimental details such as approach curves or resonance

frequencies of phonon modes.

Our model is motivated by previous works [14][3] which showed that the apex

of the polarized tip resembles a highly localized monopole far more than a point dipole.

We also assumed that the only relevant dimensions are the tip radius a and tip-sample
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distance z allowing the use of a quasistatic approximation since a,z << λ .These con-

siderations led to the following integrated Green’s function:

G = a
∫

∞

0
dq

aq
l +aq

Λ(q)rp(q,ω)e−2qz (3.2)

where l is a charge localization coefficient, Λ is the magnitude of charge induced in the

tip at wavevector q, rp is the sample’s p-polarization reflection coefficient, z = zmin +

A
2 (1+ cos(Ωt)) is the oscillating tip-sample distance, and zmin is the minimum distance

between the monopole’s extent and the sample.

Since we demodulate the far field radiation collected from the tip, only those

terms that vary harmonically with tapping frequency Ω are important. The final step in

the calculation is then to demodulate the time dependent dipole moment expression 3.1

at the tapping frequency Ω as follows: pn =
∫ T

2
−T
2

p(t)Cos(nΩt). We compute this expres-

sion for two materials A and B, i.e. Graphene and Silicon, to arrive to the normalized

experimental observables Sn,Φn:

Sn =

∣∣∣∣ pn,A

pn,B

∣∣∣∣ (3.3)

Φn = |Arg{pn,A}−Arg{pn,B}| (3.4)

3.6.2 Calculation of Sn for Graphene

To calculate the expected near field signals for Graphene, we used a quasistatic

approximation of the 2D Electron Gas reflection coefficient:

rp =
ε−1+4πiσ2D

q
ω

ε +1+4πiσ2D
q
ω

(3.5)

where ε is the permittivity of the substrate and σ2D(Γ,E f ) is the conductivity of Graphene

in the RPA approximation, described elsewhere[15]. For the case of Suspended Graphene

referenced to Silicon, we use ε = 1,Γ = 30cm−1 for calculating rSG
p and rSi

p = εSi−1
εSi+1 .

In 3.4 we show the calculated results for S2,SG
S2,Si

, |Φ2,SG−Φ2,Si| at the frequency

ω = 1192cm−1. The S2 and Φ2 experimental data are represented by the blue and pink

shaded bars respectively, centered vertically at the average S2 or Φ2 signal. The vertical

extent of the bars represents the standard deviation of each signal, determined from

the width of the image histograms(inset). By imposing the constraints of experimental
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determined by their total intersection with the theoretical curves. The resultant predicted

range in E f is marked by the double arrow.
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amplitude and phase data on the theoretical plots, we are able to restrict the range of

possible E f and Γ values. This allows us to approximate the Fermi Energy distribution

in the suspended Graphene to be: 600 ≤ E f ≤ 700cm−1 and the scattering rate to be in

the range of: 50cm−1 ≤ Γ≤ 150cm−1.

3.6.3 Application to thin resonant layers such as SiO2

In the main text we mention several key aspects of the near field response of a

SiO2 layer with thickness d:

i. SSiO2
n
SSi

n
essentially scales with

∣∣∣∣ rSiO2
p (q)
rSi

p (q)

∣∣∣∣ where 〈q〉 ∼ 1
a

ii. Contrast in the SSiO2
n
SSi

n
spectrum decreases with d

iii. A weaker, secondary TO mode is needed to explain Sn for qd < 1

Similar to the expression for Graphene on SiO2 we can write down the quasistatic, q >>

ω

c TM reflection coefficient for the two layer system of thin SiO2 on Silicon substrate:

rp =
ρ1 +ρ2e−2qd

1+ρ1ρ2e−2qd (3.6)

ρ1 =
εSiO2−1
εSiO2 +1

(3.7)

ρ2 =
εSi− εSiO2

εSi + εSiO2

(3.8)

The thickness dependence of the sample enters the equations in only one place, as an

exponential term arising from an infinite number of multiple reflections within the layer.

The effect of this term on the rp coefficient is illustrated in Fig.3.5. In panels (a) and

(b) we calculate rp for successive values of qd ranging from .1− 10. We also vary the

number of lorentzian oscillators used to model the SiO2 permittivity, 2 primary oscilla-

tors are utilized in panel (a) while three are used in panel (b). For either case, we see

that the reflection of the two-layer system is always approaching the reference value of

rp(Si) as qd is decreased. In experiment, 〈q〉 of the tip remains roughly the same while

d is changing.. For the two cases of 2 & 22nm SiO2 and a tip radius of a ∼ 25nm we

expect qd ∼ .1 and qd ∼ 1 respectively to be the most representative, assuming 〈q〉 ∼ 1
a .
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In plots 3.5cd we show the calculated S3 values for the same set of optical con-

stants used for panels a,b. These plots verify claim [i] above, that the qualitative be-

havior of S3 appears virtually identical to that of normalized rp at the proper qd values:

qd = .1 and qd = 1. The second claim is reproduced as well, as is clear from either the

behavior of decreasing S3 contrast with decreasing d, or equivalently the decreasing rp

contrast for decreasing qd. Lastly, we also verified claim [iii] by comparing the shapes

of the calculated spectra for either the two or three oscillator case (Fig. 3.5cd) to the

experimental data shown in the insets of Fig.3 in the main text. The two oscillator case

does not reproduce the experimentally observed additional maximum in the spectra for

both 2 and 22nm cases. Neither the rp or S3 spectra shown in panels a,d appear like

experiment. We therefore conclude that the secondary maximum in experimental data

originates from an additional, secondary phonon mode with ωTO ≈ 1180cm−1

In Table 3.6.3 we summarize the best fit parameters obtained with the Extended

Monopole model for all of the SiO2 shown in this work. The SiO2 permittivity can be

calculated from these values according to ε = ε∞ +ΣN
n=1

snωnΓn
ω2

n−ω2−iΓnω
.
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Figure 3.5:
∣∣∣∣ rSiO2

p (q)
rSi

p (q)

∣∣∣∣ plotted for qd = .01−10 for a choice of either two or three primary

oscillators in modeling the SiO2 permittivity in this frequency range (panels (a),(b) re-

spectively). In the inset of panel (b) the imaginary part of the 2 and 3 primary oscillator

SiO2 permittivities is shown. Panels (c) and (d) show the calculated S3 values using

the Extended Monopole model with the same 2 or 3 main oscillator SiO2 parameters,

respectively. The gray curves are S3 calculated for the thicknesses d = 1,5,10,15,30 in

increasing order. The experimentally relevant curves, 2nm and 22nm, are qualitatively

very similar to the qd = .1 and qd = 1 Rp plots in panels (a) and (b).
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4 Construction of a Cryogenic

Infrared Nanoscope

4.1 Introduction

At low temperatures, a rich array of yet to be understood physics awaits ex-

perimenters possessing the right tool for the job. One such tool, which until now was

unavailable, is a microscopy method capable of nanoscale infrared imaging and spec-

troscopy in cryogenic conditions. Some systems that are ripe for such study include:

superconductors, correlated oxides, or polariton Bose Einstein Condensates [1][2][3].

Nanoscale infrared investigations of these interesting systems have yet to be performed

at their transition temperatures. Our previous sSNOM measurements of similar com-

pounds [4] at elevated temperatures indicate that such transitions can indeed be observed

with sSNOM. For this reason, one of the first experiments we tried with the completed

cryo-sSNOM was to look at the transition of a compound closely related to VO2: V2O3.

Our first results on the correlated oxide V2O3 indeed show a transition qualitatively very

similar to VO2. These are presented in the last section of this chapter.

4.2 Design

The primary considerations which went into the design of our cryo-sSNOM in-

strument were the necessary vacuum level, vibration tolerance, choice of cryogenic sys-

tem, and optical coupling. Each of these is an important parameter which can heavily

influence the overall choice of cryo-sSNOM design. For us, UHV conditions and Liquid

51
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Helium cooling of the sample were a necessity. Ultimately, these two factors led to the

layout of the completed system shown in Fig. 4.1 - 4.2. In the sections below, we detail

the reasoning behind these and other design choices.

ST400 

V301 

V81 

IP 

IO 

C 

GV AT 

GV 

ST400 

IP 

Figure 4.1: Side and top views of the cryo-sSNOM system. C = chamber, IO = In-

spection Optics, IP = Ion Pump, ST400 = cryostat, AT = Air Table, V301 = large turbo

pump, V81 = smaller backing turbo pump, GV = gate valve.

4.2.1 Vacuum levels

One of the main issues in cryogenic surface science is the formation of super-

ficial nanometers-thick ice layers on the sample surface for T < 150K1. The ice layer

can be especially problematic for techniques such as AFM, STM, and SNOM, where

the properties of the sample’s topmost nanometer can be important. In previous studies,

it was shown that the ice layer can be avoided if one achieves pressure levels on the

order of P < 10−8mbar, which falls into the realm of Ultra High Vacuum (UHV). To

achieve UHV pressures it is necessary to raise the temperature of the chamber in a pro-

cess called ”baking”. Baking is done so that the absorbed water layers can be evaporated

and pumped out. A typical bake may last for 24 hours with a constant temperature of

T = 100C maintained throughout the chamber. Afterwards, pressures below 10−10mbar

can be achieved if no outgassing takes place inside the chamber. The low outgassing

1We measured the freezing point of water in our setup to be 148.6K at P = 10−7mbar
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PM 
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Figure 4.2: Detailed view of the chamber interior. CT = cryostat (cold finger), L = lens,

AT1 = attocube stack 1, B1 = braid connector, B2 = braid connector, PM = parabolic

mirror, AT2 = attocube stack 2, PT = platform, GR = glass rod coupling. For cooling

the sample, flexible copper braids (not shown) are attached from CT to B1 and B2.

requirement greatly limits the range of materials which are deemed ”UHV compatible”.

For instance, the oil from human skin leaves an outgassing residue on all materials that

prevents UHV pressures from being reached sometimes even after baking. Also, it goes

without saying that everything put inside a UHV chamber must be able to survive the

highest baking temperatures. These requirements rule out many common materials such

as plastics, adhesives, rubbers, and some types of electrical solder. Materials that are

compatible include: pure glass, annealed copper, certain stainless steel alloys, titanium,

kapton, and most ceramics. For a full list of materials sorted by outgassing properties,

one may refer to the NASA database at outgassing.nasa.gov.

4.2.2 Choice of AFM

Given the material considerations outlined above, we needed an AFM as well

as a stack of XYZ positioners for the parabolic mirror made of UHV compatible ma-

terials. For both we went with the company Attocube Inc. due to the compact size

and full UHV compatibility of their positioners. We chose to start with their UHV low-
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temperature AFM and modify it to work as a cryo-sSNOM. Out of the box, the Attocube

AFM is an extremely compact device (see AT1 Fig. 4.2) that utilizes all UHV compat-

ible components: titanium for the positioners, kapton for the electrical insulation, and

a glass/polyimide single-mode fiber optic. The fiber is used for topography readout as

an alternative to the common laser deflection method. The latter scheme contains sev-

eral components which are typically not UHV compatible: photodetector, laser, and the

necessary electrical circuitry.

In the fiber optic detection scheme, the position of the cantilever is read out by

measuring the Fabry Perot interference pattern formed between the backreflection from

the flat end of the fiber (F) and a reflection from the cantilever surface (CT) as shown

in Fig.4.3 [5]. In this approach, only the fiber needs to be inside the UHV space. For

readout, it is coupled to a fiber optic feedthrough which delivers the backreflected light

to an external detector. The attocube AFM was one of the few systems on the market

utilizing this technique. An alternative UHV compatible approach that we are also aware

of is to use tuning fork methods for oscillating the tip. We did not pursue this direction

because of the relatively small tapping amplitudes achievable. For sufficient modulation

of the near field signals we require at least a 30nm tapping amplitude, which to our best

knowledge is not yet achievable using tuning forks.

The attocube AFM also utilizes sample scanning for imaging instead of tip scan-

ning. For our purposes, it is highly desirable that the tip stays stationary once we have

focused the external light onto its apex. If the tip were to move, we would be forced to

dynamically realign our optics to track the tip, which is a very difficult procedure.

Another feature which we found to be absolutely crucial is the addition of top

inspection optics to the Attocube AFM. We achieved this by modifying the cantilever

head assembly to house a small, 8mm diameter, NA=0.2 lens, shown as L in Fig.4.2.

The lens’ focus is adjusted to lie just above the cantilever so that an intermediate image

plane is formed outside of the chamber. Externally, we can then use a second lens

to collect light from this point, magnify it, and bring it onto a CCD camera with an

additional inspection optics assembly, marked IO in Fig. 4.1. The resolution achievable

with these inspection optics is on the order of 3µm, which could use improvement in

a future redesign. The main purpose of the inspection optics was achieved: to allow a
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large field of view for optical alignment of the external light source.

Lastly, another major requirement is that the AFM must be open to optical ac-

cess by external light. After some slight modification, the attocube AFM was fully

compatible with incidence angles up to 40◦ as illustrated in Fig.4.3.

CT 

F PZ 

Figure 4.3: Detailed view of the AFM cantilever, CT, the fiber optic F, and the piezo PZ

used to modulate the cantilever.

4.2.3 Vibration Isolation

The second major hurdle faced by any scanning probe method is that of excessive

vibrations ruining AFM performance. This issue exists whether in vacuum or ambient

conditions.

We solved this problem in several steps. We eliminated major vibrations from

the immediate environment by attaching the vacuum chamber to a floating air table using

a rigid 2× 2in unistrut frame, shown in 4.1. Due to the ultralow resonance frequency

as well the large mass of the optical table, most of the building vibrations are heavily

damped. All that remains are vibrations originating from equipment which is already

in contact with the table itself. This includes laser electronics, vacuum pumps, and
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the cryostat. Each of these, if not handled properly, adds sufficient noise to ruin AFM

performance.

Vibrations from the laser electronics were perhaps the easiest to remove. We did

this by opting not to use the standard fans utilized to cool laser housings, and instead

employed water cooling for all of our lasers. We found this to significantly reduce noise

in the 30−60Hz range where fans normally operate.

The mechanical noise from the turbopumps and rotary pumps was eliminated by

switching to a combination of Ion pumping and cryopumping when sufficient vacuum

levels have been reached. As described in the previous section, a UHV gate valve is

used to isolate the mechanical pumps from the rest of the system. After this is done,

they can be turned off.

The last source of significant vibrations in our setup occurred in the thermal

coupling of the sample stage to the cryostat. In our design, the thermal contact is made

via flexible copper braids mounted from the cryostat cold finger attachment (CT) to

braid connectors on both sides of the sample stage (B1 and B2) as shown in Fig. 4.2. In

this manner, the weight of the braids is distributed equally on the AFM scanner. Also, it

is worth noting that the braids must be light in order to not interfere with the scanning.

Any asymmetric tension may warp the AFM image. We determined that the main source

of vibrations coupling through the braids was due to Helium boil-off at the cryostat cold

finger. Surprisingly, we did not experience significant vibrations from the mechanical

coupling of the transfer line to the Helium dewar. Once we identified the source of the

vibrations, the solution was simple: minimize the flow of Helium to the cryostat cold

finger. We achieved this by fine control of a needle valve in the Helium transfer line. By

keeping the flow at a minimum, the vibrations were minimized to sub nanometer levels.

4.2.4 Cryogenics

For our desired study of superconductors and transitions in correlated oxides, a

temperature range from T = 4.2K−300K was sufficient. To reach these temperatures,

we chose a UHV liquid He4 flow cryostat, the ST-400 from Janis. The cryostat utilizes

a needle valve transfer line design allowing fine control of the helium flow, which is

critical to minimizing vibrations. The cooling power of the cryostat is .5W at 4.2K with
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a Helium consumption of just under half a liter per hour. We found that its performance

remained superb even while mounted horizontally.

As mentioned previously, the cryostat is connected to the sample via flexible

copper braids (CT to B1,B2 4.2). The braids provide cooling while still allowing the

sample scanner to move. Beneath the sample stage we place some thermal insulation in

the form of ceramic cylinders. In this manner we do not cool the rest of the microscope.

As a precaution, the rest of the microscope is isolated from the warm chamber by glass

rods which support the stainless steel platform that it rests on (GR and PT in Fig.4.2.

4.2.5 Vacuum Chamber

The chamber which contains the microscope was built around a commercially

available design from Kimbel Physics Inc., with 8 CF2.75, 16 CF1.25 (side), and 2 CF8

ports (top and bottom) (C in Fig.4.1). Each port is sealed using annealed copper gaskets,

which must be replaced during each pump down. A glass window was placed on the top

port to allow us to inspect the sample from above. The CF2.75 port towards the optical

table houses an optical window, typically of a 1” broadband ZnSe material. We utilized

5 more of the CF2.75 ports for the following: electrical feedthroughs (×2), Ion Gauge

and Ion Pump, optical window for side inspection, and cryostat. The bottom CF8 port

of the chamber couples via an extension to a UHV Gate Valve (VAT Inc.) marked GV

in Fig.4.1. Below the gate valve we connected two turbo pumps in series, the powerful

V301 and the smaller V81 (Varian Inc.). The V81 is then connected to a Rotary pump

via bellows and a long stainless steel pipe (not shown in the Figures).

4.2.6 Optical Coupling

Perhaps the most important consideration is the method for coupling external

light to the AFM tip for near field generation. Our approach was to place an off-axis

parabolic mirror inside the chamber, on a UHV compatible XYZ piezo stage (also from

Attocube) equipped with a position readout (see PM and AT2 in 4.2. The use of a mirror

avoids chromatic aberrations and does not require antireflection coatings for optimal

performance. The main disadvantage however is the difficulty of alignment, especially
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in finding the optical axis of the parabola. To accomplish this we developed a simple

procedure, described in the Appendix, involving the use of a flat mirror attached to the

back of the parabola.

Externally, without any modifications, the optics mimic the previously described

pseudoheterodyne setup used by other sSNOM groups [6]. The only additional element

in our setup is a broadband (λ = 4−12µm) antireflection-coated ZnSe window for the

external light entering the chamber. While this window does limit the overall frequency

range of the system, it can be easily replaced with a more suitable choice for experiments

at other frequencies, such as visible or THz.

4.3 Imaging results on V2O3 for T = 80−300K

To demonstrate the performance of the instrument, we show some preliminary

results on the metal to insulator transition in V2O3. As shown in the resistivity plot in

4.4, a 6 orders of magnitude transition takes place around T = 150K. At IR frequencies,

the transition manifests itself as a decrease in reflection with lower temperatures. Our

previous sSNOM results on VO2 indicated the onset of percolation. The first cryo-

sSNOM results that we have obtained on V2O3 however do not show this to be the case.

It appears that the material transitions without percolation.

Below, we present our preliminary results for S2 amplitude acquired at the IR

frequency of ω = 1110cm−1. All of the data were obtained using 70nm tapping ampli-

tude. The color scale range is kept the same for all images. The first set of images were

obtained as the temperature was decreased (Fig. 4.5) while the second set was during

warming up of the sample (Fig. 4.6). The two sets clearly differ from each other for

the intermediate temperatures such as 125K-150K. Here, the warming up data sequence

appears more insulating at the same temperatures. This is a clear sign of hysteresis. To

confirm that the transition is consistent we also took one more image at 86K after the

down/up cycle shown in Fig.4.54.6 was completed. This image is again consistent with

the insulating signals observed for T < 125K. We believe these early results demon-

strate that the cryo-sSNOM is indeed functional and can already reveal some interesting

physics.
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Figure 4.4: Resistivity vs. Temperature plot for a V2O3 thin film on Sapphire substrate.

The data were obtained while heating up, after the sample had cooled.

4.4 Appendix

4.4.1 Optical Alignment procedure

To avoid severe coma aberations inherent to parabolic mirrors, it is necessary to

insure that the light is incident along the optical axis of the parabola. We accomplish this

by aligning the external beam to a small flat mirror which has been mounted to the back

of the parabola (FM in Fig. 4.2 and Fig. 4.7) such that it reflects incident light exactly

along the parabola’s optical axis. A mirror external to the chamber is used to control

the angle of the beam so that it returns along the same path. After this is achieved, the

external mirror is translated laterally (∆x Fig. 4.7) so that the beam is incident on the

parabola once again. Next, the XYZ positioners can be utilized to bring the beam onto

the AFM tip. This step can be rather tedious. Assuming a visible laser in parallel with

the external light source is available, a helpful procedure is to place a roughened sample
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Figure 4.5: 2× 2µm cryo-sSNOM amplitude (S2) images of V2O3 normalized to the

signal at T = 190K. As it cools, it undergoes a metal (T = 190K) to insulator (T =

109K) transition as judged from the observed loss of signal.

surface under the tip and monitor the backscattered light with inspection optics from

above. The visible laser spot can be used to find the proper focus and position of the

external light beam, since it is parallel to the visible one.

4.4.2 Pumpdown procedure

In order to obtain UHV vacuum levels as quickly as possible, we utilized a 6

stage pump-down procedure involving a Rotary Pump , two turbomolecular pumps (V81

and V301 Varian), an Ion pump and optionally, the cryopumping action of the cryostat.

After all chamber ports have been sealed, we perform the following pumpdown proce-

dure:

i Start the Rotary pump, with gate valve open. When pressure reaches below 1mbar
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Figure 4.6: 2×2µm amplitude (S2) images of the same V2O3 sample, now warmed up.

V2O3 undergoes an insulator (T = 190K) to metal(T = 109K) transition. To check for

consistency we then quickly cooled the sample back to 86K and recovered the level of

signal from the insulating phase.

proceed to the next step.

ii Turn on the V81, wait until it reaches full speed and then turn on the T301. Turn

on the ion gauge. If the system does not have major leaks the vacuum should be

below 10−4mbar within 5 minutes. Perform a leak test if needed.

iii Once the pressure is at 10−5mbar, the ion pump can be turned on. Initially, the

pressure may rise due to some previously trapped material being released within

the pump. If this occurs, turn the pump off and on several times until the effect is

gone.

iv Start the baking process by turning on the heating elements attached all around
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ΔX 

FM 

Figure 4.7: Detailed view of the AFM cantilever, CT, the fiber optic F, and the piezo PZ

used to modulate the cantilever.

the chamber. Shield chamber with foil if high bakeout temperatures are needed.

Bake for a minimum of 24 hours.

v Turn off heaters. Once the chamber is again at room temperature the pressure

should be below 5× 10−8mbar. Close and open the gate valve to make sure the

ion pump is working.

vi Insert cryostat transfer line and cool the cryostat below T < 150K. The pressure

will drop immediately as water condenses on the cryostat’s cold finger. It is rec-

ommended that the sample temperature be kept above 200K to avoid ice formation

during this cryopumping process. Once the vacuum levels stabilize you may pro-
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ceed to close the gate valve, turn off the turbo pumps, turn off the Rotary pumps

and begin measurements. Alternatively you can measure without cryopumping,

although in this case the vacuum levels may be higher.

Following this procedure we can maintain pressure levels below P < 10−8mbar

with just the ion pump and cryopumping action alone. This is highly desirable since any

sort of mechanical pumping introduces intolerable vibrations. In our setup, we measure

these vibrations to be at least 5nm.
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